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I mpl enentation Plan for Interagency Research Internet
STATUS OF TH S MEMO

The RFC proposes an | nteragency Research Internet as the natura
outgrowth of the current Internet. This is an "idea paper" and
di scussion is strongly encouraged. Distribution of this nmeno is
unlimted.

OVERVI EW

Net wor ki ng has beconme wi despread in the scientific community, and
even nore so in the conputer science comunity. There are networks
bei ng supported by a nunber of the Federal agencies interested in
scientific research, and nany scientists throughout the country have
access to one or nore of these networks. Furthernore, there are many
resources (such as superconputers) that are accessible via these

net wor ks.

Whi l e many of these networks are interconnected on an inform
basis, there is currently no consistent mechanismto allow sharing
of the networking resources. Recognizing this problem the FCCSET
Conmittee on Very High Performance Conputing forned a Network
Worki ng Group. This group has recomended an admi nistrative and
management structure for interconnecting the current and pl anned
agency networ ks supporting research. The structure is based on the
concept of a network of networks using standard networking

pr ot ocol s.

This report el aborates on the earlier recomendati on and provides an
i mpl ementation plan. It addresses three nmjor areas; communications
i nfrastructure, user support, and ongoi ng research. A nanagenent and
adm ni strative structure is recomended for each area, and a
budgetary estimate provided. A phased approach for inplenentation
is suggested that will quickly provide interconnection and lead to
the full performance and functionality as the required technol ogi es
are devel oped and installed. VWhile this report addresses the

i nterconnection of agency networks, and cooperation by certain
federal agencies, some discussion is presented of the possible role
that industry can play in support and use of such a network.

Work reported herein was supported by Cooperative Agreenent NCC 2-
387 fromthe National Aeronautics and Space Adninstration (NASA) to
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the Universities Space Research Association (USRA). This report was
prepared in response to a request fromJohn Cavallini, Chairman of
t he Networ ki ng Working Group of the FCCSET Conmittee on Very High
Per f or mance Conputi ng.

I NTRODUCT! ON

Comput er networks are critical in providing scientists access to
conmputing resources (such as superconputers) and pernitting conputer
supported interacti on between researchers. Several agencies,

recogni zing this need, have established networks to provide the
needed conmuni cations infrastructure. The need for this
infrastructure, though, cuts across the various agencies. To that
end, the FCCSET Conmittee on Very H gh Performance Conputing Network
Wor ki ng Group has reconmended the formation of an Interagency
Research Internet (IR) [1].

The purpose of this report is to suggest an inplenentation plan for
such an IRI. It addresses three nmajor areas; comunications

i nfrastructure, user support, and ongoi ng research. A nanagenent and
administrative structure is recommended for each area, and a
budgetary estimate provided. A phased approach for inplenmentation is
suggested that will quickly provide interconnection and |lead to the
full performance and functionality as the required technol ogies are
devel oped and installed. Finally, some discussion is presented on a
possible role for industry in supporting and using such a network.

vation

The prine responsibility for providing the required infrastructure
for successful research lies with the researcher, his/her
institution, and the agency supporting that research. Thus, the

i ndi vi dual agencies have installed and are continuing to enhance
computer networks to allow their researchers to access advanced
computing resources such as superconputers as well as being able to
comuni cate with each other via such facilities as electronic nail

However, there are a nunber of reasons why it is advantageous to
i nterconnect the various agency networks in a coherent manner so as
to provide a common "virtual" network supporting research.

The need to make effective use of avail abl e networks wi thout
unnecessary duplication. The agenci es each support researchers in
many parts of the country, and have installed equally wi despread
resources. Often, it is nore effective for a scientist to be

provi ded networking service through a different agency network than
the one funding his research. For exanple, suppose severa
scientists at an institution are already being funded by NASA and

Lei ner [ Page 2]



RFC 1015 IRl Plan July 1987

are connected to a NASA supported network. Now a scientist at the
same institution but supported by NSF needs access to an NSF
superconputer. It is rmuch nore effective to provide that
connectivity through an interconnection of NASA and NSF networks
than to establish another connection (to NSFnet) to the sane

uni versity.

The need to establish comrunication infrastructure to pernit
scientists to access resources w thout regard to which network they
are connected but w thout violating access controls on either the
networ ks or the resources. A scientist may be supported by nultiple
agenci es, and therefore have access to resources provided by severa
agencies. It is not cost-effective to have to provide a separate
networ k connection to the scientist for each of those agency

resour ces

The need for a communications infrastructure to encourage

col l aborative scientific research. One of the primary functions of a
conput er network supporting science is the encouraging of

col I aborati on between researchers. Scientific disciplines typically
cut across many different agencies. Thus, support of this

col I aborati on should be without regard to agency affiliation or
support of the scientists involved.

The need for a cooperative research and devel opnment programto

evol ve and enhance the IRl and its conponents where appropriate.
Scientific research is highly demandi ng of both the conputing and
net wor ki ng environnent. To assure that these needs continue to be
met, it is necessary to continually advance the state of the art in
networ ki ng, and apply the results to the research networks. No

i ndi vidual agency can afford to support the required research
alone, nor is it desirable to have inordinate duplication of
research.

Summary of previous report

These reasons led to the fornmation of the FCCSET Conmmitee on Very

H gh Performance Conputing and its Network Working Goup. This group
began in early 1985 to discuss the possibility of interconnecting
into a coomon networking facility the various agency networks
supporting scientific research. These discussions led to the report

i ssued earlier this year [1] recomendi ng such an approach

The report used the "Network of Networks" or Internet nodel of

i nterconnection. Using a standard set of protocols, the various
net wor ks can be connected to provide a conmon set of user services
across heterogenous networ ks and heterogenous host conputers [2,
3,4]. This approach is discussed further in the Background section
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bel ow.

The report goes on to recommend an admini strative and managenent
structure that matches the techni cal approach. Each agency woul d
continue to manage and administer its individual networks. An

i nt eragency body woul d provide direction to a sel ected organi zati on
who woul d provi de the nanagenent and operation of the

i nterconnections of the networks and the conmon user services

provi ded over the network. This sel ected organi zation would al so
provi de for coordination of research activities, needed

devel opnents, and reflecting research comunity requirenents into
the national and international standards activities.

Overvi ew of I nplenentation Plan

The general structure of the proposed IR is analogous to a federa
approach. Each of the agencies is responsible for operating its own
networks and satisfying its users’ requirenents. The | Rl provides
the interconnecting infrastructure to pernit the users on one
network to access resources or users on other networks. The IRl also
provi des a set of standards and services which the individua
agenci es, networks, and user communities can exploit in providing
capabilities to their individual users. The managenent structure

i kewi se, provides a nmechanism by which the individual agencies can
cooperate without interfering with the agencies’ individua
authorities or responsibilities.

In this report, an inplenentation plan for the IRl is proposed.
First, some background is given of the previous efforts to provide
networks in support of research, and the genesis of those networks.
A description of the suggested approach to attaining an IRl is then
given. This description is divided into two sections; technical and
managenent . The techni cal approach consists of two conponents. First
is the provision of an underlying conmuni cations infrastructure;
i.e. a neans for providing connectivity between the various
conputers and workstations. Second is provision of the neans for
users to make effective use of that infrastructure in support of
their research.

The managenent section el aborates on the suggestions made in the
FCCSET committee report. A structure is suggested that allows the
vari ous agencies to cooperate in the operations, nmintenance,

engi neering, and research activities required for the IRI. This
structure al so provides the necessary nechanisns for the scientific
research comunity to provide input with respect to requirenents and
appr oaches.

Finally, a phased inplenentation plan is presented which would all ow
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the IRl to be put in place rapidly with nodest funding. A budgetary
estimate is al so provided.

BACKGROUND

The conbi nati on of packet switched conputer networks

i nternetworking to all ow heterogeneous conputers to conmnuni cate over
het er ogeneous networks, the wi despread use of |ocal area networks,
and the availability of workstati ons and superconputers has given
rise to the opportunity to provide greatly inproved conputing
capabilities to science and engi neering. This is the major
notivation behind the IR

Hi story of Research Network

The Defense Advanced Research Projects Agency (DARPA) devel oped the
concept of packet switching beginning in the md 1960’s. Beginning
with the Arpanet (the world s first packet switched network) [5],a
nunber of networks have been devel oped. These have incl uded packet
satellite networks [6,7], packet radio networks [8,7], and |loca
area networks [9].

Al t hough the original notivation for the Arpanet devel opnent was
conputer resource sharing, it was apparent early on that a nmjor use
of such networks would be for access to conmputer resources and

i nteracti on between users [10]. Followi ng the Arpanet devel opnent,
a nunber of other networks have been devel oped and used to provide
both of these functions [11]. CSNET was initiated to provide
conmmuni cati ons between conputer science researchers [12,13]. CSNET
was initiated by the NSF in cooperation with a nunber of
universities, but is now self-sufficient. Its subscribers include
uni versities throughout the world as well as industrial nenbers
interested in interacting with conputer scientists.

CSNET nmakes use of a number of networking technol ogi es including the
Arpanet, public X 25 networks, and dial -up connections over phone
lines, to support electronic nmail and other networking functions. In
addition to the basic data transport service, CSNET and Arpanet
operate network information centers which provide help to users of
the network as well as a nunber of services including a listing of
users with their mail addresses (white pages) and a repository where
rel evant docunments are stored and can be retrieved.

Wth the installation of superconputers cane the desire to provide
networ k access for researchers. One of the early networks to
provide this capability was MFEnet [11]. It was established in the
early 1970's to provide DOE-supported users access to
superconputers, particularly a Cray 1 at Lawence Livernore Nationa
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Labs. Because MrEnet was established prior to w despread adoption of
the TCP/IP protocol suite (to be discussed below), the M-Enet uses a
different set of protocols. However, interfaces have been devel oped
bet ween the MFEnet and ot her networks, and a migration plan is
currently under devel opment.

NASA Ames Research Center has long been in the forefront of using
advanced conputers to support scientific research. The | atest
computing facility, the Numerical Aerodynamic Sinulator, uses a Cray
2 and ot her machines along wth a nunmber of networking technol ogies
to provide support to conputational fluid dynam cs researchers [14].
This systemuses the TCP/IP protocol suite both locally and renotely
and provi des easy access through advanced workstati ons.

Recogni zi ng the inportance of advanced conputers in carrying out
scientific research, NSF in 1984 enbarked on an anbitious programto
provi de superconputer access to researchers. This programinvol ved
both the provision of superconputers thensel ves (through purchase of
conputer time initially, and establishnent of superconputer centers)
and provision of access to those superconputers through an extensive
net wor ki ng program NSFnet [15]. The NSFnet uses a nunber of

exi sting networks (e.g. Arpanet, BITNET, M-Enet) and expl oratory

net wor ks i nterconnected using the TCP/IP protocol suite (discussed
below) to permt scientists wi despread access to the superconputer
centers and each other. The NSFnet is al so taking advantage of the
wi despread installation of canpus and regi onal networks to achieve
this connectivity in a cost effective nmanner

The above are only a small nunber of the current and existing

net wor ks bei ng used to support research. Quarternman [11l] provides a
good synopsis of the networks currently in operation. It is obvious
fromthis that effective interconnection of the networks can provide
cost-efficient and reliable services.

Starting in the early 1970's, recognizing that the mlitary had a
need to interconnect various networks (such as packet radio for
nobi | e operation with long-line networks |ike the Arpanet), DARPA
initiated the devel opment of the internet technol ogies [16].

Begi nning wi th the devel opment of the protocols for interconnection
and reliable transport (TCP/1P), the program has devel oped net hods
for providing electronic mail, renote login, file transfer and
simlar functions between differing conputers over dissimlar
networks [4,3]. Today, using that technol ogy, thousands of
conmputers are able to comunicate with each other over a "virtua
net wor k" of approxi mately 200 networks using a common set of
protocol s. The concepts devel oped are being used in the reference
nodel and protocols of the Open Systens |nterconnection nodel being
devel oped by the International Standards Organization (1SO [17].
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This is beconing even nore inportant with the w despread use of

| ocal area networks. As institutions install their own networks,
and need to establish communi cations with conputers at other sites,
it is inportant to have a conmon set of protocols and a nmeans for

i nterconnecting the | ocal networks to wi de area networKks.

I nt ernet Model

The DARPA | nternet systemuses a naning and addressing protocol
called the Internet Protocol (IP), to interconnect networks into a
single virtual network. Figure 1 shows the interconnection of a
variety of networks into the Internet system The nam ng and
addressing structure all ows any conputer on any network to address
in a uniform manner any conputer on any other network. Specia
processors, called Gateways, are installed at the interfaces between
two or nore networks and provide both routing anmongst the various
networks as well as the appropriate translation frominternet
addresses to the address required for the attached networks. Thus,
packets of data can fl ow between conputers on the internet.

Because of the possiblity of packet loss or errors, the Transm ssion
Control Protocol (TCP) is used above the IP to provide for
reliability and sequencing. TCP together with I P and the various

net wor ks and gat eways then provides for reliable and ordered
delivery of data between conputers. A variety of functions can use
this connection to provide service to the users. A sunmary of the
functions provided by the current internet systemis given in [4].

To assure interoperability between nmilitary users of the system the
O fice of the Secretary of Defense mandated the use of the TCP/IP
protocol suite wherever there is a need for interoperabl e packet

swi tched comuni cations. This led to the standardi zation of the
protocols [18, 19, 20, 21, 22].
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Thus, the TCP/IP protocol suite and associ ated nechani sns (e.qg.

gat eways) provides a way to interconnect heterogeneous conputers on
het er ogenous networ ks. Routing and addressing functions are taken
care of automatically and transparently to the users.The 1SOis
currently devel oping a set of standards for interconnection which
are very simlar in function to the DARPA devel oped t echnol ogi es.

Al though 1SOis naking great strides, and the National Bureau of
Standards is working with a set of manufacturers to devel op and
denonstrate these standards, the TCP/IP protocol suite stil
represents the nost avail able and tested technol ogy for

i nterconnection of conmputers and networks. It is for that reason
that several agencies/prograns, including the Departnent of Defense,
NSF and NASA/ NAS, have all adopted the TCP/IP suite as the nost

vi abl e set of standards currently. As the international standards
mat ure, and products supporting them appear, it can be expected that
the various networks will switch to using those standards.

TECHNI CAL APPROACH

The Internet technol ogy descri bed above provides the basis for

i nterconnection of the various agency networks. The neans to

i nterconnect mnust satisfy a number of constraints if it is to be
viable in a multi-agency environnent.

Each agency nmust retain control of its own networks. Networks have
been established to support agency-specific nmissions as well as
general conputer conmunications within the agency and its
contractors. To assure that these missions continue to be supported
appropriately, as well as assure appropriate accountability for the
networ k operation, the nechani smfor interconnection nust not
prevent the agencies fromretaining control over their individua
net wor ks.

This is not to say that agencies may not choose to have their
i ndi vi dual networks operated by the IR, or even turned over to the
IRl if they deternmine that to be appropriate.

Appropriate access control, privacy, and accounting mechani sms nust
be incorporated. This includes access control to data, resources,
and the networks thensel ves, privacy of user data, and accounting
mechani sms to support both cost allocation and cost auditing [23].

The technical and adninstrative approach nust allow (indeed
encourage) the incorporation of evolving technologies. In
particular, the network nust evol ve towards provision of high

bandwi dth, type of service routing, and other advanced techniques to
all ow effective use of new conputing technology in a distributed
research environnent.
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Conmuni cati ons Infrastructure

The conmuni cations infrastructure provides connectivity between user
machi nes, workstations, and centralized resources such as

super conput ers and dat abase machi nes. This roughly corresponds to
conmuni cati ons services at and below the transport layer in the |1SO
CSl reference nodel. There are two different types of networks. The
first are local networks, nmeaning those which are internal to a
facility, campus, etc. The second are networks which provide transit
service between facilities. These transit networks can connect
directly to conputers, but are evolving in a direction of connecting
| ocal networks. The networks supported by the individual agencies
directly are mainly in the category of transit (or |ong-haul)
networks, as they typically provide nationw de connectivity, and
usual Iy | eave conmuni cations within a facility to be dealt with by
the facility itself. The IRl comunications infrastructure thus
deals mainly with the interconnection of transit networks.

The internet nodel described above provides a sinple nethod for

i nterconnecting transit networks (as well as |ocal networks.) By
using | P gateways between the agency networks, packet transport
service can be provided between conputers on any of the various
networ ks. The placenent of the gateways and their capacity will have
to be determined by an initial engineering study. In addition, as
the IR evolves, it nmay be cost-effective to install one or nore

wi de area networks (or designate certain existing ones) to be IR
transit networks, to be used by all agencies on a cost sharing
basis. Thus, the IRl conmunications infrastructure would consist of
the interconnecting gateways plus any networks used specifically as
transit networks. Using IP as the standard for interconnection of
net wor ks and gl obal addressing provides a conmon virtual network
packet transport service, upon which can be built various other
network services such as file transfer and electronic mail. This
will allow sharing of the communication facilities (channels,
satellites, etc.) between the various user/agency comunities in a
cost effective manner.

To assure wi despread interconnectivity, it is inmportant that
standards be adopted for use in the IR and the various conputers
connected to it. These standards need to cover not only the packet
transport capability but nmust address all the services required for
networking in a scientific domain, including but not linmted to file
transfer, renote login, and electronic nail. Utimtely it is
desirable to nove towards a single set of standards for the various
comon services, and the logical choice for those standards are

t hose being devel oped in the international conmercial community
(i.e. the 1SO standards). However, nmany of the scientific networks
today use one or nore of a small nunber of different standards; in
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particular the TCP/IP protocol suite nentioned above, the M-Enet
protocol s, and DECNET. As the international standards mature, it is
expected that the nunber of conmunities using the same protoco
suite will grow [5] [6]. Even today, several of the
agenci es/ comuni ties are using a conmon protocol suite, nanely the
TCP/ 1P suite. Al the users connected to those conputers and
networks are able to have the full functions of an interoperable
net wor ki ng capability. And therefore the ability of the users to
share resources and results will increase.

User Services

In order that scientists can effectively use the network, there
needs to be a user support organization. To nmaxim ze the cost

ef fectiveness of the overall IR, the |ocal user support personne
must be used effectively. |In particular, it is anticipated that
direct support of users/researchers would be provided by |oca
support personnel. The IR user support organi zation would provide
support to those |ocal support personnel in areas where nationw de
common service is cost effective.

In particular, the this organization has several functions: assist
the | ocal support personnel in the installation of facilities
conpatible with the IR, provide references to standard facilities
(e.g. networking interfaces, mail software) to the |ocal support
personnel, answer questions that |ocal personnel are not able to
answer, aid in the provision of specific user comunity services,
e.g. database of relevance to specific scientific domain.

I nternet Research Coordination

To evolve internet to satisfy new scientific requirenents and make
use of new technol ogy, research is required in several areas. These
i ncl ude hi gh speed networking, type of service routing, new end to
end protocols, and congestion control. The IRl organizationa
structure can assist in identifying areas of research where the

vari ous agenci es have a comon interest in supporting in order to
evol ve the network, and then assist in the coordination of that
research.

MANAGEMENT APPROACH
A managenent approach is required that will allow each agency to
retain control of its own networking assets while sharing certain
resources with users sponsored by other agencies. To acconplish
this, the follow ng principles and constraints need to be foll owed.

IRl consists of the infrastructure to connect agency networks and
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the user services required for effective use of the conbined
net wor ks and resources.

An organi zati on nust be identified to be responsible for the
engi neering, operation, and maintenance of both the interconnecting
infrastructure and the user services support.

Whi | e sone agenci es may choose to nake use of IRl facilities and
contractors to manage their individual agency networks, this would
not be required and is not anticipated to be the nornmal situation
Any such arrangenent would have to be negotiated individually and
directly between the agency and the IRl operations organization
Nornmal |y, the IRl organizati on woul d neither nmanage the individua
agency networ ks nor have any jurisdiction within such networks.

Gat eways that interconnect the agency networks as well as any |ong-
haul networks put in place specifically as jointly supported transit
networks (if any such networks are required) will be nanaged and
operated under the IRl organi zation

A support organi zation for common IR services is required. The
principal clients for these services would be the | ocal support
per sonnel

The IRl structure should support the coordi nati on of the individua
research activities required for evolution and enhancenent of the
IRI.

Ceneral Managenent Structure

Fi gure 2 shows the basic nmanagenent structure for the IRI. It is
based on the use of a non-profit organization (call it the

I nteragency Research Internet Organization, IRIO to manage both the
communi cations infrastructure and user support. The IR O contracts
for the engineering, devel opnent, operations, and nai nt enance of
those services with various commercial and other organizations. It
woul d be responsi ble for providing technical and adninistrative
managenment of the contractors providing these functions. Having the
| Rl operational nmanagement provided by an i ndependent non-profit
organi zation skilled in the area of conputer networking will pernit
the flexibility required to deal with the evolving and changi ng
demands of scientific networking in a cost-effective manner

Direction and guidance for the IRROw Il be provided by a Policy
Board consisting of representatives fromthe Government agencies who
are funding the IRI. The Chairnman of the Board will be selected from
the agency representatives on a rotating basis. The Board will also
have an Executive Director to provide adm nistrative and ot her
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support. To provide effective support for the IRl Policy Board as
wel|l as assure appropriate coordination with the IRIOQ, the Executive
Director shall be the Director of the IR O

To assure that the IRl provides the best support possible to the
scientific research community, the Policy Board will be advised by a
Techni cal Advi sory Board (TAB) consisting of representatives from
the network research and engi neering comunity, the various networks
being interconnected with the IR, and the scientific user
community. Menbers of the TAB will be selected by the Policy Board.
The TAB will review the operational support of science being
provided by the IRl and suggest directions for inprovenent. The TAB
will interface directly with the IRROto review the operationa
status and plans for the future, and recommend to the Policy Board
any changes in priorities or directions.

Research activities related to the use and evol ution of the internet
systemw || be coordinated by the Internet Research Activities Board
(IRAB). The I RAB consists of the chairnen of the research task
forces (see below) and has as ex-officio nmenbers technical r
representatives fromthe funding agencies and the IRRO The
charter of the IRABis to identify required directions for research
to inmprove the IR, and recommend such directions to the funding
agencies. In addition, the IRAB will continually review ongoi ng
research activities and identify how they can be exploited to

i mprove the IRIl.

The Research Task Forces will each be concerned with a particul ar
area/ enphasi s of research (e.g. end-to-end protocols, gateway
architectures, etc.). Menbers will be active researchers in the
field and the chairnan an expert in the area with a broad

under standi ng of research both in that area and the general internet
(and its use for scientific research). The chairnmen of the task
forces will be selected by IRAB, and thus the IRAB will be a self-
el ected and governi ng organi zati on representing the networKking
research community. The chairnmen will solicit the nenbers of the
task force as vol unteers.
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Fundi ng

In this section, the funding of the IRl is described. Recall that
the IRl consists of the infrastructure to connect the agency
networ ks and the services required for users to nmake effective use
of such an infrastructure. These costs are divided into two
categories; operations costs and research costs. The operations
costs are those to operate and nmaintain both the conmuni cations
infrastructure and the user services. These costs nust be shared
bet ween the various agencies and channeled to the IRIROto operate
the IRI. The research costs are those used to carry out the needed
research to evolve the IRI. These costs are handled within the
vari ous agency budgets and used to support research in each agency
wi th coordi nati on between the agenci es.

Oper ati ons Cost

Each participating agency will contribute a share of operations cost
of IRI. Initially, each agency will contribute an equal share.
Later, perhaps, the agency contributions will be adjusted according
to a nunber of factors such as nunber of users, anount of traffic,
type of support required (high bandwidth real tinme versus | ow

bandwi dth mail for exanple).

To facilitate the funding and adm nistration of the IR, one agency
will be selected to manage the contract with IRRO Al funds will
flow through that agency to the IRIO via interagency transfer. The
role of the selected agency would be to provide the needed
contractual activities and adm nstrative managenent. Technica

gui dance and nonitoring of IRIO activities would be provided by the
I Rl Policy Board.

It is not yet clear which Federal agency is best for this role. The
requi renents for such an agency include the ability to deal flexibly
with the evolving requirenents of the IR, to deal with funding
flowing fromthe various agencies, and to deal flexibly with the
vari ous agency technical representatives and incorporate their
recomendations into the contract as required. One of the first
activities required for the Policy Board would be to select an
appropriate fundi ng agency.

Al'l operations and nai ntenance funding for the IRl will flow through
the IRROto selected contractors. This allows centralized nanagenent
of the operation of the IRl

There are two maj or assunptions underlying the budgetary estinates

to follow First of all, the IRIO should maintain a fairly | ow
profile with respect to the end users (i.e. the scientists and
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researchers). That is, the users will interact directly with their
| ocal support personnel. The IRROw Il act as facilitator and
coordi nator, and provide facilities, information and hel p services
to the local sites. This will allowthe IRIOto remain relatively
small, as it will not need to deal directly with the thousands of
scientists/users.

Second, it is assunmed that the operations budget supports the

i nterconnection of agency networks as well as transit networking
where required, but does not include costs of the individual agency
net wor ks.

Appendi x A provides details of the budgetary estimate. Table 1 gives
a summary. Note that the initial year has a higher expenditure of
capital equiprent, reflecting the need to purchase both the gateways
needed for initial interconnection and the needed facilities to
provi de the operation of the gateways and the user services.
Qperations costs are expected to grow by inflation while the capita
costs should remain constant (decrease when inflation is considered)
as the IRl is stabilized.

Research Costs

In addition to the costs of operating and nai ntaining the

communi cations infrastructure and user services, funding nust be
al | ocated to support an ongoi ng program of research to inprove and
evol ve the IRl

Whi | e each agency funds its own research program the intent is that
the various progranms are coordi nated through the IR Policy Board.
Li kewise, while it is not intended that funds shall be conbi ned or
joint funding of projects is required, such joint activity can be
done on an individual arrangenment basis.

Each agency agrees, as part of the joint IR activity, to fund an
appropriate level of networking research in areas applicable to IR
evol ution. The total funding required is currently estinmated to be
four million dollars in FY87, growing by inflation in the outyears.
Details of this budgetary estinmate are provided in Appendix A
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Fom e e - B S S S +
| Fiscal | Capi t al | O&M | Tot al

| Year | Cost | Cost | |
| | | | |
| | (M | ($M | (M |
S Fom e e e e e o oo Fomm e e e o - Fomm e e e o - +
| 1987 | 2 | 8 | 10

Fomm e - S B S B S +
| 1988 | 1 | 9 | 10

[ T S R R +
| 1989 | 1 | 10 | 11

o m e m e e e e e e e e e e e e e e e e e e e e e e m o +
| 1990 | 1 | 11 | 12

o e m e e e e e e e e e e e e e e e e e e e e e e e e o oo +
| 1991 | 1 | 12 | 13

o m e e e e e e e e e e e e e e e e e e e e e ee e eaa +

PHASED | MPLEMENTATI ON PLAN

The long-termgoal of the IR activity is to put in place a
functional high-perfornmance network available to scientists across
the nation. To acconplish this goal, a steady evol ution of
capability is envisioned. This phased approach involves both
techni cal and adm nistrative aspects.

Techni cal Phasi ng

Currently, networks are being supported by a nunber of agencies as
di scussed in Section 2. Many are using the DoD protocol suite

(TCP/ 1P, etc.) and others have incorporated or are incorporating
mechani sms for interoperability with networks using the DoD protocol
suite (e.g. MFEnet). Most have di scussed eventual evolution to | SO
protocol s and beyond. By and |l arge, nost of these networks are
hooked together in some nainly ad hoc manner already, sone by

pai rwi se arrangenent and sone through third party connections (e.g.
a university network connected to two agency networks).

There are two najor shortconings to this ad hoc connection, though
Performance is not adequate for advanced scientific environments,
such as superconput er usage, and conmmunity wi de user support is not
general ly avail abl e. The phased apprach described below will allow
these deficiencies to be overcone through coordi nated action on the
part of the various fundi ng agenci es.

Lei ner [ Page 17]



RFC 1015 IRl Plan July 1987

Phase | - Functional Interoperability

The initial stage of the IRl would provide for sharing of the
communi cations facilities (e.g. channels, satellites, etc.) by

i nterconnecting the networks using the Internet Protocol and IP
gateways. In addition, nmechanisns will be installed (where required)
and maintained to allow interconnection of the comon user services,
such as electronic mail. This will allow sharing of resources
attached to the network, such as superconputers. [7] [8] Note:
actual use of facilities other than mail would require arrangenents
with the various responsible parties for each host. For exanple, to
login to a host not only requires network access; it also requires a
| ogi n account on that host.

Specific steps to be undertaken in Phase | are the foll ow ng:

Gat eways will be purchased and install ed where needed to

i nterconnect the agency networks. The |ocation and perfornmance of
these gateways will be specified by the IRIO and approved by the
Policy Board. This engineering will take into account an estinmate of
current and future traffic requirenents as well as existing

i nterconnecting gateways. It may also result in a reconmendation
that some or all existing gateways between agency networks be
replaced with common hardware so that adequate nmanagenent of the

i nterconnection can be achieved.

An | Rl operations and managenent center will be established for the
i nterconnecting gateways. [9] [10] This perhaps could be done in
conjunction with a network managenent center for another set of

gat eways, e.g. those supported by DARPA or NSF.

The requirement for application gateways or other techniques to

i nterconnect conmunities using different protocols will be

i nvestigated and a reconmendati on nmade by the IRIOin conjuction
with the 1 RAB. The appropriate nechanisns will be installed by the
IRIO at the direction of the Policy Board.

An initial user services facility will be established. This facility
will provide at a m ni mum such services as a white pages of users
(simlar to the current Internet "whois" service) and a nmeans for
maki ng accessi bl e standard networki ng sof tware.

The IRAB, in coordination with the Policy Board, wll draft a

coordi nated research plan for the devel opnment of the new
technol ogi es required for evolution of the IR
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Phase Il - Full IRl Capability
Phase Il will make the IR fully functional wi th enhanced

Admi

capabilities and performance.

H gh perfornmance gateways with appropriate new capabilities and
functions will be installed, replacing and/or augnenting the
gateways in place from Phase |. The functionality and perfornmance
of these gateways will be specified based on the experience from
Phase | use, the anticipated new uses of the network, and the state
of the art technol ogies available as a result of the ongoing
research.

The basic user services facility will be mature and support network
operation. New capabilities will be devel oped to support specific
scientific comunities (such as a data base of software used by a
specific comunity and its availability over the network.)

A hi gh performance backbone network wil be installed if needed to
connect hi gh performance agency networks. [11] [12] This is

antici pated because of the nove in several agencies to provide high
bandwi dt h networks in support of such activities as superconputer
access.

The introduction and use of international standards wll be
i nvestigated and a plan devel oped for providing nore services to the
broad scientific comunity through use of these standards.

ni strati ve Phasing

The goal of the IRl is to get to a fully cooperating and managed

i nteragency research internet involving nost if not all of the
agenci es supporting scientific research. Recognizing that currently,
the maj or research networking players (both networking for research
and research in networking) are DOE, NASA, DARPA, and NSF, the

foll owi ng steps are recomended:

The first and critical step is to establish a four agency Menorandum
of Agreement (MOA) to interconnect the agency networks and to share
the costs of interconnection, transit networks, and an operations
center. A managenent structure should be agreed upon as outlined
above. Agreenent nust al so be reached on the need to fund an
ongoi ng research and engineering activity to evolve the internet.

A Policy Board and Techni cal Advisory Board should be established as
qui ckly as possible to assure appropriate gui dance and direction

The Policy Board shall then select an agency to handl e the
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admini strative and contractual actions with the IR O

A non-profit organization shall then be selected by that agency
t hrough an appropriate procurenment nmechanismto be the IRIQ The
Policy Board of the IRl shall be the sel ection panel

The initial four agencies shall transfer the agreed upon funds to
the selected contracting agency on equal basis to start.

These funds will then allow the contracting agency to establish a
contract for the IRROwi th the selected non-profit organization.

The IRIO can then establish sub-contracts for engineering,
procurenent, installation, and nanagement of gateways and operation
of the user services center

To initiate the research coordination, the following steps will be
acconpl i shed

The Internet Activities Board will evolve into the Internet Research
Activities Board, through added menbership and charter revision

Additional task forces will be fornmed as needed to reflect the
expanded areas of research interest.

Once the IRl is established and operating, the funding and use of
the IRl will be reviewed to determine if equal funding is equitable.
If not, the IRIO should be tasked to devel op a recommendation for a
practical cost allocation scheme. In addition, once the IR has
proved itself to be successful, other agencies will join the IR
and provi de additional funding.

I NDUSTRY RCLE

This report has thus far addressed the interconnection of agency
supported networks and the use of such an internet by agency
supported researchers. However, industry also has a need for a
simlar infrastructure to support its research activities. [13]
[14]. Note that this refers only to industrial research activities.
It is not envisioned, nor would it be appropriate, for the IR to
provi de a conmmuni cations systemfor normal industrial activities.
Regul atory concerns make it difficult for industry to connect to a
network that is supported by a federal agency in pursuit of the
agency mi ssion.

The IRl structure above, though, may pernmt the connection of

i ndustrial research organizations. Since the IRROis a non-profit
non- gover nnent organi zation, it would be able to accept funds from
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industry as a fair share of the costs of using the IRI. These funds
in turn can be used to expand the networking resources so that no
degradation of service is felt by the users suppported by the
federal agencies. This topic would need to be discussed further by
the Policy Board and the organi zation selected as the IR O

SUMVARY AND CONCLUSI ONS

The interconnection of the various agency networks supporting
scientific research into an overall infrastructure in support of
such research represents an exciting opportunity. This report
recommends an approach and a specific set of actions that can
achieve that goal. It is hoped that, regardl ess of the nechani sm
used, that the Federal agencies involved recognize the inportance of
providing an appropriate national infrastructure in support of
scientific research and take action to make such an infrastructure a
reality.
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APPENDI X A - FUNDI NG BREAKDOMN

Thi s appendi x provides the details for the budgetary estinates of
Tabl e 1.

Gat eways

Gateways will be required between the various agency (and perhaps
regi onal) networks. As an upper bound, assume one | Rl gateway per
state times $40K per gateway, spread out over two years, for a
capital cost of $1M per year for first two years.

Qperation Center

The IRl operations center will have to engineer the |ocation and
capacity of the gateways, as well as install, operate and maintain
them It also will need to coordinate support and nai nt enance of
end-to-end service, helping to identify and correct problens in the
i nterconnections. Costs are estinmated as two people round the clock
to man the operations center and three full tinme people to

coordi nate, operate, and engineer the IRI. Using an estimte of
$120K (including other direct costs (ODC)) per year for an operator
and $200K per year for other activities, and translating 2 people
round the clock into 9 people results in a total annual cost of
$1.7M | n addition, equipnment costs of roughly $500K per year can be
expect ed.

Transit Networks

It is expected that support of at |east one transit network will be
necessary. This may involve rei nbursenent to one of the agencies for
use of their network, or may involve operations and mai nt enance of
an | Rl dedicated network. An estimate for these costs, based on
historical data for operating the Arpanet, is $4M per year.

User Support Organization

To provide effective support as di scussed above will require a staff
avai |l abl e during working hours. A reasonable estinmate for the costs
of such an organization is 5 people tines $200K per year, or $1M per
year (including ODC). In addition, there will be capital equipnent
costs in the first two years totalling roughly $2M
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