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Thi s

RFC descri bes an existing protocol for exchanging routing

i nformation anong gateways and ot her hosts. It is intended to be
used as a basis for devel opi ng gateway software for use in the
Internet community. Distribution of this neno is unlimted.

Tabl e of Contents

1. Introduction 2
1.1. Limtations of the protocol 4

1.2. Organization of this docunent 4

2. Distance Vector Algorithns 5
2.1. Dealing with changes in topol ogy 11

2.2. Preventing instability 12
2.2.1. Split horizon 14

2.2.2. Triggered updates 15

3. Specifications for the protocol 16
3.1. Message formats 18

3. 2. Addressing considerations 20

3.3. Tiners 23

3. 4. |nput processing 24
3.4.1. Request 25

3.4.2. Response 26

3.5. Qutput Processing 28

3.6. Conpatibility 31

4. Control functions 31

Overvi ew

Thi s

Hedri ck

meno is intended to do the follow ng things:

Docunent a protocol and algorithns that are currently in
wi de use for routing, but which have never been formally
docunent ed.

Specify some inprovenents in the algorithnms which will

i mprove stability of the routes in large networks. These

i mprovenents do not introduce any inconpatibility with
existing inplenentations. They are to be incorporated into
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all inplenentations of this protocol.

- Suggest sone optional features to allow greater
configurability and control. These features were devel oped
specifically to solve problens that have shown up in actua
use by the NSFnet community. However, they should have nore
general utility.

The Routing Information Protocol (RIP) described here is |oosely
based on the program "routed", distributed with the 4.3 Berkel ey
Software Distribution. However, there are several other

i npl enent ati ons of what is supposed to be the sane protocol
Unfortunately, these various inplenentations disagree in various
details. The specifications here represent a conbination of features
taken from various inplenentations. W believe that a program
designed according to this docunment will interoperate with routed,
and with all other inplenentations of RIP of which we are aware.

Note that this description adopts a different view than nost existing
i mpl ement ati ons about when netrics should be incremented. By making
a correspondi ng change in the netric used for a |ocal network, we
have retained conmpatibility with other existing inplenentations. See
section 3.6 for details on this issue.

1. Introduction

This meno describes one protocol in a series of routing protocols
based on the Bel |l man-Ford (or distance vector) algorithm This

al gorithm has been used for routing conputations in conputer networks
since the early days of the ARPANET. The particul ar packet formats
and protocol described here are based on the program "routed", which

is included with the Berkeley distribution of Unix. It has becone a
de facto standard for exchange of routing information anong gat eways
and hosts. It is inplemented for this purpose by nost conmerci al

vendors of | P gateways. Note, however, that nmany of these vendors
have their own protocols which are used anbng their own gateways

This protocol is nost useful as an "interior gateway protocol". In a
nati onwi de network such as the current Internet, it is very unlikely
that a single routing protocol will used for the whol e network

Rat her, the network will be organized as a collection of "autononous
systens". An autononous systemw ll in general be administered by a
single entity, or at least will have sone reasonabl e degree of
techni cal and administrative control. Each autononbus system wil|

have its own routing technology. This may well be different for

di fferent autononous systenms. The routing protocol used within an
aut ononous systemis referred to as an interior gateway protocol, or
"IGP". A separate protocol is used to interface anong the autononous
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systens. The earliest such protocol, still used in the Internet, is
"EGP" (exterior gateway protocol). Such protocols are now usually
referred to as inter-AS routing protocols. RIP was designed to work
wi th noderat e-si ze networ ks using reasonably honbgeneous technol ogy.
Thus it is suitable as an I GP for many canpuses and for regiona
networ ks using serial |lines whose speeds do not vary widely. It is
not intended for use in nore conplex environnents. For nore

i nformati on on the context into which RIP is expected to fit, see
Braden and Postel [3].

RIP is one of a class of algorithms known as "distance vector
algorithns". The earliest description of this class of algorithns
known to the author is in Ford and Ful kerson [6]. Because of this,
they are sometimes known as Ford- Ful kerson algorithms. The term

Bel | man-Ford is also used. It conmes fromthe fact that the
fornmulation is based on Bellman’s equation, the basis of "dynanic
programm ng". (For a standard introduction to this area, see [1].)

The presentation in this docunent is closely based on [2]. This text
contains an introduction to the mathemati cs of routing al gorithns.

It describes and justifies several variants of the algorithm
presented here, as well as a nunber of other related algorithms. The
basic algorithnms described in this protocol were used in conputer
routing as early as 1969 in the ARPANET. However, the specific
ancestry of this protocol is within the Xerox network protocols. The
PUP protocols (see [4]) used the Gateway |Infornmation Protocol to
exchange routing information. A sonewhat updated version of this
protocol was adopted for the Xerox Network Systens (XNS)

architecture, with the nane Routing Information Protocol. (See [7].)
Berkeley's routed is largely the sanme as the Routing I nformation
Protocol, with XNS addresses replaced by a nore general address
format capabl e of handling I P and other types of address, and with
routing updates limted to one every 30 seconds. Because of this
simlarity, the termRouting Information Protocol (or just RIP) is
used to refer to both the XNS protocol and the protocol used by

r out ed.

RIP is intended for use within the IP-based Internet. The Internet
is organi zed into a nunmber of networks connected by gateways. The
networ ks may be either point-to-point |links or nore conpl ex networks
such as Ethernet or the ARPANET. Hosts and gateways are presented
with I P datagrans addressed to sonme host. Routing is the nethod by
whi ch the host or gateway decides where to send the datagram It nmay
be able to send the datagramdirectly to the destination, if that
destination is on one of the networks that are directly connected to
the host or gateway. However, the interesting case is when the
destination is not directly reachable. In this case, the host or
gateway attenpts to send the datagramto a gateway that is nearer the
destination. The goal of a routing protocol is very sinple: It is to
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supply the information that is needed to do routing.
1.1. Limtations of the protoco

This protocol does not solve every possible routing problem As
menti oned above, it is primary intended for use as an IGP, in
reasonabl y honobgeneous networks of noderate size. In addition, the
followi ng specific limtations should be nentioned:

- The protocol is linmted to networks whose | ongest path
i nvol ves 15 hops. The designers believe that the basic
protocol design is inappropriate for |arger networks. Note
that this statement of the linmt assunes that a cost of 1
is used for each network. This is the way RIPis normally

configured. |If the system administrator chooses to use
| arger costs, the upper bound of 15 can easily becone a
probl em

- The protocol depends upon "counting to infinity" to resolve
certain unusual situations. (This will be explained in the
next section.) |If the system of networks has severa
hundred networ ks, and a routing | oop was forned invol ving
all of them the resolution of the |oop would require
either nmuch tine (if the frequency of routing updates were
limted) or bandwidth (if updates were sent whenever
changes were detected). Such a |oop would consune a | arge
amount of network bandwi dth before the | oop was corrected.
We believe that in realistic cases, this will not be a
probl em except on slow lines. Even then, the problemw I
be fairly unusual, since various precautions are taken that
shoul d prevent these problens in nost cases.

- This protocol uses fixed "netrics" to conpare alternative
routes. It is not appropriate for situations where routes
need to be chosen based on real-tinme paraneters such a
nmeasured delay, reliability, or load. The obvious
extensions to allow netrics of this type are likely to
introduce instabilities of a sort that the protocol is not
desi gned to handl e.

1.2. Organization of this docunent

The main body of this docunent is organized into two parts, which
occupy the next two sections:

2 A conceptual devel opment and justification of distance vector
al gorithnms in general
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3 The actual protocol description

Each of these two sections can largely stand on its own. Section 2
attenpts to give an informal presentation of the mathematica
under pi nnings of the algorithm Note that the presentation follows a
"spiral" nethod. An initial, fairly sinple algorithmis described
Then refinements are added to it in successive sections. Section 3
is the actual protocol description. Except where specific references
are made to section 2, it should be possible to inplement R P
entirely fromthe specifications given in section 3.

2. Distance Vector Al gorithns

Routing is the task of finding a path froma sender to a desired
destination. In the IP "Catenet nodel" this reduces prinmarily to a
matter of finding gateways between networks. As |long as a nessage
remains on a single network or subnet, any routing problens are
solved by technology that is specific to the network. For exanple,
the Ethernet and the ARPANET each define a way in which any sender
can talk to any specified destination within that one network. [IP
routing cones in primarily when nessages nust go froma sender on one
such network to a destination on a different one. In that case, the
message mnust pass through gateways connecting the networks. [If the
networ ks are not adjacent, the nessage nay pass through severa

i nterveni ng networks, and the gateways connecting them Once the
message gets to a gateway that is on the same network as the
destination, that network’s own technology is used to get to the
destinati on.

Throughout this section, the term"network” is used generically to
cover a single broadcast network (e.g., an Ethernet), a point to
point line, or the ARPANET. The critical point is that a network is
treated as a single entity by IP. Either no routing is necessary (as
with a point to point line), or that routing is done in a manner that
is transparent to IP, allowing IPto treat the entire network as a
single fully-connected system (as with an Ethernet or the ARPANET).
Note that the term"network"” is used in a sonewhat different way in
di scussions of |IP addressing. A single |IP network nunber may be
assigned to a collection of networks, with "subnet" addressing being
used to describe the individual networks. In effect, we are using
the term"network™ here to refer to subnets in cases where subnet
addressing is in use.

A nunmber of different approaches for finding routes between networks
are possible. One useful way of categorizing these approaches is on
the basis of the type of information the gateways need to exchange in
order to be able to find routes. Distance vector algorithns are
based on the exchange of only a snmall anmpount of information. Each
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entity (gateway or host) that participates in the routing protocol is
assuned to keep information about all of the destinations within the
system GCenerally, information about all entities connected to one
network i s summarized by a single entry, which describes the route to
all destinations on that network. This summarization is possible
because as far as IP is concerned, routing within a network is
invisible. Each entry in this routing database includes the next
gateway to which datagrams destined for the entity should be sent.

In addition, it includes a "nmetric" neasuring the total distance to
the entity. Distance is a sonewhat generalized concept, which may
cover the tinme delay in getting nmessages to the entity, the dollar
cost of sending nessages to it, etc. Distance vector algorithns get
their nane fromthe fact that it is possible to conpute optinal
routes when the only informati on exchanged is the list of these

di stances. Furthernore, information is only exchanged anbng entities
that are adjacent, that is, entities that share a comobn network

Al t hough routing is nost conmonly based on infornation about
networks, it is sonetinmes necessary to keep track of the routes to
i ndi vi dual hosts. The RIP protocol nmakes no formal distinction

bet ween networks and hosts. It sinply describes exchange of

i nformati on about destinations, which may be either networks or
hosts. (Note however, that it is possible for an inplementor to
choose not to support host routes. See section 3.2.) |In fact, the
mat henati cal devel opnents are nost conveniently thought of in terns
of routes fromone host or gateway to another. Wen discussing the
algorithmin abstract ternms, it is best to think of a routing entry
for a network as an abbreviation for routing entries for all of the
entities connected to that network. This sort of abbreviation makes
sense only because we think of networks as having no interna
structure that is visible at the IP level. Thus, we will generally
assign the same distance to every entity in a given network.

We said above that each entity keeps a routing database with one
entry for every possible destination in the system An actua

i npl enentation is likely to need to keep the follow ng i nformation
about each destination:

- address: in IP inplenentations of these algorithns, this
will be the I P address of the host or network.

- gateway: the first gateway along the route to the
destinati on.

- interface: the physical network which nust be used to reach
the first gateway

- metric: a nunber, indicating the distance to the
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desti nati on.
- tiner: the anobunt of tinme since the entry was | ast updated.

In addition, various flags and other internal information wll
probably be included. This database is initialized with a
description of the entities that are directly connected to the
system It is updated according to information received in nessages
from nei ghbori ng gat eways.

The nost inportant information exchanged by the hosts and gateways is
that carried in update nessages. Each entity that participates in
the routing schene sends update nessages that describe the routing
dat abase as it currently exists in that entity. It is possible to
mai ntain optimal routes for the entire systemby using only

i nformati on obtai ned from nei ghboring entities. The algorithm used
for that will be described in the next section

As we nentioned above, the purpose of routing is to find a way to get
datagranms to their ultimte destinations. Distance vector algorithmns
are based on a table giving the best route to every destination in
the system O course, in order to define which route is best, we
have to have sone way of neasuring goodness. This is referred to as
the "netric".

In sinple networks, it is common to use a netric that sinply counts
how many gat eways a nessage nust go through. In nore conplex
networks, a netric is chosen to represent the total anount of del ay
that the nmessage suffers, the cost of sending it, or some other
quantity which may be mninmzed. The nmain requirenent is that it
nmust be possible to represent the nmetric as a sumof "costs" for

i ndi vi dual hops.

Formally, if it is possible to get fromentity i to entity j directly
(i.e., without passing through another gateway between), then a cost,
d(i,j), is associated with the hop between i and j. In the norma
case where all entities on a given network are considered to be the
same, d(i,j) is the sane for all destinations on a given network, and
represents the cost of using that network. To get the nmetric of a
conpl ete route, one just adds up the costs of the individual hops
that make up the route. For the purposes of this neno, we assune
that the costs are positive integers.

Let D(i,j) represent the netric of the best route fromentity i to

entity j. It should be defined for every pair of entities. d(i,j)
represents the costs of the individual steps. Formally, let d(i,j)
represent the cost of going directly fromentity i to entity j. It

isinfiniteif i and j are not immediate nei ghbors. (Note that d(i,i)
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isinfinite. That is, we don't consider there to be a direct
connection froma node to itself.) Since costs are additive, it is
easy to show that the best netric nust be described by

D(i, i)
D(i,j)

0, all i
mn [d(i,k) + D(k,j)], otherw se
k

and that the best routes start by going fromi to those neighbors k
for which d(i,k) + D(k,j) has the m ni mumvalue. (These things can
be shown by induction on the nunber of steps in the routes.) Note
that we can linit the second equation to k’s that are i mediate

nei ghbors of i. For the others, d(i,k) is infinite, so the term

i nvol ving them can never be the nininum

It turns out that one can conpute the nmetric by a sinple algorithm
based on this. Entity i gets its neighbors k to send it their
estinmates of their distances to the destination j. Wen i gets the
estimates fromk, it adds d(i,k) to each of the nunbers. This is
simply the cost of traversing the network between i and k. Now and
then i conpares the values fromall of its neighbors and picks the
smal | est .

A proof is givenin [2] that this algorithmw Il converge to the
correct estimates of D(i,j) in finite tine in the absence of topol ogy
changes. The authors nake very few assunptions about the order in
which the entities send each other their information, or when the nin
is reconputed. Basically, entities just can't stop sendi ng updates
or reconputing nmetrics, and the networks can't del ay nessages
forever. (Crash of a routing entity is a topol ogy change.) Al so,
their proof does not nake any assunptions about the initial estimates
of D(i,j), except that they nust be non-negative. The fact that
these fairly weak assunptions are good enough is inportant. Because
we don’t have to nmake assunptions about when updates are sent, it is
safe to run the algorithmasynchronously. That is, each entity can
send updates according to its own clock. Updates can be dropped by
the network, as long as they don't all get dropped. Because we don't
have to make assunptions about the starting condition, the algorithm
can handl e changes. When the system changes, the routing al gorithm
starts nmoving to a new equilibrium using the old one as its starting
point. It is inportant that the algorithmw Il converge in finite
tinme no matter what the starting point. Oherw se certain kinds of
changes might |ead to non-convergent behavior

The statenment of the algorithmgiven above (and the proof) assunes

that each entity keeps copies of the estimates that come from each of
its neighbors, and now and then does a nmin over all of the neighbors.
In fact real inplenentations don't necessarily do that. They sinply
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renenber the best netric seen so far, and the identity of the

nei ghbor that sent it. They replace this information whenever they
see a better (smaller) metric. This allows themto conpute the

m nimumincrenmentally, without having to store data fromall of the
nei ghbors.

There is one other difference between the algorithmas described in
texts and those used in real protocols such as RIP: the description
above woul d have each entity include an entry for itself, showing a
di stance of zero. |In fact this is not generally done. Recall that
all entities on a network are normally summari zed by a single entry
for the network. Consider the situation of a host or gateway G that
is connected to network A. C represents the cost of using network A
(usually a nmetric of one). (Recall that we are assuning that the
internal structure of a network is not visible to IP, and thus the
cost of going between any two entities on it is the sane.) In
principle, G should get a nessage fromevery other entity H on
network A, showing a cost of 0 to get fromthat entity to itself. G
woul d then conpute C + 0 as the distance to H Rather than having G
| ook at all of these identical nessages, it sinply starts out by
maki ng an entry for network Ain its table, and assigning it a netric
of C. This entry for network A should be thought of as summari zing
the entries for all other entities on network A. The only entity on
A that can't be sumari zed by that comon entry is Gitself, since
the cost of going fromGto Gis 0, not C But since we never need
those O entries, we can safely get along with just the single entry
for network A. Note one other inplication of this strategy: because
we don't need to use the 0 entries for anything, hosts that do not
function as gateways don’t need to send any update nmessages. Cearly
hosts that don't function as gateways (i.e., hosts that are connected
to only one network) can have no useful infornation to contribute
other than their own entry D(i,i) = 0. As they have only the one
interface, it is easy to see that a route to any other network
through themwill sinmply go in that interface and then cone right
back out it. Thus the cost of such a route will be greater than the
best cost by at least C. Since we don’t need the 0 entries, non-

gat eways need not participate in the routing protocol at all

Let us summari ze what a host or gateway G does. For each destination
in the system Gwll keep a current estimate of the nmetric for that
destination (i.e., the total cost of getting to it) and the identity
of the nei ghboring gateway on whose data that netric is based. |If
the destination is on a network that is directly connected to G then
G sinply uses an entry that shows the cost of using the network, and
the fact that no gateway is needed to get to the destination. It is
easy to show that once the conputation has converged to the correct
metrics, the neighbor that is recorded by this technique is in fact
the first gateway on the path to the destination. (If there are
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several equally good paths, it is the first gateway on one of them)
Thi s conbi nation of destination, nmetric, and gateway is typically
referred to as a route to the destination with that metric, using

t hat gat eway.

The nmethod so far only has a way to lower the netric, as the existing

metric is kept until a snaller one shows up. It is possible that the
initial estimate nmight be too low. Thus, there nmust be a way to
increase the nmetric. It turns out to be sufficient to use the

followi ng rule: suppose the current route to a destination has netric
D and uses gateway G If a new set of information arrived from some
source other than G only update the route if the new netric is
better than D. But if a new set of information arrives fromG
itself, always update Dto the new value. It is easy to show that
with this rule, the increnmental update process produces the sane
routes as a calculation that remenbers the latest information from
all the neighbors and does an explicit mninum (Note that the

di scussion so far assunes that the network configuration is static.

It does not allow for the possibility that a systemnight fail.)

To sunmarize, here is the basic distance vector algorithmas it has
been devel oped so far. (Note that this is not a statenent of the RIP

protocol. There are several refinenents still to be added.) The
followi ng procedure is carried out by every entity that participates
in the routing protocol. This nust include all of the gateways in

the system Hosts that are not gateways nmmy participate as well.

- Keep a table with an entry for every possible destination
in the system The entry contains the distance Dto the
destination, and the first gateway G on the route to that
networ k. Conceptually, there should be an entry for the
entity itself, with metric 0, but this is not actually
i ncl uded.

- Periodically, send a routing update to every nei ghbor. The
update is a set of nessages that contain all of the
information fromthe routing table. It contains an entry
for each destination, with the distance shown to that
destinati on.

- When a routing update arrives froma neighbor G, add the
cost associated with the network that is shared with G.
(This should be the network over which the update arrived.)
Call the resulting distance D. Conpare the resulting
di stances with the current routing table entries. |If the
new di stance D for Nis smaller than the existing value D
adopt the new route. That is, change the table entry for N
to have netric D and gateway G. |If G is the gateway
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fromwhich the existing route cane, i.e., G = G then use
the new netric even if it is larger than the ol d one.

2.1. Dealing with changes in topol ogy

The di scussi on above assunes that the topology of the network is
fixed. |In practice, gateways and |lines often fail and cone back up
To handle this possibility, we need to nodify the algorithmslightly.
The theoretical version of the algorithminvolved a minimum over al

i medi at e nei ghbors. |If the topol ogy changes, the set of neighbors
changes. Therefore, the next tine the calculation is done, the
change will be reflected. However, as nentioned above, actua

i npl enentati ons use an increnental version of the nminimzation. Only
the best route to any given destination is renenbered. If the
gateway involved in that route should crash, or the network
connection to it break, the calculation m ght never reflect the
change. The algorithmas shown so far depends upon a gateway
notifying its neighbors if its netrics change. |f the gateway
crashes, then it has no way of notifying neighbors of a change.

In order to handle problenms of this kind, distance vector protocols
must make sone provision for timng out routes. The details depend
upon the specific protocol. As an exanple, in R P every gateway that
participates in routing sends an update nessage to all its neighbors
once every 30 seconds. Suppose the current route for network N uses
gateway G If we don't hear from G for 180 seconds, we can assune
that either the gateway has crashed or the network connecting us to
it has beconme unusable. Thus, we mark the route as invalid. Wen we
hear from anot her nei ghbor that has a valid route to N, the valid
route will replace the invalid one. Note that we wait for 180
seconds before tining out a route even though we expect to hear from
each nei ghbor every 30 seconds. Unfortunately, messages are
occasionally lost by networks. Thus, it is probably not a good idea
to invalidate a route based on a single mssed nessage.

As we will see below, it is useful to have a way to notify nei ghbors
that there currently isn’'t a valid route to sone network. RIP, along
with several other protocols of this class, does this through a

nor mal update nmessage, by marking that network as unreachable. A
specific netric value is chosen to indicate an unreachabl e
destination; that metric value is larger than the largest valid
metric that we expect to see. In the existing inplenentation of RIP
16 is used. This value is normally referred to as "infinity", since
it is larger than the largest valid netric. 16 nmay look |like a
surprisingly small number. It is chosen to be this small for reasons
that we will see shortly. In nost inplenentations, the sane
convention is used internally to flag a route as invalid.
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2.2. Preventing instability

The algorithmas presented up to this point will always allow a host
or gateway to calculate a correct routing table. However, that is
still not quite enough to make it useful in practice. The proofs
referred to above only show that the routing tables will converge to
the correct values in finite time. They do not guarantee that this
time will be small enough to be useful, nor do they say what will
happen to the nmetrics for networks that becone inaccessible.

It is easy enough to extend the mathematics to handl e routes becomn ng
i naccessi ble. The convention suggested above will do that. W
choose a large nmetric value to represent "infinity". This value nust
be | arge enough that no real netric would ever get that |arge. For
the purposes of this exanple, we will use the value 16. Suppose a
net wor k becones inaccessible. Al of the i mediately neighboring
gateways time out and set the netric for that network to 16. For

pur poses of analysis, we can assune that all the nei ghboring gateways
have gotten a new piece of hardware that connects themdirectly to

t he vani shed network, with a cost of 16. Since that is the only
connection to the vani shed network, all the other gateways in the
systemw || converge to new routes that go through one of those
gateways. It is easy to see that once convergence has happened, al
the gateways will have netrics of at |east 16 for the vani shed
network. Gateways one hop away fromthe original neighbors would end
up with nmetrics of at least 17; gateways two hops away woul d end up
with at least 18, etc. As these netrics are larger than the maxi num

metric value, they are all set to 16. It is obvious that the system
wi |l now converge to a netric of 16 for the vani shed network at all
gat eways

Unfortunately, the question of how long convergence will take is not
amenable to quite so sinple an answer. Before going any further, it
will be useful to | ook at an exanple (taken from[2]). Note, by the
way, that what we are about to show will not happen with a correct

i npl enentation of RIP. W are trying to show why certain features
are needed. Note that the letters correspond to gateways, and the
lines to networks.

A---- B
\ /\
\ 7
c / al | networks have cost 1, except
| / for the direct link fromCto D which
|/ has cost 10
D
| <=== target network
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Each gateway will have a table showing a route to each network

However, for purposes of this illustration, we show only the routes
fromeach gateway to the network marked at the bottom of the di agram

directly connected, netric 1
route via D, netric 2
route via B, netric 3
route via B, netric 3

>0W0

Now suppose that the link fromB to D fails. The routes should now
adjust to use the link fromCto D. Unfortunately, it will take a
while for this to this to happen. The routing changes start when B
notices that the route to Dis no longer usable. For sinplicity, the
chart bel ow assumes that all gateways send updates at the sane tine.
The chart shows the nmetric for the target network, as it appears in
the routing table at each gateway.

time ------ >

Do dir, 1 dir, 1 dir, 1 dir, 1 dir, 1 dir, 1
B: unreach C, 4 C, 5 C, 6 C, 11 C, 12
C. B, 3 A, 4 A, 5 A, 6 A 11 D 11
A. B, 3 C, 4 C, 5 C 6 C 11 C, 12

dir = directly connected
unreach = unreachabl e

Here’'s the problem B is able to get rid of its failed route using a
ti meout nechanism But vestiges of that route persist in the system
for along time. Initially, A and Cstill think they can get to D
via B. So, they keep sending updates listing nmetrics of 3. 1In the
next iteration, Bwll then claimthat it can get to D via either A
or C. O course, it can't. The routes being clainmed by A and C are
now gone, but they have no way of know ng that yet. And even when
they discover that their routes via B have gone away, they each think
there is a route available via the other. Eventually the system
converges, as all the mathematics clains it nust. But it can take
sone tinme to do so. The worst case is when a network becones

conpl etely inaccessible fromsone part of the system |In that case,
the metrics may increase slowy in a pattern |ike the one above unti
they finally reach infinity. For this reason, the problemis called
"counting to infinity".

You shoul d now see why "infinity" is chosen to be as small as
possible. If a network becones conpletely inaccessible, we want
counting to infinity to be stopped as soon as possible. Infinity
nmust be | arge enough that no real route is that big. But it
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shoul dn’t be any bigger than required. Thus the choice of infinity
is a tradeoff between network size and speed of convergence in case
counting to infinity happens. The designers of R P believed that the
protocol was unlikely to be practical for networks with a di aneter

| arger than 15

There are several things that can be done to prevent problens |like
this. The ones used by RIP are called "split horizon wth poisoned
reverse", and "triggered updates"

2.2.1. Split horizon
Not e that sone of the problem above is caused by the fact that A and

C are engaged in a pattern of nutual deception. Each clainms to be
able to get to Dvia the other. This can be prevented by being a bit

nmore careful about where information is sent. |In particular, it is
never useful to claimreachability for a destination network to the
nei ghbor (s) fromwhich the route was learned. "Split horizon" is a

schene for avoi ding probl ens caused by including routes in updates
sent to the gateway from which they were | earned. The "sinple split
hori zon" schenme onmits routes | earned from one nei ghbor in updates
sent to that neighbor. "Split horizon with poisoned reverse"

i ncl udes such routes in updates, but sets their nmetrics to infinity.

If Athinks it can get to Dvia C, its nessages to C should indicate
that Dis unreachable. |If the route through Cis real, then C either
has a direct connection to D, or a connection through some other
gateway. C s route can't possibly go back to A since that fornms a
loop. By telling Cthat D is unreachable, A sinmply guards agai nst
the possibility that C mght get confused and believe that there is a
route through A. This is obvious for a point to point line. But
consider the possibility that A and C are connected by a broadcast
network such as an Ethernet, and there are ot her gateways on that
network. If A has a route through C, it should indicate that Dis
unreachabl e when tal king to any other gateway on that network. The
ot her gateways on the network can get to C thenselves. They would
never need to get to Cvia A If A's best route is really through C
no ot her gateway on that network needs to know that A can reach D.
This is fortunate, because it nmeans that the sane update nmessage that
is used for C can be used for all other gateways on the sanme network
Thus, update nmessages can be sent by broadcast.

In general, split horizon with poisoned reverse is safer than sinple

split horizon. |f two gateways have routes pointing at each other
advertising reverse routes with a netric of 16 will break the | oop
imediately. |If the reverse routes are sinply not advertised, the

erroneous routes will have to be elimnated by waiting for a timeout.
However, poisoned reverse does have a disadvantage: it increases the
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size of the routing nmessages. Consider the case of a canpus backbone
connecting a nunber of different buildings. |n each building, there
is a gateway connecting the backbone to a | ocal network. Consider

what routing updates those gateways shoul d broadcast on the backbone
network. All that the rest of the network really needs to know about
each gateway is what local networks it is connected to. Using sinple
split horizon, only those routes woul d appear in update nessages sent

by the gateway to t he backbone network. [If split horizon with
poi soned reverse is used, the gateway nust mention all routes that it
| earns fromthe backbone, with netrics of 16. |If the systemis

large, this can result in a | arge update nessage, alnost all of whose
entries indicate unreachabl e networks.

In a static sense, advertising reverse routes with a netric of 16
provides no additional information. |If there are many gateways on
one broadcast network, these extra entries can use significant

bandwi dth. The reason they are there is to inprove dynam ¢ behavi or
When topol ogy changes, nentioning routes that should not go through
the gateway as well as those that should can speed up convergence.
However, in some situations, network nanagers may prefer to accept
sonewhat sl ower convergence in order to minimze routing overhead.
Thus inplenmentors may at their option inplenent sinple split horizon
rather than split horizon with poi soned reverse, or they may provide
a configuration option that allows the network nanager to choose

whi ch behavior to use. It is also permssible to inplenent hybrid
schemes that advertise some reverse routes with a netric of 16 and
omt others. An exanple of such a schene would be to use a netric of
16 for reverse routes for a certain period of time after routing
changes involving them and thereafter omtting themfrom updates.

2.2.2. Triggered updates

Split horizon with poisoned reverse will prevent any routing | oops
that involve only two gateways. However, it is still possible to end
up with patterns in which three gateways are engaged in nutua
deception. For exanple, A may believe it has a route through B, B
through C, and C through A. Split horizon cannot stop such a | oop
This loop will only be resolved when the netric reaches infinity and
the network involved is then declared unreachable. Triggered updates
are an attenpt to speed up this convergence. To get triggered
updates, we sinply add a rule that whenever a gateway changes the
metric for a route, it is required to send update nessages al nost

i mediately, even if it is not yet tinme for one of the regular update
message. (The timing details will differ fromprotocol to protocol
Sone di stance vector protocols, including RIP, specify a small tine
delay, in order to avoid having triggered updates generate excessive
network traffic.) Note how this conbines with the rules for
conputing new netrics. Suppose a gateway’'s route to destination N
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goes through gateway G If an update arrives fromGitself, the
receiving gateway is required to believe the new infornmation, whether
the new nmetric is higher or lower than the old one. |If the result is
a change in netric, then the receiving gateway will send triggered
updates to all the hosts and gateways directly connected to it. They
in turn may each send updates to their neighbors. The result is a
cascade of triggered updates. It is easy to show which gateways and
hosts are involved in the cascade. Suppose a gateway G tinmes out a
route to destination N Gwll send triggered updates to all of its
nei ghbors. However, the only neighbors who will believe the new

i nformati on are those whose routes for N go through G The other

gat eways and hosts will see this as information about a new route
that is worse than the one they are already using, and ignore it.

The nei ghbors whose routes go through Gwll update their netrics and
send triggered updates to all of their neighbors. Again, only those
nei ghbors whose routes go through themw |l pay attention. Thus, the
triggered updates will propagate backwards along all paths leading to
gateway G wupdating the netrics to infinity. This propagation wll
stop as soon as it reaches a portion of the network whose route to
destination N takes sone other path.

If the systemcould be made to sit still while the cascade of
triggered updates happens, it would be possible to prove that
counting to infinity will never happen. Bad routes would al ways be
renoved i medi ately, and so no routing | oops could form

Unfortunately, things are not so nice. Wile the triggered updates
are being sent, regular updates may be happening at the sane tine.

Gat eways that haven’t received the triggered update yet will still be
sendi ng out infornmation based on the route that no |onger exists. It
is possible that after the triggered update has gone through a
gateway, it night receive a normal update from one of these gateways
that hasn’'t yet gotten the word. This could reestablish an orphaned

remmant of the faulty route. |If triggered updates happen quickly
enough, this is very unlikely. However, counting to infinity is
still possible.

3. Specifications for the protoco

RIP is intended to allow hosts and gateways to exchange information
for conputing routes through an I P-based network. RIP is a distance
vector protocol. Thus, it has the general features described in
section 2. RIP may be inplenmented by both hosts and gateways. As in
nost | P docunentation, the term"host" will be used here to cover
either. RIPis used to convey information about routes to
"destinations", which may be individual hosts, networks, or a special
destination used to convey a default route.
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Any host that uses RIP is assuned to have interfaces to one or nore
networks. These are referred to as its "directly-connected

networ ks". The protocol relies on access to certain information
about each of these networks. The nost inportant is its metric or
"cost". The nmetric of a network is an integer between 1 and 15
inclusive. It is set in sone manner not specified in this protocol
Most existing inplenmentations always use a netric of 1. New

i mpl ement ati ons should allow the system administrator to set the cost
of each network. In addition to the cost, each network will have an
| P network nunber and a subnet mask associated with it. These are to
be set by the systemadnmi nistrator in a manner not specified in this
pr ot ocol

Note that the rules specified in section 3.2 assune that there is a
singl e subnet nmask applying to each | P network, and that only the
subnet masks for directly-connected networks are known. There may be
systens that use different subnet nmasks for different subnets within
a single network. There nay al so be instances where it is desirable
for a systemto know the subnets nmasks of distant networks. However,
such situations will require nodifications of the rules which govern
the spread of subnet information. Such nodifications raise issues of
interoperability, and thus nust be viewed as nodifying the protocol

Each host that inplenments RIP is assuned to have a routing table.
This table has one entry for every destination that is reachable

t hrough the system described by RIP. Each entry contains at |east
the follow ng information

- The | P address of the destination

- Anetric, which represents the total cost of getting a
datagram fromthe host to that destination. This netric is
the sum of the costs associated with the networks that
woul d be traversed in getting to the destination

- The I P address of the next gateway along the path to the
destination. |If the destination is on one of the
directly-connected networks, this itemis not needed.

- Aflag to indicate that information about the route has
changed recently. This will be referred to as the "route
change flag."

- Various tiners associated with the route. See section 3.3
for nore details on them

The entries for the directly-connected networks are set up by the
host, using information gathered by neans not specified in this
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protocol. The netric for a directly-connected network is set to the
cost of that network. 1In existing RIP inplenentations, 1 is always
used for the cost. In that case, the RIP netric reduces to a sinple

hop-count. Mre conplex netrics nmay be used when it is desirable to
show preference for sone networks over others, for exanple because of
differences in bandwidth or reliability.

| mpl ementors may al so choose to allow the systemadnministrator to
enter additional routes. These would nost |ikely be routes to hosts
or networks outside the scope of the routing system

Entries for destinations other these initial ones are added and
updated by the al gorithns described in the follow ng sections.

In order for the protocol to provide conplete information on routing,
every gateway in the systemnust participate init. Hosts that are
not gateways need not participate, but many inplenentations nmake
provisions for themto listen to routing information in order to
allowthemto nmaintain their routing tables

3.1. Message formats

RIP is a UDP-based protocol. Each host that uses RIP has a routing
process that sends and receives datagrans on UDP port nunber 520.
Al'l conmuni cations directed at another host’'s RI P processor are sent
to port 520. Al routing update nessages are sent from port 520.
Unsolicited routing update nmessages have both the source and
destination port equal to 520. Those sent in response to a request
are sent to the port fromwhich the request canme. Specific queries
and debuggi ng requests may be sent from ports other than 520, but
they are directed to port 520 on the target nmachi ne.

There are provisions in the protocol to allow "silent” R P processes.
A silent process is one that nornmally does not send out any nessages.
However, it listens to nessages sent by others. A silent R P mght
be used by hosts that do not act as gateways, but wish to listen to
routing updates in order to nonitor |ocal gateways and to keep their
internal routing tables up to date. (See [5] for a discussion of
vari ous ways that hosts can keep track of network topology.) A
gateway that has lost contact with all but one of its networks m ght
choose to becone silent, since it is effectively no |onger a gateway.

However, this should not be done if there is any chance that

nei ghbori ng gateways m ght depend upon its nessages to detect that
the failed network has come back into operation. (The 4BSD routed
program uses routing packets to nonitor the operation of point-to-
poi nt links.)
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The packet format is shown in Figure 1.

Format of datagrans containing network information. Field sizes
are given in octets. Unless otherw se specified, fields contain
binary integers, in normal Internet order with the nost-significant
octet first. Each tick mark represents one bit.

0 1 2 33
01234567890123456789012345678901
T S i o S S e i < S S S S S S S S S S

| command (1) | version (1) | nmust be zero (2)
S S S +
| address fanmly identifier (2) | nmust be zero (2)
e e +
| | P address (4)
o +
| nmust be zero (4)
i +
| nmust be zero (4)

o o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eme e +
| metric (4) |
o +

The portion of the datagramfrom address fanily identifier through
metric may appear up to 25 tinmes. |P address is the usual 4-octet
Internet address, in network order.

Fi gure 1. Packet format

Every datagram contains a conmand, a version nunber, and possible
arguments. This document describes version 1 of the protocol
Detail s of processing the version nunber are described in section
3.4. The command field is used to specify the purpose of this
datagram Here is a sunmmary of the commands i npl enented in version
1

1 - request A request for the responding systemto send all or
part of its routing table.

2 - response A nessage containing all or part of the sender’s
routing table. This nessage may be sent in response
to a request or poll, or it nmay be an update nessage
generated by the sender.

3 - traceon hsol ete. Messages containing this conmand are to be
i gnor ed.
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4 - traceoff bsol ete. Messages containing this conmand are to be
i gnor ed.

5 - reserved This value is used by Sun Mcrosystens for its own
purposes. |f new commands are added in any

succeedi ng version, they should begin with 6.
Messages containing this command may safely be

i gnored by inplenentations that do not choose to
respond to it.

For request and response, the rest of the datagramcontains a list of
destinations, with informati on about each. Each entry in this |ist
contains a destination network or host, and the nmetric for it. The
packet format is intended to allow RIP to carry routing information
for several different protocols. Thus, each entry has an address
famly identifier to indicate what type of address is specified in
that entry. This docunment only describes routing for Internet
networks. The address family identifier for IPis 2. None of the
RI P inplenentations available to the author inplenent any other type
of address. However, to allow for future devel opnent,

i npl ementations are required to skip entries that specify address
famlies that are not supported by the inplenmentation. (The size of
these entries will be the same as the size of an entry specifying an
| P address.) Processing of the nessage continues nornmally after any
unsupported entries are skipped. The IP address is the usua
Internet address, stored as 4 octets in network order. The netric
field nust contain a value between 1 and 15 incl usive, specifying the
current nmetric for the destination, or the value 16, which indicates
that the destination is not reachable. Each route sent by a gateway
supercedes any previous route to the sane destination fromthe sanme
gat ewnay.

The maxi mum dat agram si ze is 512 octets. This includes only the
portions of the datagram described above. It does not count the IP
or UDP headers. The commands that involve network information all ow
information to be split across several datagrans. No speci al

provi sions are needed for continuations, since correct results wll
occur if the datagrans are processed individually.

3. 2. Addressing considerations

As indicated in section 2, distance vector routing can be used to
describe routes to individual hosts or to networks. The RIP protoco
all ows either of these possibilities. The destinations appearing in
request and response messages can be networks, hosts, or a specia
code used to indicate a default address. |In general, the kinds of
routes actually used will depend upon the routing strategy used for
the particular network. Many networks are set up so that routing
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i nformati on for individual hosts is not needed. |If every host on a
gi ven network or subnet is accessible through the sane gateways, then
there is no reason to nention individual hosts in the routing tables.
However, networks that include point to point lines sometines require
gateways to keep track of routes to certain hosts. Wether this
feature is required depends upon the addressing and routing approach
used in the system Thus, sone inplenentations nmay choose not to
support host routes. |If host routes are not supported, they are to
be dropped when they are received in response nessages. (See section
3.4.2.)

The RI P packet formats do not distingui sh anong vari ous types of
address. Fields that are |abel ed "address" can contain any of the
fol | owi ng:

host address

subnet nunber

net wor kK nunber

0, indicating a default route

Entities that use RIP are assunmed to use the nost specific

i nformati on avail able when routing a datagram That is, when routing
a datagram its destination address nmust first be checked against the
list of host addresses. Then it nust be checked to see whether it
mat ches any known subnet or network number. Finally, if none of
these match, the default route is used.

When a host evaluates information that it receives via RIP, its
interpretation of an address depends upon whether it knows the subnet
mask that applies to the net. |If so, then it is possible to
determi ne the neaning of the address. For exanple, consider net
128.6. It has a subnet mask of 255.255.255.0. Thus 128.6.0.0 is a
networ k nunber, 128.6.4.0 is a subnet nunber, and 128.6.4.1 is a host
address. However, if the host does not know the subnet nask,

eval uati on of an address may be anbi guous. |If there is a non-zero
host part, there is no clear way to deternm ne whet her the address
represents a subnet number or a host address. As a subnet nunber
woul d be usel ess without the subnet mask, addresses are assuned to
represent hosts in this situation. 1In order to avoid this sort of
anbi guity, hosts nust not send subnet routes to hosts that cannot be
expected to know the appropriate subnet mask. Normally hosts only
know t he subnet nmasks for directly-connected networks. Therefore,
unl ess special provisions have been nade, routes to a subnet nust not
be sent outside the network of which the subnet is a part.

This filtering is carried out by the gateways at the "border" of the

subnetted network. These are gateways that connect that network wth
sone other network. Wthin the subnetted network, each subnet is
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treated as an individual network. Routing entries for each subnet
are circulated by RIP. However, border gateways send only a single
entry for the network as a whole to hosts in other networks. This
means that a border gateway will send different information to

di fferent neighbors. For neighbors connected to the subnetted
network, it generates a list of all subnets to which it is directly
connected, using the subnet nunber. For nei ghbors connected to other
networks, it nmakes a single entry for the network as a whole, show ng
the metric associated with that network. (This metric would normally
be the smallest nmetric for the subnets to which the gateway is
attached.)

Simlarly, border gateways nust not nention host routes for hosts
within one of the directly-connected networks in nessages to other
networks. Those routes will be subsunmed by the single entry for the
network as a whole. W do not specify what to do with host routes
for "distant"” hosts (i.e., hosts not part of one of the directly-
connected networks). Generally, these routes indicate sone host that
is reachable via a route that does not support other hosts on the
networ k of which the host is a part.

The special address 0.0.0.0 is used to describe a default route. A
default route is used when it is not convenient to list every
possi bl e network in the RIP updates, and when one or nore cl osely-
connected gateways in the systemare prepared to handle traffic to
the networks that are not listed explicitly. These gateways shoul d
create RIP entries for the address 0.0.0.0, just as if it were a
network to which they are connected. The decision as to how gat eways
create entries for 0.0.0.0 is left to the inplenentor. Most
commonly, the systemadmnistrator will be provided with a way to
speci fy whi ch gateways should create entries for 0.0.0.0. However,
ot her nechani sns are possible. For exanple, an inplenentor night
deci de that any gateway that speaks EGP should be declared to be a
default gateway. It may be useful to allow the network adm nistrator
to choose the netric to be used in these entries. |If there is nore
than one default gateway, this will nake it possible to express a
preference for one over the other. The entries for 0.0.0.0 are
handl ed by RIP in exactly the sane manner as if there were an actua
network with this address. However, the entry is used to route any
dat agr am whose destinati on address does not match any ot her network
in the table. Inplenentations are not required to support this
convention. However, it is strongly recommended. |nplenentations
that do not support 0.0.0.0 nust ignore entries with this address.
In such cases, they nmust not pass the entry on in their own R P
updates. System administrators should take care to nmake sure that
routes to 0.0.0.0 do not propagate further than is intended.
Ceneral ly, each autononous systemhas its own preferred default
gateway. Thus, routes involving 0.0.0.0 should generally not |eave
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t he boundary of an autononmous system The nechani sns for enforcing
this are not specified in this docunent.

3.3. Tiners
This section describes all events that are triggered by tiners.

Every 30 seconds, the output process is instructed to generate a
conpl ete response to every nei ghboring gateway. Wen there are nany
gateways on a single network, there is a tendency for themto
synchroni ze with each other such that they all issue updates at the
sanme tinme. This can happen whenever the 30 second tiner is affected
by the processing load on the system It is undesirable for the
updat e nessages to becone synchroni zed, since it can lead to
unnecessary col lisions on broadcast networks. Thus, inplenmentations
are required to take one of two precautions.

- The 30-second updates are triggered by a cl ock whose rate
is not affected by systemload or the time required to
service the previous update tiner.

- The 30-second timer is offset by addition of a small random
time each time it is set.

There are two tinmers associated with each route, a "timeout"” and a
"garbage-collection tine". Upon expiration of the timeout, the route
is no longer valid. However, it is retained in the table for a short
time, so that neighbors can be notified that the route has been
dropped. Upon expiration of the garbage-collection tiner, the route
is finally renoved fromthe tables

The tineout is initialized when a route is established, and any tine
an update nessage is received for the route. If 180 seconds el apse
fromthe last tine the tinmeout was initialized, the route is

consi dered to have expired, and the deletion process which we are
about to describe is started for it.

Del eti ons can occur for one of two reasons: (1) the timeout expires,
or (2) the nmetric is set to 16 because of an update received fromthe
current gateway. (See section 3.4.2 for a discussion processing
updates from other gateways.) 1In either case, the follow ng events
happen:

- The garbage-collection tiner is set for 120 seconds.

- The netric for the route is set to 16 (infinity). This
causes the route to be renpved from service
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- Aflag is set noting that this entry has been changed, and
the out put process is signalled to trigger a response.

Until the garbage-collection tiner expires, the route is included in
all updates sent by this host, with a netric of 16 (infinity). Wen
t he garbage-collection tinmer expires, the route is deleted fromthe
t abl es.

Should a new route to this network be established while the garbage-
collection timer is running, the new route will replace the one that
is about to be deleted. |In this case the garbage-collection tinmer
nust be cl eared

See section 3.5 for a discussion of a delay that is required in
carrying out triggered updates. Although inplenmentation of that
delay will require a timer, it is nore natural to discuss it in
section 3.5 than here.

3.4. | nput processing

This section will describe the handling of datagrans received on UDP
port 520. Before processing the datagrans in detail, certain genera
format checks nust be made. These depend upon the version nunber
field in the datagram as foll ows:

0 Dat agr anms whose version nunber is zero are to be ignored.
These are froma previous version of the protocol, whose
packet format was machi ne-specific.

1 Dat agr anms whose version nunber is one are to be processed
as described in the rest of this specification. Al fields
that are described above as "nust be zero" are to be checked.
If any such field contains a non-zero value, the entire
message is to be ignored.

>1 Datagrans whose version nunber are greater than one are
to be processed as described in the rest of this
specification. Al fields that are described above as
"must be zero" are to be ignored. Future versions of the
protocol may put data into these fields. Version 1
i npl ementations are to ignore this extra data and process
only the fields specified in this docunent.

After checking the version nunber and doing any other prelimnary
checks, processing will depend upon the value in the comand field.
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3.4.1. Request

Request is used to ask for a response containing all or part of the
host’s routing table. [Note that the termhost is used for either
host or gateway, in nost cases it would be unusual for a non-gateway
host to send RI P nessages.] Nornally, requests are sent as
broadcasts, froma UDP source port of 520. 1In this case, silent
processes do not respond to the request. Silent processes are by
definition processes for which we normally do not want to see routing
i nformati on. However, there may be situations involving gateway
monitoring where it is desired to | ook at the routing table even for

a silent process. |In this case, the request should be sent froma
UDP port nunber other than 520. |f a request cones from port 520,
silent processes do not respond. |f the request cones from any other

port, processes nmust respond even if they are silent.

The request is processed entry by entry. |If there are no entries, no
response is given. There is one special case. |If there is exactly
one entry in the request, with an address fanily identifier of 0O
(rmeani ng unspecified), and a nmetric of infinity (i.e., 16 for current
i mpl ementations), this is a request to send the entire routing table.
In that case, a call is nmade to the output process to send the
routing table to the requesting port.

Except for this special case, processing is quite sinple. Go down
the list of entries in the request one by one. For each entry, |ook
up the destination in the host’s routing database. |If there is a
route, put that route’s nmetric in the metric field in the datagram

If there isn't a route to the specified destination, put infinity
(i.e., 16) in the netric field in the datagram Once all the entries
have been filled in, set the command to response and send the

dat agram back to the port fromwhich it cane.

Note that there is a difference in handling dependi ng upon whet her
the request is for a specified set of destinations, or for a conplete
routing table. |If the request is for a conplete host table, nornal
out put processing is done. This includes split horizon (see section
2.2.1) and subnet hiding (section 3.2), so that certain entries from
the routing table will not be shown. |If the request is for specific
entries, they are |l ooked up in the host table and the information is
returned. No split horizon processing is done, and subnets are
returned if requested. W anticipate that these requests are |ikely
to be used for different purposes. Wen a host first cones up, it
broadcasts requests on every connected network asking for a conplete
routing table. |In general, we assunme that conplete routing tables
are likely to be used to update another host’s routing table. For
this reason, split horizon and all other filtering nmust be used.
Requests for specific networks are nmade only by di agnostic software,
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and are not used for routing. |In this case, the requester woul d want
to know the exact contents of the routing database, and woul d not
want any information hidden.

3.4.2. Response
Responses can be received for several different reasons:

response to a specific query
regul ar updates
triggered updates triggered by a nmetric change

Processing is the same no natter how responses were generated.

Because processing of a response may update the host’s routing table,
the response nust be checked carefully for validity. The response
must be ignored if it is not fromport 520. The IP source address
shoul d be checked to see whether the datagramis froma valid

nei ghbor. The source of the datagram nust be on a directly-connected
network. It is also worth checking to see whether the response is
fromone of the host’s own addresses. |Interfaces on broadcast
networ ks may recei ve copies of their own broadcasts i mediately. If
a host processes its own output as new input, confusion is likely,
and such datagrams nust be ignored (except as discussed in the next
par agr aph) .

Bef ore actually processing a response, it nmay be useful to use its
presence as input to a process for keeping track of interface status.
As nentioned above, we time out a route when we haven’t heard from
its gateway for a certain anount of tinme. This works fine for routes
that cone fromanother gateway. It is also desirable to know when
one of our own directly-connected networks has failed. This docunent
does not specify any particular nethod for doing this, as such

nmet hods depend upon the characteristics of the network and the
hardware interface to it. However, such nethods often involve
listening for datagrans arriving on the interface. Arriving

dat agrans can be used as an indication that the interface i s working.
However, sone caution nust be used, as it is possible for interfaces
to fail in such a way that input datagrans are received, but output
dat agrans are never sent successfully.

Now t hat the datagram as a whol e has been validated, process the

entries init one by one. Again, start by doing validation. |If the
metric is greater than infinity, ignore the entry. (This should be
i mpossible, if the other host is working correctly. |ncorrect

metrics and other format errors should probably cause alerts or be
| ogged.) Then |l ook at the destination address. Check the address
famly identifier. |If it is not a value which is expected (e.g., 2
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for Internet addresses), ignore the entry. Now check the address
itself for various kinds of inappropriate addresses. |Ignore the
entry if the address is class Dor E if it is on net O (except for
0.0.0.0, if we accept default routes) or if it is on net 127 (the

| oopback network). Also, test for a broadcast address, i.e.
anyt hi ng whose host part is all ones on a network that supports
broadcast, and ignore any such entry. |If the inplenentor has chosen

not to support host routes (see section 3.2), check to see whether
the host portion of the address is non-zero; if so, ignore the entry.

Recal|l that the address field contains a nunber of unused octets. |If
the version nunber of the datagramis 1, they nust al so be checked.
If any of themis nonzero, the entry is to be ignored. (Mny of
these cases indicate that the host from which the nessage cane is not
working correctly. Thus some formof error |ogging or alert should
be triggered.)

Update the netric by adding the cost of the network on which the
message arrived. |If the result is greater than 16, use 16. That is,

metric = MN (metric + cost, 16)

Now | ook up the address to see whether this is already a route for
it. In general, if not, we want to add one. However, there are
various exceptions. |If the netric is infinite, don't add an entry.
(W woul d update an existing one, but we don't add new entries with
infinite metric.) W want to avoid adding routes to hosts if the
host is part of a net or subnet for which we have at |east as good a
route. |If neither of these exceptions applies, add a new entry to
the routing database. This includes the follow ng actions:

- Set the destination and netric to those fromthe datagram

- Set the gateway to be the host from which the datagram
cane.

- Initialize the tineout for the route. If the garbage-
collection tinmer is running for this route, stop it. (See
section 3.3 for a discussion of the tiners.)

- Set the route change flag, and signal the output process to
trigger an update (see 3.5).

If there is an existing route, first conpare gateways. |If this
datagramis fromthe same gateway as the existing route, reinitialize
the tineout. Next conpare netrics. |If the datagramis fromthe same

gateway as the existing route and the new netric is different than
the old one, or if the new netric is |lower than the old one, do the
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foll owi ng actions:

- adopt the route fromthe datagram That is, put the new
metric in, and set the gateway to be the host from which
t he dat agram cane.

- Initialize the tinmeout for the route.

- Set the route change flag, and signal the output process to
trigger an update (see 3.5).

- If the newnmetric is 16 (infinity), the deletion process is
started.

If the newnetric is 16 (infinity), this starts the process for
deleting the route. The route is no longer used for routing packets,
and the deletion tiner is started (see section 3.3). Note that a
deletion is started only when the netric is first set to 16. If the
metric was already 16, then a new deletion is not started. (Starting
a deletion sets a tinmer. The concern is that we do not want to reset
the timer every 30 seconds, as new nmessages arrive with an infinite
metric.)

If the newnetric is the sane as the old one, it is sinplest to do
not hing further (beyond reinitializing the tinmeout, as specified
above). However, the 4BSD routed uses an additional heuristic here.
Normal ly, it is senseless to change to a route with the sanme netric
as the existing route but a different gateway. |If the existing route
is showi ng signs of timng out, though, it may be better to switch to
an equally-good alternative route i mediately, rather than waiting
for the tinmeout to happen. (See section 3.3 for a discussion of
tinmeouts.) Therefore, if the new netric is the sane as the old one,
routed | ooks at the timeout for the existing route. If it is at

| east halfway to the expiration point, routed switches to the new
route. That is, the gateway is changed to the source of the current
message. This heuristic is optional

Any entry that fails these tests is ignored, as it is no better than
the current route.

3.5. Qutput Processing
This section describes the processing used to create response
messages that contain all or part of the routing table. This
processing nmay be triggered in any of the foll ow ng ways:

- by input processing when a request is seen. |In this case,
the resulting nessage is sent to only one destination
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- by the regular routing update. Every 30 seconds, a
response containing the whole routing table is sent to
every nei ghboring gateway. (See section 3.3.)

- by triggered updates. Wenever the netric for a route is
changed, an update is triggered. (The update nay be
del ayed; see bel ow.)

Bef ore describing the way a nmessage is generated for each directly-
connected network, we will coment on how the destinations are chosen
for the latter two cases. Normally, when a response is to be sent to
all destinations (that is, either the regular update or a triggered
update is being prepared), a response is sent to the host at the
opposite end of each connected point-to-point Iink, and a response is
broadcast on all connected networks that support broadcasting. Thus,
one response is prepared for each directly-connected network and sent
to the corresponding (destination or broadcast) address. In nost
cases, this reaches all neighboring gateways. However, there are
sonme cases where this nmay not be good enough. This may involve a
networ k that does not support broadcast (e.g., the ARPANET), or a
situation involving dunb gateways. |In such cases, it nmay be
necessary to specify an actual |ist of neighboring hosts and

gat eways, and send a datagramto each one explicitly. It is left to
the inplenentor to determ ne whether such a nechanismis needed, and
to define howthe list is specified.

Triggered updates require special handling for two reasons. First,
experi ence shows that triggered updates can cause excessive | oads on
networks with limted capacity or with many gateways on them Thus
the protocol requires that inplenentors include provisions to linit
the frequency of triggered updates. After a triggered update is
sent, a tiner should be set for a randomtine between 1 and 5
seconds. |If other changes that would trigger updates occur before
the tiner expires, a single update is triggered when the tinmner
expires, and the timer is then set to another random val ue between 1
and 5 seconds. Triggered updates nmay be suppressed if a regul ar
update is due by the tine the triggered update would be sent.

Second, triggered updates do not need to include the entire routing
table. In principle, only those routes that have changed need to be
i ncluded. Thus messages generated as part of a triggered update nust
include at |east those routes that have their route change flag set.
They may include additional routes, or all routes, at the discretion
of the inplenentor; however, when full routing updates require
mul ti pl e packets, sending all routes is strongly discouraged. Wen a
triggered update is processed, nmessages should be generated for every
directly-connected network. Split horizon processing is done when
generating triggered updates as well as nornal updates (see bel ow).
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If, after split horizon processing, a changed route will appear
identical on a network as it did previously, the route need not be
sent; if, as a result, no routes need be sent, the update may be
omtted on that network. (If a route had only a netric change, or
uses a new gateway that is on the sane network as the ol d gateway,
the route will be sent to the network of the old gateway with a
metric of infinity both before and after the change.) Once all of
the triggered updates have been generated, the route change fl ags
shoul d be cl eared.

If input processing is allowed while output is being generated,
appropriate interlocking nust be done. The route change flags shoul d
not be changed as a result of processing input while a triggered
updat e nessage i s being generated.

The only difference between a triggered update and other update
messages is the possible om ssion of routes that have not changed.
The rest of the nechani sns about to be described nust all apply to
triggered updates.

Here is how a response datagramis generated for a particul ar
directly-connected network

The | P source address nust be the sending host’'s address on that
network. This is inportant because the source address is put into
routing tables in other hosts. |If an incorrect source address is
used, other hosts nmay be unable to route datagrans. Sonetines
gateways are set up with nultiple |IP addresses on a single physica
interface. Normally, this nmeans that several l|ogical |IP networks are
being carried over one physical nedium In such cases, a separate
updat e nessage nust be sent for each address, with that address as
the | P source address.

Set the version nunber to the current version of RIP. (The version
described in this docunent is 1.) Set the command to response. Set

the bytes labeled "nust be zero" to zero. Now start filling in
entries.
To fill in the entries, go down all the routes in the interna

routing table. Recall that the maxi num datagram size is 512 bytes.
When there is no nore space in the datagram send the current message
and start a new one. |If a triggered update is being generated, only
entries whose route change flags are set need be incl uded.

See the description in Section 3.2 for a discussion of problens
rai sed by subnet and host routes. Routes to subnets will be
meani ngl ess outsi de the network, and nmust be omitted if the
destination is not on the sanme subnetted network; they should be

Hedri ck [ Page 30]



RFC 1058 Routing I nformation Protocol June 1988

replaced with a single route to the network of which the subnets are
a part. Simlarly, routes to hosts nmust be elininated if they are
subsunmed by a network route, as described in the discussion in
Section 3. 2.

If the route passes these tests, then the destination and netric are
put into the entry in the output datagram Routes nust be included
in the datagrameven if their netrics are infinite. |f the gateway
for the route is on the network for which the datagramis being
prepared, the nmetric in the entry is set to 16, or the entire entry
is omtted. OQmtting the entry is sinple split horizon. |Including
an entry with netric 16 is split horizon with poi soned reverse. See
Section 2.2 for a nore conpl ete discussion of these alternatives.

3.6. Conpatibility

The protocol described in this docunent is intended to interoperate
with routed and other existing inplenentations of RIP. However, a
different viewpoint is adopted about when to increnent the netric
than was used in nost previous inplenmentations. Using the previous
perspective, the internal routing table has a netric of 0 for al
directly-connected networks. The cost (which is always 1) is added
to the nmetric when the route is sent in an update nessage. By
contrast, in this docunent directly-connected networks appear in the
internal routing table with netrics equal to their costs; the netrics
are not necessarily 1. In this docunment, the cost is added to the
nmetrics when routes are received in update nessages. Metrics from
the routing table are sent in update nessages w t hout change (unl ess
nmodi fied by split horizon).

These two viewpoints result in identical update nessages being sent.
Metrics in the routing table differ by a constant one in the two
descriptions. Thus, there is no difference in effect. The change
was rmade because the new description nmakes it easier to handle
situations where different netrics are used on directly-attached

net wor ks.

| mpl enentations that only support network costs of one need not
change to match the new style of presentation. However, they nust
follow the description given in this docunent in all other ways.

4, Control functions

This section describes adm nistrative controls. These are not part
of the protocol per se. However, experience with existing networks
suggests that they are inportant. Because they are not a necessary
part of the protocol, they are considered optional. However, we

strongly recommend that at |east sone of them be included in every
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i mpl enent ati on.

These controls are intended primarily to allow RIP to be connected to
net wor ks whose routing nmay be unstable or subject to errors. Here
are sone exanpl es

It is sonetines desirable to limt the hosts and gateways from which
information will be accepted. On occasion, hosts have been

m sconfigured in such a way that they begin sending inappropriate

i nformation.

A nunber of sites linmt the set of networks that they allow in update
messages. Organi zation A nay have a connection to organi zation B
that they use for direct communication. For security or performance
reasons A nay not be willing to give other organizations access to
that connection. |In such cases, A should not include B's networks in
updates that A sends to third parties.

Here are sone typical controls. Note, however, that the RI P protoco
does not require these or any other controls.

- a neighbor list - the network administrator should be able
to define a list of neighbors for each host. A host would
accept response nessages only fromhosts on its list of
nei ghbors.

- allowing or disallow ng specific destinations - the network
adm ni strator should be able to specify a list of
destination addresses to allow or disallow The Iist would
be associated with a particular interface in the inconing
or outgoing direction. Only all owed networks woul d be
mentioned in response nessages goi ng out or processed in
response messages coning in. |If alist of allowed
addresses is specified, all other addresses are disall owed.
If alist of disallowed addresses is specified, all other
addresses are all owed.

REFERENCES and BI BLI OGRAPHY

[1] Bellman, R E., "Dynam c Programm ng", Princeton University
Press, Princeton, N J., 1957.

[2] Bertsekas, D. P., and Gallaher, R G, "Data Networks",
Prentice-Hall, Englewood diffs, N J., 1987.

[3] Braden, R, and Postel, J., "Requirenents for |Internet Gateways"
USC/ I nformati on Sciences Institute, RFC-1009, June 1987.

Hedri ck [ Page 32]



RFC 1058 Routing I nformation Protocol June 1988

[4]

[ 5]

[ 6]

[7]

Hedri ck

Boggs, D. R, Shoch, J. F., Taft, E. A, and Metcalfe, R M,
"Pup: An Internetwork Architecture"”, |EEE Transactions on
Conmuni cations, April 1980.

Cark, D. D., "Fault Isolation and Recovery,"” M T-LCS, RFC- 816,
July 1982.

Ford, L. R Jr., and Fulkerson, D. R, "Flows in Networks",
Princeton University Press, Princeton, N J., 1962.

Xerox Corp., "Internet Transport Protocols", Xerox System
Integration Standard XSI'S 028112, Decenber 1981

[ Page 33]



