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1. Status of this Meno

This meno defines a network nmanagenent architecture that uses the
I nternational O ganization for Standardization’s (1SO Common
Management | nfornati on Servi ces/ Conmon Managenent | nfornation
Protocol (CMS/CMP) in a TCP/IP environnent. This architecture

provi des a neans by which control and nmonitoring information can be

exchanged between a manager and a renote network elenment. 1In

particular, this neno defines the nmeans for inplenenting the Draft
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International Standard (DI'S) version of CMS/CMP on top of Internet

transport protocols for the purpose of carrying nanagenent

informati on defined in the Internet-standard nmanagenent information
base. DISCMS/CMP is suitable for deploynment in TCP/ 1P networks

while CM S/CM P noves toward becom ng an International Standard.

Together with the relevant |SO standards and t he conpani on RFCs t hat

describe the initial structure of nmanagenent infornation and

managenent informati on base, these docunents provide the basis for a

conpr ehensi ve architecture and system for managi ng TCP/ | P- based
internets, and in particular the |Internet.

The Internet Activities Board (l1AB) has designated two different

net wor k managenent protocols with the sane status of "Draft Standard"

and " Recommended”.

The two protocols are the Common Managenent |nformation Services and

Protocol over TCP/IP (CMOT) (this nenmo) and the Sinple Network
Management Protocol (SNWP) [4].
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The 1 AB i ntends each of these two protocols to receive the attention
of inmplementers and experinenters. The | AB seeks reports of
experience with these two protocols fromsystem builders and users.

By this action, the | AB recommends that all IP and TCP

i npl enent ati ons be network manageable (e.g., inplenent the Internet
MB [3], and that inplenentations that are network nanageable are

expected to adopt and inplenent at |east one of these two |nternet
Draft Standards.

Distribution of this nmenp is unlimted.
2. Introduction

As reported in RFC 1052, "I AB Recommendations for the Devel opnent of
I nternet Network Managenent Standards" [1], the Internet Activities
Board (1 AB) has directed the Internet Engineering Task Force (IETF)
to coordinate the work of three working groups in the area of network
managenent. First, the M B working group was charged with the
specification and definition of elenents to be included in the
Managenment | nformati on Base (M B). Second, the SNMP working group
was charged with defining the nodifications to the Sinple Network
Managenment Protocol (SNWMP) necessary to accommpbdate the short-term
needs of the network vendor and operations comunities. Third, the
Net mran wor ki ng group was directed to neet the |onger-term needs of
the Internet community by devel opi ng a network managenent system
based on ISOCM S/ CMP. Both the Netrman working group and the SNW
wor king group were directed to align their work with the output of
the M B working group in order to ensure conpatibility of managenent
i nformati on between the short-termand | ong-term approaches to the
managenent of TCP/|P-based internets. This will enable a snooth
transition fromthe short-term protocol (SNWP) to the long-term
protocol (CMP).

The M B working group has produced two nenos. RFC 1065 [2] defines
the Structure of Managenent Infornmation (SM) that is necessary for
nam ng and defini ng nmanaged objects in the MB. RFC 1066 [3] defines
the Iist of managed objects contained in the initial TCP/IP MB. The
SNMP wor ki ng group has produced a nmeno [4] giving the protocol
specification for SNVMP and providing the SNMP protocol -specific
interpretation of the Internet-standard M B defined in RFC 1066.

This meno is the output of the Netman working group. As directed by
the 1AB in RFC 1052, it addresses the need for a |ong-term network
managenent system based on SO CM S/CM P. The network managenent
approach of using 1SO protocols in a TCP/IP environnent to nanage
TCP/ 1 P networks can be described as "CM P Over TCP/IP* (CMOT). This
meno specifies the CMOT architecture and the protocol agreenents
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necessary to inplenment CM P and acconpanyi ng | SO protocols over the
TCP and UDP transport protocols. |In addition, this nmeno provides an
interpretation of RFC 1066 that makes it possible to use CMP to
convey managenent information defined in the Internet-standard M B.

There is w despread vendor support for the CMOT approach to network
managenent. This is anply shown by the Netman denonstration of
prototype CMOT inplenentations at the Interop '88 TCP/IP
Interoperability Conference. The denonstration also showed the
feasibility and power of the CMS/CM P framework for nultivendor

net wor k managenent. Now that CM S/CM P has been voted a Draft
International Standard (DI'S), nmany vendors feel that the | SO standard
has beconme a stable basis for product devel opnent. The clear need to
standardi ze this devel opment has led to the present profile of CMP.
It is expected that this profile will not change while the | SO
standard noves fromDI S status to International Standard (IS) status.
If, however, the standard does change unexpectedly, the Netnman

wor king group will review such changes for appropriate action.

Anot her rationale for the CMOT approach is that it will facilitate
the early use of |SO network nanagenent standards in |arge
operational networks. This will nake it possible for the Internet
community to nmake val uabl e recommendations to 1SOin the |anguage of
OGSl nanagenent based on actual experience with the use and

i mpl enentati on of these standards. There is continuing network
managenent standards devel opnent work in | SO where such contributions
woul d be val uabl e.

The CMOT architecture is based on the OQpen Systens |nterconnection
(0sl) managenent franmework and nodel s devel oped by SO This neno
contains a set of protocol agreenents for inplenenting a network
management system based on this architecture. The protocol agreenent
sections of this meno nust be read in conjunction with |ISO and

I nternet docunents defining specific protocol standards. Docunents
defining the follow ng |1 SO standards are required for the

i npl ementor: Abstract Syntax Notation One (ASN. 1) [5, 6], Association
Control (ACSE) [7, 8], Renote Operations (RCSE) [9, 10], Conmon
Management | nformation Services (CMS) [11], and Commobn Managenent

I nformati on Protocol (CMP) [12]. RFC 1085 [13] is required for the
specification of a |lightweight presentation |ayer protocol used in
this profile. 1In addition, RFC 1065 [2] and RFC 1066 [3] are
required for a definition of the initial SM and MB to be used with
the CMOT nanagenent system

This meno is divided into two main parts. The first part presents
concepts and nodel s; the second part contains the protocol agreenents
necessary for inplenmentation of the CMOT network nanagenment system
The first part of the nenp is divided into three sections: section 3
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contains tutorial information on the OSI managenent frameworKk;
section 4 defines the basic CMOT approach; and section 5 discusses
the area of managenent informati on and specifies how the abstract
managenent information defined in the Internet-standard SM and M B
map into CMP. The second part of this meno is divided into sections
for each of the protocols for which inplenentors’ agreenents are
needed: CM SE, ACSE, ROSE, and the |ightwei ght presentation protocol.
The protocol profile defined in this part draws on the technical work
of the OSI Network Managenent Forum [14] and the Network Managenent
Special Interest Goup (NVBIG of the National Institute of Standards
and Technol ogy (NI ST) (formerly the National Bureau of Standards).
Wher ever possible, an attenpt has been nade to remain consistent with
the protocol agreenents reached by these groups.
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3.

3.

Part |: Concepts and Mdels
The OSI Managenent Franewor k

The OSI managenent framework [15] presents the basic concepts and
nodel s required for devel opi ng network nanagenent standards. OSl
managenent provides the ability to nmonitor and control network
resources, which are represented as "nmanaged objects."” The follow ng
el ements are essential for the description of a network managenent
architecture and the standardi zati on of a network managenent system
a nodel or set of nodels for understandi ng nanagenent; a conmon
structure of nmanagenent information for registering, identifying, and
defini ng nmanaged objects; detail ed specifications of the managed

obj ects; and a set of services and related protocols for perforning
renot e management operati ons.

1. Architectural Overview

The basi c concepts underlying OSI network nmanagenent are quite sinple
[16]. There reside application processes called "nmanagers" on
managi ng systenms (or managenent stations). There reside application
processes called "agents" on managed systems (or network el ements
bei ng managed). Network nmanagenent occurs when managers and agents
conspire (via protocols and a shared conceptual schema) to exchange
nmoni toring and control infornmation useful to the nanagenent of a
network and its conponents. The terns "manager" and "agent" are al so
used in a |l oose and popul ar sense to refer to the managi ng and
managed system respectively.

The shared conceptual schema nentioned above is a priori know edge
about "nanaged obj ects" concerning which information is exchanged.
Managed obj ects are system and networking resources (e.g., a nodem a
protocol entity, an IP routing table, a TCP connection) that are

subj ect to managenent. Managenment activities are effected through the
mani pul ati on of managed objects in the managed systens. Using the
managenent services and protocol, the manager can direct the agent to
perform an operation on a nanaged object for which it is responsible.
Such operations might be to return certain values associated with a
managed obj ect (read a variable), to change certain val ues associ ated
wi th a managed object (set a variable), or performan action (such as
self-test) on the managed object. In addition, the agent may al so
forward notifications generated asynchronously by managed objects to
t he manager (events or traps).

The terms "nanager" and "agent" are used to denote the asymetric
rel ati onshi p between managenent application processes in which the
manager plays the superior role and the agent plays the subordinate.
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However, the specification of the nanagenent protocol (CM P) defines
a peer protocol relationship that nmakes no assunptions concerning

whi ch end opens or closes a connection, or the direction of
managenent data transfer. The protocol mechani snms provided are fully
symetric between the nmanager and the agent; CM S operations can
originate at either the manager or agent, as far as the protocol is
concerned. This allows the possibility of symetric as well as
asymetric relationshi ps between nanagenent processes. Mst devices
wi || contain nanagenent applications that can only assune the agent
role. Applications on nanagi ng systens, however, may well be able to
play both roles at the sane time. This nmakes possible "manager to
manager" conmuni cation and the ability of one manager to nanage

anot her.

3.2. Managenent Mbdel s

Net wor k managenment may be nodeled in different ways. Three nodels
are typically used to describe OSI managenent [17, 18]. An

organi zati onal nodel describes ways in which nanagenent can be

adm nistratively distributed. The functional nodel describes the
managenment functions and their relationships. The information node
provi des guidelines for describing managed objects and their
associ at ed managenent information

3.2.1. The Organizational Mde

The organi zati onal nodel introduces the concept of a nanagenent
"domain." A domain is an adm nistrative partition of a network or
internet for the purpose of network nmanagenment. Donmains may be
useful for reasons of scale, security, or administrative autonony.
Each domai n may have one or nore managers nonitoring and controlling
agents in that domain. |In addition, both nmanagers and agents nay
bel ong to nore than one nmanagenent donain. Donmins allow the
construction of both strict hierarchical and fully cooperative and
di stributed network management systens.

3.2.2. The Functional Mde

The OSI Managenent Framework [15] defines five facilities or
functional areas to nmeet specific managenent needs. This has proved
to be a hel pful way of partitioning the network nmanagenment problem
froman application point of view These facilities have cone to be
known as the Specific Managenent Functional Areas (SMFAs): fault
managenent, configuration nmanagenent, perfornance nmanagenent,
accounti ng managenent, and security managenent. Fault managenent
provides the ability to detect, isolate, and correct network

probl enms. Configurati on managenent enabl es network managers to
change the configuration of renpte network el enents. Perfornance
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managenent provides the facilities to nonitor and eval uate the
performance of the network. Accounting rmanagenent nakes it possible
to charge users for network resources used and to limt the use of
those resources. Finally, security managenent is concerned with
managi ng access control, authentication, encryption, key managenent,
and so on.

3.2.3. The Informati on Mbde

The OSI Managenent Framework considers all information relevant to
net wor k managenent to reside in a Managenent |nformation Base (M B)
which is a "conceptual repository of nmanagenent information."
Information within a systemthat can be referenced by the nanagenent
protocol (CMP) is considered to be part of the MB. Conventions for
descri bing and uniquely identifying the MB information allow
specific MB information to be referenced and operated on by the
managenent protocol. These conventions are called the Structure of
Managenment Information (SM). The information nodel is described
nmore fully in section 5.

3.3. 1SO Application Protocols

The follow ng |1 SO application services and protocol s are necessary
for doing network managenent using the OSI franework: ACSE, RCSE, and
CMS/CMP. Al three of these protocols are defined using ASN. 1 [5].
The ASN. 1 nodul es defining each of these protocols are found in the
rel evant standards docunents. The encoding rules for ASN. 1 [ 6]
provi de a nmachi ne-i ndependent network representation for data.

A brief overview of the terninology associated with the CSl
application layer structure is presented here. A conplete treatnent
of the subject can be found in the OSI Application Layer Structure
document [22].

In the OSI environnent, conmunication between "application processes”
i s nodel ed by conmuni cati on between application entities. An
"application entity" represents the conmunication functions of an
application process. There may be nultiple sets of OSI comruni cation
functions in an application process, so a single application process
may be represented by multiple application entities. However, each
application entity represents a single application process. An
application entity contains a set of communication capabilities
called "application service elenents.”" An application service el enent
is a coherent set of integrated functions. These application service
el ements may be used i ndependently or in conbination. Exanples of
application service elenments are X 400, FTAM ACSE, ROSE, and CM SE

When communication is required between two application entities, one
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or nore "application associations" are established between t hem

Such an association can be viewed as a connection at the |level of the
application layer. An "application context" defines the set of
application service elenments which nmay be invoked by the user of an
application association. The application context nmay prescribe one
or nore application service el enents.

Cenerally, an "application |ayer protocol"” is realized by the use of
the functionality of a nunmber of application service elements. This
functionality is provided by the specification of a set of
application protocol data units (APDUs) and the procedures governing
their use. 1In general, the operation of an application |ayer
protocol may require the conbination of APDUs from different
application service elenments. The application entity nakes direct
use of presentation context identifiers for the specification and
identification of APDUs.

3.3.1. ACSE

The Association Control Service Elenent (ACSE) is used to establish
and rel ease associ ati ons between application entities. Before any
managenent operations can be performed using CMP, it is necessary
for the two application entities involved to forman associ ation
Ei ther the nmanager or the agent can initiate association
establishnent. ACSE all ows the manager and agent to exchange
application entity titles for the purpose of identification and
application context nanes to establish an application context. As
stated above, an application context defines what service el enents
(for instance, ROSE and CM SE) may be used over the association
After the association is established, ACSE is not used again unti
the association is released by the nanager or agent.

3.3.2. RCSE

The Renote Operation Service Elenent (ROSE) is the |1 SO equival ent of
renote procedure call. ROSE allows the invocation of an operation to
be perfornmed on a renpte system The Renpte Qperation protoco
contains an invoke identifier for correlating requests and responses,
an operation code, and an argunent field for paraneters specific to
the operation. ROSE can only be invoked once an application
associ ati on has been established. CMP uses the transaction-oriented
services provided by ROSE for all its requests and responses. CMP
al so uses the error response facilities provided by ROSE

3.3.3. CMSE

The Conmon Managenent | nformation Service Elenent (CMSE) is the
service el enment that provides the basic managenent services. The

Warrier & Besaw [ Page 10]



RFC 1095 CMOoT April 1989

CM SE is a user of both ROSE and ACSE. The CM SE provi des both
confirmed and unconfirned services for reporting events and
retrieving and nmani pul ati ng managenment data. These services are used
by manager and agent application entities to exchange managenent
information. Table 1 provides a list of the CM SE services. In
addition, the CM SE al so provides the ability to issue a series of
(multiple) linked replies in response to a single request.

B Fom e e e e e e e e e mea oo +
| Service | Type |
S o e e e e e e e e oo +
| MINTIALISE | confirned |
| M TERM NATE | confirned |
| M ABORT | non-confirned |
| M EVENT- REPORT | confirned/ non-confirmed |
| MGET | confirmed |
| MSET | confirned/ non-confirmed |
| M ACTION | confirned/ non-confirmed |
| M CREATE | confirned |
| ™M DELETE | confirned |
B Fom e e e e e e e e e mea oo +

Table 1. CM SE Service Sumary

CM S services can be divided into two nain classes: managenent

associ ation services and information transfer services. Furthernore,
there are two types of information transfer services: managenent
notification services and nanagenent operation services. |n addition
to the other CM S services, the CM SE provides facilities that enable
nmul ti pl e responses to confirnmed operations to be linked to the
operation by the use of a linked identification paraneter.

3.3.3.1. Managenent Association Services

CM S provi des services for the establishnment and rel ease of
application associations. These services control the establishnent
and nornmal and abnornal rel ease of a managenent associ ation. These
services are sinply pass-throughs to ACSE.

The M INTIALISE service is invoked by a CM SE-service-user to
establish an association with a renote CM SE-service-user for the
pur pose of exchangi ng managenent information. A reply is expected.
(A CM SE-service-user is that part of an application process that
makes use of the CM SE.)

The M TERM NATE service is invoked by a CM SE-servi ce-user to rel ease
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an association with a renote CM SE-service-user in an orderly manner.
A reply is expected.

The M ABORT service is invoked by a CM SE-service-user or a CM SE-
service-provider to rel ease an association with a renote CM SE-
service-user in an abrupt manner.

3.3.3.2. Managenment Notification Services

The definition of notification and the consequent behavi or of the
conmmuni cating entities is dependent upon the specification of the
managed obj ect which generated the notification and is outside the
scope of CMS. CM S provides the follow ng service to convey
managenent information applicable to notifications.

The M EVENT- REPORT service is invoked by a CM SE-service-user to
report an event about a nmanaged object to a renpte CM SE-service-
user. The service nmay be requested in a confirmed or a non-confirned
node. In the confirned node, a reply is expected.

3.3.3.3. Managenent Cperation Services

The definition of the operation and the consequent behavior of the
conmuni cating entities is dependent upon the specification of the
managed object at which the operation is directed and is outside the
scope of CMS. However, certain operations are used frequently
within the scope of managenent and CM S provides the foll ow ng
definitions of the commopn services that may be used to convey
managenent information applicable to the operations.

The M GET service is invoked by a CM SE-service-user to request the
retrieval of managenent information froma renote CM SE-service-user
The service may only be requested in a confirned node. A vreply is
expect ed.

The M SET service is invoked by a CM SE-service-user to request the
nodi fi cati on of managenent information by a renpte CM SE-service-
user. The service nmay be requested in a confirmed or a non-confirned
nmode. In the confirned node, a reply is expected.

The M ACTION service is invoked by a CM SE-service-user to request a
renote CM SE-service-user to performan action. The service may be
requested in a confirmed or a non-confirmed node. In the confirned
node, a reply is expected.

The M CREATE service is invoked by a CM SE-service-user to request a

renote CM SE-service-user to create another instance of a managed
object. The service may only be requested in a confirnmed node. A
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reply i s expected.

The M DELETE service is invoked by a CM SE-service-user to request a
renote CM SE-service-user to delete an instance of a managed object.
The service may only be requested in a confirned node. A reply is
expect ed.

4. The CMOT Architecture

The CMOT (CM P Over TCP/IP) architecture is based on the OS
managenent framework [15] and the nodels, services, and protocols
devel oped by |1SO for network managenent. The CMOT architecture
denonstrates how the OSI nanagenent framework can be applied to a
TCP/ 1 P environnent and used to manage objects in a TCP/IP network.
The use of SO protocols for the managenent of widely deployed TCP/IP
networks will facilitate the ultimte mgration fromTCP/IP to | SO
protocols. The concept of proxy managenent is introduced as a usefu
extension to the architecture. Proxy nanagenent provides the ability
to nmanage network el enents that either are not addressabl e by neans
of an Internet address or use a network nanagenent protocol other
than CM P.

The CMOT architecture specifies all the essential conponents of a
net wor k managenment architecture. The OSI nmanagenent franmework and
nodel s are used as the foundation for network nanagenent. A

prot ocol - dependent interpretation of the Internet SM [2] is used for
defini ng managenent information. The Internet MB [3] provides an
initial list of managed objects. Finally, a nmeans is defined for
usi ng | SO managenment services and protocols on top of TCP/IP
transport protocols. Managenent applications thenselves are not

i ncluded within the scope of the CMOT architecture. Wat is
currently standardized in this architecture is the nininmumrequired
for building an interoperable nultivendor network nanagenment system
Applications are explicitly left as a conpetitive issue for network
devel opers and providers.

4.1. Managenent Model s
The follow ng sections indicate how the CMOT architecture applies the
OSlI nmanagenents nodel s and point out any limtations the CMOT
architecture has as it is currently defined in this meno.

4.1.1. The Organi zati onal Mde
It is beyond the scope of this neno to define the relations and
i nteractions between di fferent managenent domains. The current CMOT

architecture concerns itself only with the operations and
characteristics of a single donmain of nanagenent. The extension of
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the mechani sns defined here to include multiple domains is left for
further study.

4.1.2. The Functional WModel

The CMOT architecture provides the foundation for carrying out
managenent in the five functional areas (fault, configuration
performance, accounting, and security), but does not address
specifically how any of these types of managenent are acconplished.
It is anticipated that nost functional requirenments can be satisfied
by CMS. The greatest inpact of the functional requirenents in the
various areas will likely be on the definition of managed objects

4.1.3. The Infornati on Mbde

There are two different SM specifications that are inportant to the
CMOT architecture. The first is the SM currently being defined by
ISO[19]. This SM is inportant to the CMOT approach because the | SO
managenent protocol CM P has been designed with the | SO nodel of
management information in mind. The second SM of inportance is the
that defined by the | ETF M B working group for use in defining the
Internet MB [3]. This Internet SM, which is |oosely based on a
simplified version of the SO SM, is inportant because the managed
obj ects defined for TCP/IP networks to be used by CMOT are defined in
terns of it. Thus, in order to nake the CMOT architecture conplete,
it will be necessary to show how the Internet SM maps into CMP in
such a way as to enable it to convey the managenent information
defined in the Internet MB. This is done in the section devoted to
managenent information (section 5).

4.2. Protocol Architecture

The objective of the CMOT protocol architecture is to map the OS
managenent protocol architecture into the TCP/IP environnment. The
nodel presented here follows the OSI nodel at the application |ayer
while using Internet protocols at the transport layer. The |ISO
application protocols used for network nmanagenent are ACSE, ROSE, and
CMP. Instead of inplenmenting these protocols on top of the I SO
presentation, session, and transport |ayer protocols, the protoco
data units (PDUs) for ACSE, ROSE, and CM P are carried using the
Internet transport protocols UDP [20] and TCP [21]. This is made
possi bl e by neans of the |ightweight presentation protocol defined in
RFC 1085 [13] that maps ROSE and ACSE onto TCP/UDP/|IP. The use of
Internet transport protocols is transparent to network nmanagenent
applications, since they are presented with real |SO services.
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4.2.1. The Lightweight Presentation Layer

Gven that it is desired to put |SO application protocols on top of
TCP/ 1P, howis this best acconplished? 1t is necessary sonehow to
fill the "gap" between the |1SO protocols (ACSE and ROSE) and the
Internet protocols (UDP and TCP). Two basic approaches were
consi der ed.

One possi bl e approach [23] is to extend the |1 SO portion of the
protocol stack down to the transport layer. The |ISO Transport
Protocol Class 0 (TP 0) then uses TCP instead of an | SO network
protocol. Effectively, this treats TCP as a reliable network
connection anal ogous to X. 25. This approach allows us to operate
"standard" | SO applications over TCP regardl ess of their service

requi renents, since all 1SO services are provided. 1In this case,
net wor k managenent is just another such application. The major
drawback with this approach is that full 1SO presentation, session

and transport |ayers are expensive to inplenent (both in terns of
processing time and nenory).

Anot her approach is presented in RFC 1085. Since the service

el ements required for network nanagenment (ACSE, ROSE, CM SE) do not
require the use of full 1SO presentation |ayer services, it is
possible to define a "streanlined" presentation layer that provides
only the services required. This |ightweight presentation protoco
(LPP) allows the use of |1SO presentation services over both TCP and
UDP. This approach elimnates the necessity of inplementing |SO
presentation, session, and transport protocols for the sake of doing
| SO network rmanagenent in a TCP/IP environnent. This minim
approach is justified because this non-1SO presentation protocol used
is very small and very sinple. Thus, the LPP defined in RFC 1085
provi des a conpact and easy to inplenent solution to the problem
The resulting CMOT protocol stack is shown in Figure 1
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| |

| |
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Figure 1. The CMOT Protocol Architecture

It is inmportant to note that the presentation services provided by
the LPP are "real" (but mininmal) |1SO presentation services [24].
This provides a clear migration path to "full 1SO" in the future.
Such a migration would be acconplished by substituting | SO protocols
for the Internet protocols TCP, UDP, and |IP [25], and replacing the
LPP with | SO presentation and session protocols. No changes wll be
required in the 1SO application | ayer protocols. For this reason
investrments in application developnment will be well preserved.

4.2.2. The Quality of Transport Service

The quality of transport service needed for network managenent
applications is an issue that has caused nuch controversy, yet it has
never been resolved. There are two basic approaches: datagram
oriented and connection-oriented. There are advantages and

di sadvantages to both of these two approaches. Wiile the datagram
oriented approach is sinple, requires mninmal code space, and can
operate under conditions where connections nmay not be possible, the
connection-oriented approach offers data reliability and provides
guaranteed and consi stent service to the driving application

This meno does not take sides on this issue. Rather it passes such
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resolution to the network nanagenent applications, which are
ultimately the point where the requirements fromthe underlying
service need to be determined. As such, the CMOT protoco
architecture provides both services. The presentation |ayer service
allows the application to select either high or low quality service
for the underlying transport. Depending on this choice, the LPP will
use either UDP (low quality) or TCP (high quality) to establish the
application association and carry the application data. It is

i mportant, however, for the application to be aware of the quality of
service that it is using: lowquality neans |ow quality! The use of
an unreliable transport |ike UDP necessarily puts nore burden on the
application.

4.3. Proxy Managenent

Proxy is atermthat originated in the |legal community to indicate an
entity enpowered to performactions on behalf of another. 1In our
context, a proxy is a nanager enpowered to perform actions on behal f
of another manager. This nmay be necessary because the manager cannot
communi cate directly with the nanaged devices either for security or
other administrative reasons or because of inconpatible comruni cation
mechani sms or protocols. |In either case, the proxy assumes the agent
role with respect to the requesti ng nanager and the manager role wth
respect to the nanaged devi ce.

Some network el ements, such as nodens or bridges, nmay not be able to
support CM P and all the associated protocols. In addition, such
devices may not have Internet addresses. Such devices are called
"limted systens". It may be possible to manage these devices using
proprietary nechani sns or other standard protocols (such as the | EEE
802. 1 managenent protocol for nanaging bridges). |n cases where it
is desirable to integrate the managenent of such devices with the
overall CMOT managenent of an internet, it is necessary to use proxy
managenent. Sone network el ements that are not "limted systens" as
descri bed above may still benefit fromthe use of proxy nmanagemnent.

I f the managenent protocol supported by such a systemis proprietary
or sone standard protocol other than CM P (such as SNWP), then CMOT
proxy managenent can be used to integrate the managenent of such
syst emns.

A proxy operates in the follow ng manner. Wen a CMOT nanager wants
to send a request to a managed device that it cannot communicate with
directly, it routes the request to the proxy. The proxy nmaps the

CM P request into the information schena understood by the nanaged
devi ce and sends the appropriate request to the nanaged devi ce using
the native nanagenent protocol of the device. When the proxy

recei ves the response fromthe managed device, it uses CMP to return
the information to the manager that made the original request.
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The use of proxy managenent can be largely transparent to the
requesting nmanager, which appears to be exchanging i nformation
directly with the selected device. The only thing that is known to
the manager is that additional "instance" information is required to
sel ect a particul ar device managed by the proxy. Each proxy may
support nmany nanaged devices, using the "instance" information to
mul tiplex CM P requests and responses anong them The mappi ng

bet ween a specific instance and an actual nmanaged device is a |loca
matter. (The use of the CMP (bject Instance field to select a
particul ar systemto manage by proxy is explained below in section
5.3.2.2.)

A proxy may al so serve as an "internedi ate nmanager" in another |ess
transparent sense. The proxy manager may be requested to cal cul ate
sunmary statistics on information gathered from many different
managed systens (e.g., the average nunber of PDUs transmitted or the
distribution of PDUs transmitted over tine). The proxy may be
requested to log events transmtted by the managed systens under its
control and to send to the requesting nanager only those events of
specific types. Wen this use of proxy nmanagenent is made, the
conceptual schema for nmanaged objects known to both the requesting
manager and proxy nust include definitions of these aggregate nanaged
objects (i.e., objects that do not belong to any one nmanaged systen).
How t he aggregate statistics would be cal cul ated and | oggi ng
perfornmed based on information fromthe different devices nmanaged by
the proxy would be part of the definition of these aggregate nanaged
obj ect s.

4.4. Directory Service

RFC 1085 specifies the use of a mnimal (or "stub") directory
service. It specifies howthe service name for an OGSl application
entity is converted into an "application entity title." The
application entity title is then mapped into a presentation address.
The formof a service nane, an application entity title, and a
presentation address can be found in RFC 1085.

5.  Managenent |nfornation

The description of managenment information has two aspects. First, a
structure of managenent information (SM) defines the |ogica
structure of nmanagenent information and howit is identified and
descri bed. Second, the managenent information base (MB), which is
specified using the SM, defines the actual objects to be managed.
The purpose of this sectionis to show how CMP is used in the CMOT
architecture to convey information defined in the Internet MB.
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5.1. The Structure of Managenent |nfornmation

The SM supplies the nodel for understandi ng nanagenent i nfornmation
as well as tenplates and ASN. 1 nmacros that can be used for defining
actual managenent information. The follow ng sections discuss the
SO SM, the Internet SM, and a way of interpreting the Internet SM
interns of the SO SM so that CMP can be used to carry nmanagenent
information defined in terms of the Internet SM.

5.1.1. The | SO SM

The 1SO SM [19] is based on the abstraction of a "managed object"
and the various kinds of relationships objects can be involved in.
The follow ng di scussion does not purport to be a conplete and
accurate description of the latest 1SOSM work. It is intended to
be a clear presentation of the basic 1SO SM concepts essential for
understanding the CM P-specific interpretation of the Internet SM
presented in section 5.3.

5.1.1.1. Managed Objects and Attributes

Managenent | nformation is nodel ed using object-oriented techniques.
Al'l "things" in the network that are to be managed are represented in
terns of managed objects. A "managed object" is an abstraction (or

| ogi cal view) for the purposes of network nmanagenent of a
"manageabl e" physical or logical resource of the network. 1In this
context, "manageabl e" neans that a particul ar resource can be managed
by using CM P. Exanpl es of nanaged objects are protocol entities,
nodens, and connecti ons.

Each nanaged object belongs to a particul ar object class. An "object
cl ass" represents a collection of nmanaged objects with the sane, or
simlar, properties. A particular nmanaged object existing in a
particul ar network is defined as an "object instance" of the object
class to which it belongs. Thus, an object instance represents an
actual realization of an object class (i.e., a nmanaged object of a
particul ar class bound to specific values). An exanple of an object
class is "transport connection." In an actual network, there are a
nunber of nanaged objects (specific transport connections) that are

i nstances of this class. |In sunmary, a nmanaged object type, which is
called an "object class,” is the collection of all actual and
potential instances of that type.

Managed objects are fully defined by specifying the "attributes" or
properties the object has, the CM S operations that can be perforned
on the object (e.g., MSET, M CREATE) and any constraints on those
operations, specific actions (e.g., self-test) that can be perforned
on the object, events that the object can generate, and infornation
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about various relationships the object may be involved in. Al of
this information relevant to a managed object is typically provided
by filling in an object tenplate.

Managed obj ects contain properties that are referred to as
attributes. Attributes are atonmic itens of information that can only
be mani pul ated as a whole. An exanple of an attribute is a counter
providing a specific piece of information, such as the nunber of
packets retransmtted.

Each object class and attribute is assigned a unique identifier (an
ASN. 1 OBJECT | DENTI FI ER) for purposes of namng by a registration
aut hority.

5.1.1.2. Managenent |Information Hierarchies

Managed obj ects participate in relationships with each other. There
are two relationships that are of particular inportance for
managenent information: the containment relationship and the

i nheritance relationship. These relationships can be used to
construct hierarchies of nanaged objects. In addition, there is

anot her hierarchy defined by the registration process for registering
identifiers for object classes and attri butes.

5.1.1.2.1. The Registration Hierarchy

The registration hierarchy is deternined by the ASN. 1 registration
tree [5] for assigning OBJECT | DENTIFI ERs. An OBJECT IDENTIFIER is
an adm nistratively assigned name conposed of a series of integers
traversing a path fromthe root of the ASN. 1 registration tree to the
node or leaf to be identified. For exanple, the sequence of integers
{ iso(l) standard(0) ips-osi-mps(9596) cnmip(2) } (1.0.9596.2) can be
used to uniquely identify the CM P standard. Each node of this tree
has an associated registration authority that determ nes how nunbers
in the subtree defined by that node are allocated. 1In the context of
managenent, these OBJECT | DENTI FI ERs are used for identifying object
classes and attributes. The registration hierarchy is not based on
any particular relationship between nmanaged objects or between
managed objects and their attributes. It is independent of both the
i nheritance and contai nnent rel ationshi ps described below. Its
purpose is sinply to generate universally unique identifiers.

5.1.1.2.2. The Contai nment Hierarchy
The contai nment hierarchy is constructed by applying the relationship
"is contained in" to objects and attributes. Objects of one class

may contain objects of the same or different class. Objects may al so
contain attributes. Attributes cannot contain objects or other
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attributes. For exanple, objects of the class "transport entity" may
contain objects of the class "transport connection"; an object of the
cl ass "managenent donmain" nmay contain objects of the class "node." An
obj ect class that contains another object class is called the
"superior"” object class; an object class that is contained in another
object class is called the "subordi nate" object class. The

contai nnent rel ationships that an object nmay participate in are part
of the definition of the object class to which that managed object

bel ongs. All object classes (except the topnost) nust have at |east
one possible superior in the containment tree. The definition of a
class may pernit it to have nore than one such superior. However,

i ndi vidual instances of such a class are neverthel ess contained in
only one instance of a possible containing class.

The contai nnent hierarchy is inmportant because it can be used for

i dentifying instances of a managed object. For exanple, assume there
is an object class "domain" that contains an object class "node" that
contains an object class "transport entity" that contains an object
class "transport connection." A particular instance of a transport
connection can be identified by the concatenation of "instance

i nformati on" for each object class in the containnent path: {

domai n="organi zati on," node="herakl es," transport entity=tp4,
transport connecti on=<TSAP- Addr essA, TSAP- AddressB> }.

What constitutes appropriate "instance infornmation" for each object
class is part of the definition of that object class and is known as
the "distinguished attribute(s)." A distinguished attribute is
conmposed of an OBJECT | DENTI FI ER nami ng the attribute and the val ue
of the attribute. For each object class, the distinguished
attributes that differentiate instances of that class are
collectively called the "relative distinguished nane." A sequence of
relative distingui shed names (one for each class in the containnent
path) is the "distinguished nane" of a managed object. The exanple
gi ven above represents the distinguished nane of a transport
connection. The containment hierarchy is sonetines referred to as
the "nanming tree", because it is used to "nane" a particular instance
of a nmanaged obj ect.

The contai nnent relationship also defines an exi stence dependency
anong its conponents; an object or attribute can "exist" only if the
cont ai ni ng object also "exists." Deletion of an object may result in
deletion of all objects and attributes contained within it.

Al ternately, depending on the definition of the nanaged object,
deletion may be refused until all contai ned managed objects have been
del et ed.
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5.1.1.2.3. The Inheritance Hierarchy

The inheritance hierarchy is constructed by applying the relationship
"inherits properties of" to object classes. An object class may

i nherit properties of another object class; refinement is obtained by
addi ng additional properties. 1In this relationship, the parent class
is called the "superclass" and the inheriting class the "subcl ass."
For exanple, the class "layer entity" nmay be a superclass of "network
entity," which in turn is a superclass of "X 25 network entity."
Attributes defined for "network entity" (e.g., the nunber of packets
sent) are automatically defined for "X 25 network entity” wthout
having to explicitly include themin the definition for the class

"X. 25 network entity." Thus, inheritance serves as a shorthand for
defining object classes using object-oriented nethodol ogy. Each

cl ass (except the topnost) has at |east one superclass, but may have
zero, one, or many subcl asses. Subclasses may in turn have further
subcl asses, to any degree. A special object called "top" is the
ultimte superclass. It has no properties of its own.

The inheritance hierarchy has no rel evance to the nam ng of object
instances. It is useful only insofar as it |eads to a manageabl e and
extensi bl e technique for the definition of object classes.

5.1.2. The Internet SM

The Internet SM [2] is designhed to be a protocol -i ndependent SM
that can be used with both SNMP and CMP. For this reason, it is
necessary for any managenent protocol that uses this SM to show how
it isto be interpreted in a protocol-specific manner. This is done
for CMP in this meno.

The Internet SM indicates both how to identify nanaged objects and
how to define them The Internet SM defines a registration subtree
rooted at { iso(l) org(3) dod(6) internet(1l) } for the sake of

regi stering OBJECT | DENTI FIERs to be used for uniquely identifying
managed objects. The current Internet SM specifies the format for
defining objects in terns of an "object type" tenplate and an

associ ated OBJECT-TYPE ASN. 1 macro. An object type definition
contains five fields: a textual nane, along with its correspondi ng
OBJECT I DENTI FI ER; an ASN.1 syntax; a definition of the semantics of
the object type; an access (read-only, read-wite, wite-only, or
not - accessible); and a status (nandatory, optional, or obsolete).
The current Internet SM does not provide any nmechani sm for defining
actions or events associated with a managed obj ect.

I n describing managenent information, the current Internet SM does

not use the notions of "object class" and "attribute"” found in the
ISOSM. Only the concepts of "object type" and "object instance"

Warrier & Besaw [ Page 22]



RFC 1095 CMOoT April 1989

are used. The Internet SM shows how to define object types; it

| eaves the specification of object instances as a protocol -specific
matter. The current Internet structure of nanagenment information is
sinmpler and less rich than the corresponding | SO structure. The | SO
SM nakes a distinction between sinple "attributes,” which can be
viewed as "leaf objects" that are the | owest el enents of the

contai nment hierarchy, and conposite "nanaged objects" that belong to
an "object class" and have a structure associated with them (that is,
can contain attributes). The Internet SM does not draw this

di stinction; both sinple and conmposite "objects" are defined as
"object types.” What structure is associated with objects in the
Internet SM is defined through the deliberate attenpt to structure
the I ower part of the Internet registration tree according to

contai nment principles. (Objects that are considered "attributes" of
ot her containing objects are defined directly below themin the
object registration tree.) This results in a certain | ack of
flexibility, since the registration hierarchy is inplicitly used to
define the containnment hierarchy. This neans that the Internet SM
does not contain a nechanismfor defining contai nment rel ationshi ps
that do not happen to coincide with the registration hierarchy. 1In
interpreting the Internet SM for use with CMP, it is necessary to
overcone this limtation

5.2. The Managenent |nfornation Base

The Managenent |Infornmation Base (MB) is a "conceptual repository of
managenment information." It is an abstract view of all the objects in
the network that can be nmanaged. Note that the MB is conceptual in
that it does not carry any inplications whatsoever about the physica
storage (main nenory, files, databases, etc.) of nanagenent
informati on. The SM provides the guidelines for defining objects
contained in the MB.

The CMOT approach will use the Internet MB based on the Internet SM
descri bed above. The first version of the Internet MB, which is the
product of the IETF M B working group, is defined in RFC 1066 [ 3].

It contains objects divided into eight groups: system interfaces,
address translation, IP, ICW, TCP, UDP, and EGP. In addition, the
Internet SM provides for future versions of the Internet MB and a
means for otherwi se extending the M B through the registration of
managed objects under "private" and "experinmental” branches of the
object registration tree. Appendix B provides a protocol -specific
interpretation of the first version of the TCP/IP MB defined in [3]
so that it can be used with CMOT. This interpretation is based on a
strai ghtforward mapping of the current Internet SM to the |1SO SM
(section 5.3).

The initial version of the Internet M B concentrates on defining
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obj ects associated with various Internet protocols. It is expected
that future versions of the Internet MB and various extensions will
provide a nuch richer set of objects to manage, including nmanagenent

i nformati on about a variety of network devices and systems. Thus, an
expanded M B wi Il allow w de-rangi ng and powerful managenent using

t he CMOT appr oach.

5.3. An Interpretation of the Internet SM

In order to use CMP to convey information defined in terns of the
Internet SM, it is necessary to show how object instances are
specified and to provide the necessary structure for differentiating
object class and attributes. These objectives are both net by
separating the contai nnent hierarchy used for nam ng objects fromthe
regi stration hierarchy and by inposing an "object class" structure on
the Internet SM. Using the technique of inposing an object class
structure does not replace or redefine the object definitions in the
Internet MB; it nerely provides a necessary gloss or commentary on a
MB defined in terns of the Internet SM. For exanple, Appendix B
ref erences the "object type" definitions found in [3], but inposes
addi tional structure on them

This object class definition derives froma sinplified version of the
OBJECT- CLASS nacro defined in the 1SOSM [19]. The nore conpl ex
definition is not needed for present purposes. (The object class
definition presented here could be extended in the future to show
what actions and events are associated with a managed object.) The
obj ect class definition has the follow ng fields:

OBJECT CLASS:
A textual name, terned the OBJECT CLASS DESCRI PTOR, for the object
class, along with its correspondi ng OBJECT | DENTI FI ER

Definition:
A textual description of the object class.

Subcl ass O :
The OBJECT CLASS DESCRI PTOR of the object class that is the
supercl ass of this object class. This field is used for indicating
the inheritance rel ati onship.

Superi ors:
A list of OBJECT CLASS DESCRI PTORs of the possible superior object
classes of this object class. This field is used for indicating
the contai nnent rel ati onship.
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Nanes:
A list of OBJECT DESCRI PTORs identifying the OBJECT TYPES that are
the distinguished attributes of this object class. (The OBJECT-
TYPE macro is defined in RFC 1065). Attributes listed here wll
normal ly be present in the Attribute field of the object class
definition. This field is used for indicating what attributes
nmust be present in the relative distinguished nanme that indicates
an instance of this object class.

Attributes:
A list of OBJECT DESCRI PTORs identifying the OBJECT TYPES that are
attributes of this object class. (The OBJECT-TYPE nacro is defined
in RFC 1065). This field is used for indicating the attributes
that are contained in this object class.

This object class definition satisfies our objectives for
interpreting the Internet SM for use by CMP. The Attributes
field shows what attributes are contained in this object class;
this makes the necessary distinction between object classes and
attributes required by CMP. Instead of referencing an
"attribute" def inition (as is done in the 1SO SM), the
Attributes field references the "object type" definition found in
RFC 1065 and used to define the Internet-standard M B in RFC 1066.
The nane, syntax, and access information required for attributes
is contained in the "object type" definition. Two things are
requi red for specifying an instance of a nmanaged object: a

contai nnment rel ationship determ ning a sequence of object classes
and a neans for specifying the distinguished attributes for an
object class. The Superiors field nakes the contai nment
relationship explicit; it is no longer nerely a function of the
registration tree. The Nanes field nakes it possible to indicate
the di stinguished attributes for an object class required for
giving instance information. Thus, the object class definition
makes it possible to specify an object instance using CMP.

5.3.1. bject Cass and Attributes

The mappi ng of managenent information to the CM S paraneters Managed
oj ect Class and Attribute Identifier List now becomes apparent.

5.3.1.1. nject d ass
The CM S Managed Object C ass paraneter is the OBJECT | DENTI FI ER
assigned to the particular object class. For exanple, the Managed
hject Class for the object class "ip" (as defined in Appendix B) is

{ nib4} =1.3.6.1.2.1.4.
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5.3.1.2. Attribute Identifier

The CM S Attribute Identifier List parameter is a list of Attribute
Identifiers. An Attribute Identifier can be either global or |ocal
If it is global, then it is the OBJECT | DENTI FlI ER assigned to the
attribute (i.e., "object type") that is being indicated. For
exanpl e, the global Attribute Identifier for the attribute

"i pForwarding" (as defined in [3]) is

{ipl} =1.3.61.21.4.1.

If the Attribute lIdentifier is local, it is an integer that is the
| ast conponent in the OBJECT | DENTIFIER identifying the object. For
i pForwardi ng, the local Attribute lIdentifier is 1. In the case where

the local identifier is used, the |eading conmponents of the OBJECT
| DENTI FI ER for the attribute nust be the OBJECT | DENTIFI ER of the
contai ning object class. This is true for the interpreted Internet
M B defined in Appendix B, but may not be true generally. The loca
identifier is intended to be interpreted relative to the Managed
hject Class field of the CMP PDU. Wen a local Attribute
Identifier is encountered in a CMP PDU, the global formof the
identifier is formed by prepending the OBJECT I DENTIFIER in the
Managed Object Class field to the local identifier. This is valid
only when scoping is not used (i.e., scoping is "baseChject"). |If
scoping is used, then the global formof the Attribute lIdentifier
nmust be used instead of the local form

5.3.2. Managenent Information H erarchies

The follow ng sections show how t he three managenent i nfornation
hierarchies are to be understood for the interpreted Internet SM.

5.3.2.1. The Registration Hierarchy

The registration hierarchy is the global object registration tree
described in [2]. It is used nerely for assigning identifiers for
obj ect classes and attributes (i.e., "object types" in RFC 1065).

5.3.2.2. The Contai nment Hi erarchy

As descri bed above, the containnment hierarchy is used to specify an
obj ect instance. The Nanes field of the object class definition
contains the distinguished attributes for the object class. The
OBJECT | DENTI FI ER naming the "attribute" together with its value is
called an attribute value assertion. A set of attribute val ue
assertions (one for each distinguished attribute) is the relative

di stingui shed nane associated with that object class. The sequence
of relative distinguished nanmes for each of the object classes in the
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contai nment hierarchy to which a nanaged object belongs is the
di stingui shed name of the object. An object instance is fully
specified by a distingui shed nane.

Let us take a concrete exanple from Appendi x B. How would we
represent an instance of an entry in the IP routing table? W begin
by examining the object class in question (ipRouteEntry) and use the
Superiors field to find the superior class in the contai nment

hi erarchy (ipRoutingTable). This process continues until we
construct the followi ng contai nment path of object classes: system

i p, ipRoutingTable, ipRouteEntry. Now for each of these object

cl asses, we inspect the Nanes field to find the distinguished
attribute for that object class. |If no Nanes field is present (as is
the case for "ip" and "ipRoutingTable"), then no instance infornmation
is required at that level. Both "systenl and "i pRouteEntry" have
Name fields to show what information is expected at that level. Wth
this information, we can construct the follow ng distingui shed nane
specifying an instance of an IP routing table entry:

baseManagedhj ect | nst ance {
di stingui shedName {
rel ativeD stingui shedNane { -- system
attri but evVal ueAssertion {
attributeType { cnotSysten D }
attribut eval ue "gatewayl. acne. cont'

}
b
rel ativeD stingui shedNane { -- i pRouteEntry
attri but evVal ueAssertion {
attributeType { ipRouteDest }
attributeVal ue 10.0.0.51
}
}

If the systeminstance information is not present, then it is assuned
to be the systemw th which the nanagenment association is established
(i.e., the systemreceiving the request).

Note that the object instance tree can contain conponents of the

di stingui shed name that are outside the nmanaged system (node). This
enabl es referenci ng of objects across nanagenent donains (there could
be an object class "domain") and across a collection of nodes. 1In a
networ k where several internedi ate managers may be involved in a
request, each internedi ate manager can use the "system portion of
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the nane to determ ne where to send a request or result. This
techni que of naming treats each internedi ate nanagi ng systemas a
proxy manager. The proxy manager resolves the address of the next
node in the chain and may use a different protocol to transfer the
request or result. Thus, the "systeni instance information can be
used to nane devi ces being nanaged by proxy.

5.3.2.3. The Inheritance Hi erarchy

The Internet SM does not use the inheritance rel ationship. The
"Subclass O" field is present in the object class definition to show
how the inheritance relationship would be represented and to all ow
for future extensibility. 1t is not used for any of the object

cl asses defined in Appendi x B

5.4. Scoping, Filtering, and Synchronization

Wthin sonme services, CMS provides additional capabilities that are
related to the SM. These are the scoping, filtering,

synchroni zation, and linked-reply facilities. The presence of these
facilities are indicated by the Miultiple Cbject Selection Functiona
Unit defined in CMS [11].

These facilities provide the manager with the ability to operate on a
col l ection of nanaged objects, rather than a single object. The

sel ection of multiple objects occurs in two phases: scoping and
filtering. Scoping is used to identify the managed objects to which
a filter is to be applied. Then filtering is used to select a subset
of managed objects that satisfy certain conditions. |If scoping is
not used, only the "base" nanaged object indicated by the CMS
Managed Object C ass paraneter is inplied. An exanple of the use of
scoping and filtering for selecting a particular nmanaged object (a
table entry) is given in one of the sanple protocol exchanges found

i n Appendi x C

5.4.1. Scoping

Scoping is nmeant to be understood in terns of the contai nment
hierarchy. A position at a certain level of the containnment tree is
defined by the CM'S Managed Object O ass paraneter. The CM S Scope
paraneter is then interpreted relative to this "base" nanaged object
(defined by both object class and object instance). The Scope
paraneter can be used to select the base object alone, all nanaged
objects in the entire subtree (of the containnment tree) bel ow the
base object, or all nmanaged objects in the "n"th level (n =1, 2,
3,...) below the base object.
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5.4.2. Filtering

Wthin the objects selected as a result of the scope paraneter, it is
possible to further refine the selection of managed objects through
the use of filtering. Filtering provides the ability to select a
subset of these objects based on conditions applied to attributes
(e.g., IProuting table entries with the "i pRouteAge > 100") and

| ogi cal operations (and, or, not).

5.4.3. Synchronization

When mul ti pl e nanaged obj ects have been sel ected using scoping and
filtering, the question of synchronization across object instances
(such as multiple IP routing table entries) arises. The two possible
choices are "best effort” and "atomic." |If "best effort”

synchroni zation is selected, the failure to apply an operation (e.qg.
M SET) to one instance of an object does not affect the effort to
apply this operation to other instances of the object. |If "atomc"
synchroni zation is selected, then the operation is either perforned
on all object instances selected or none. The default

synchroni zation is best effort.

5.4.4. Linked Replies

If the reply to a single request for a set of managed objects results
in nore than one managed object being returned, all of these managed
obj ects cannot be returned together in a single CMP response PDU
The reason for this is that the structure of the CMP response PDU
only has a single field for containing object instance information

Si nce each managed object has its own instance infornmation, each
managed object nust be returned in a separate CMP PDU. In such a
case, the CMP Linked Reply PDU is used. The Linked Reply PDU

provi des a neans of associating each of the nultiple replies with the
original request that generated them Thus, a single CMP Get

Request PDU that uses scoping and filtering would result in zero or
nore CM P Linked Reply PDUs being returned before a final CMP Get
Result PDU

A linked reply can also be used to segnment a CM P response pertai ning
to a single managed object. This would only be necessary if UDP is
bei ng used as the underlying transport and it is not possible to
return all the information requested about the nmanaged object in a
singl e response PDU subject to the size linmtations described in
section 10. 2.

5.5. Accessing Tabl es

This section explains how to use the interpreted Internet SM and MB
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to access tables.
5.5.1. Accessing Wiol e Tabl es

A whol e table is accessed by specifying the object class of the
table, indicating a scoping |level of one, and not providing an
attribute identifier list. The CMS standard [11] specifies that if
the attribute identifier paraneter is not present, then all attribute
identifiers are assuned. The following CM S paraneters woul d be used
to return the entire TCP connection table:

bj ect Class: { tcpConnTable }

bj ect Instance: "enpty" (unless proxy nmanagenment is used)
Scope: onelLevel (1)

Filter: not present

Attribute lIdentifier List: not present

By scoping one |level below "tcpConnTable," all nanaged objects of the
class "tcpConnEntry" are selected. (The object class "tcpConnEntry"
is the only object class one |level below the object class
"tcpConnTabl e" in the contai nment hierarchy.) The absence of an
attribute identifier list signals that all attributes of the nanaged
object are to be returned (i.e., all fields of the TCP connection
table entry).

In reply to this request, each entry of the table will be returned in
a separate CM P PDU (either a Linked Reply PDU or a Get Result PDU).
Each reply CM P PDU will specify the Object dass "tcpConnEntry" and
the appropriate Object Instance information for that entry, as well
as an Attribute List giving the values of each of the fields of the
table entry.

5.5.2. Accessing Table Entries

An entire table entry is accessed by specifying the object class of
the table entry, providing a distinguished nane specifying the
instance of the table entry, and not providing an attribute
identifier list. As seen above, the absence of the attribute
identifier list paranmeter indicates that all attributes are assuned.
The absence of a scope paraneter indicates that the base managed
object class is intended. The following CMS paraneters would be
used to return the entire IP routing table entry for which the field
"i pRout eDest" has the value 10.0.0.51

hject Cass: { ipRouteEntry }

bj ect Instance: { ipRouteDest, 10.0.0.51 }
Scope: not present

Filter: not present
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Li st: not present

a single CMP Get Result PDU with an

of all of the attributes (i.e., fields) of
correspondi ng val ues.

refers to a table entry and no instance

information is provided to select a particular entry, then a
"noSuchObj ect I nstance” CM P error should be returned.
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Part Il: Protocol Agreenents
6. CMOT Protocol Overview

This part of the docunent is a specification of the protocols of the
CMOT architecture. Contained herein are the agreenents required to

i mpl enent i nteroperabl e network nmanagenent systens using these
protocols. The protocol suite defined by these inplenentors
agreenments will facilitate comunication between equi pnent of

di fferent vendors, suppliers, and networks. This will allow the
energence of powerful nultivendor network managenent based on | SO
nodel s and protocols.

The choice of a set of protocol standards together with further
agreenments needed to inplenent those standards is comonly referred
to as a "profile." The selection policy for the CMOT profile is to
use existing standards fromthe international standards community
(1SO and CCITT) and the Internet comunity. Existing |ISO standards
and draft standards in the area of OSI network nmanagenent formthe
basis of this CMOT profile. Oher |1SO application |ayer standards
(RCSE and ACSE) are used to support the | SO nanagenent protoco
(CMP). To ensure interoperability, certain choices and restrictions
are nade here concerning various options and paraneters provided by
t hese standards. I nternet standards are used to provide the
underlying network transport. These agreenents provide a precise
statement of the inplenentation choices nmade for inplenenting |ISO
net wor k managenent standards in TCP/|P-based internets.

In addition to the Netman working group, there are at |east two other
bodi es actively engaged in defining profiles for interoperable CSI
net wor k managenent: the National Institute of Science and Technol ogy
(NI ST) Network Managenment Special Interest Goup (NVBIG and the GCSl
Net wor k Managenment Forum Both of these groups are similar to the
Net man wor ki ng group in that they are each defining profiles for
using | SO standards for network nmanagenent. Both differ in that they
are specifying the use of underlying | SO protocols, while the Netnan
wor ki ng group is concerned with using OSI nmanagenent in TCP/IP
networks. In the interest of greater future conpatibility, the

Net man wor ki ng group has attenpted to nmake the CMOT profile conform
as closely as possible to the ongoing work of these two bodies.

6.1. The CMOT Protocol Suite
The foll owi ng seven protocols conpose the CMOT protocol suite: |SO
ACSE, I1SODIS ROSE, I1SOD S CMP, the lightweight presentation

protocol (LPP), UDP, TCP, and IP. The relation of these protocols to
each other is briefly summarized in Figure 2.
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Figure 2. The CMOT Protocol Suite
6.2. Confornance Requirenents

A CMOT-conf ormant system nust i nplenent the follow ng protocols:

ACSE, ROSE, CM P, LPP, and IP. A conformant system nust support the
use of the LPP over either UDP or TCP. The use of the LPP over both
UDP and TCP on the sane system nay be supported. A conformant system
need not support all CM S operations. A conformant system nust,
however, support at |east one of the functional unit groups
(indicating a set of supported services) defined in section 7.1.3.

The service and protocol selections are described in greater detail

in the followi ng sections.

6.3. Abstract Syntax Notation
The abstract syntax notation for all of the application service

el ements of the CMOT protocol suite is Abstract Syntax Notation One
(ASN. 1) [5]. The LPP is also defined using ASN.1. The basic
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encoding rules used for ASN. 1 are specified in [6]. Both definite-
I ength and indefinite-length encodings are expressly permtted.

7. Common Managenent |Information Service El enent

The Conmon Managenent | nfornation Service Elenent (CMSE) is
specified in tw | SO docunents. The service definition for the
Common Managenent | nformation Service (CMS) is given in ISODIS
9595-2 [11]. The protocol specification for the Conmmon Managenent
Information Protocol (CMP) is found in 1SO DS 9596-2 [12].

7.1. CMS Services
7.1.1. CMS Services Overview

Al'l of the CMS services listed in Table 1 are allowed with the CMOT
approach: MIN TIALI SE, M TERM NATE, M ABORT, M EVENT- REPORT, M CET,
M SET, M ACTI ON, M CREATE, and M DELETE. The specific services
supported by a systemwi ||l be determ ned by the functional unit group
or groups to which a system bel ongs.

7.1.2. Functional Units

The CM S services supported are designated in terns of functiona
units [11]. Each functional unit corresponds to the invoker or
performer aspect of a particular service. (The terns "invoker" and
"performer" are taken from ROSE and refer to the caller of and
responder to a renote operation, respectively.) The "stand al one"
functional units associated with each of the nanagenent services are
given in Table 2 as functional units 0-17. The nunber follow ng the
nane of each functional unit in the table is defined by CMP [12] to
identify that particular functional unit. The functional units are
used by the CM SE-service-user at the tinme of association
establishnent to indicate which services it is willing to support.
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e S Foomonn +
| Functional Unit | Service Primtives | Mode
s R oo +
| conf. event report invoker(0) | M EVENT- REPORT Req/ Conf| C |
| conf. event report performer(1l) | MEVENT-REPORT Ind/Rsp | C |
| event report invoker(2) | M EVENT- REPORT Req | U |
| event report perforner(3) | M EVENT- REPORT | nd | U |
| confirned get invoker(4) | M GET Reg/ Conf | NVA
| confirned get performer(5) | MCET Ind/ Rsp | NVA
| confirned set invoker(6) | M SET Req/ Conf | C |
| confirned set performer(7) | M SET Ind/Rsp | C |
| set invoker(8) | M SET Req | U |
| set performer(9) | MSET Ind | U |
| confirned action invoker(10) | M ACTI ON Req/ Conf | C |
| confirned action performer(11) | MACTION I nd/Rsp | C |
| action invoker(12) | M ACTI ON Req | U |
| action performer(13) | M ACTION Ind | U |
| confirned create invoker(14) | M CREATE Regq/ Conf | NVA
| confirned create performer(15) | M CREATE | nd/Rsp | NVA
| confirned del ete invoker(16) | M DELETE Req/ Conf | NVA
| confirned delete performer(17) | M DELETE Ind/Rsp | NVA |
| multiple reply(18) | Linked ldentification | NA
| multiple object selection(19) | Scope, Filter, Sync. | NA
| extended service(20) | Extended Presentation | NA

C = confirned, U = non-confirmed, N A = not applicable
Table 2. Functional Units

In addition to the stand al one functional units, there are three
additional functional units. |If any of these additional functiona
units are selected, then at | east one of the stand al one functiona
units nmust be selected. The nultiple reply functional unit makes
avail abl e the use of the linked identification paraneter in the

sel ected stand al one functional units. This makes possible the use
of linked reply (nultiple CMP PDU responses to a single request).
The mul tiple object selection functional unit nmakes avail abl e the use
of the scope, filter, and synchronization paraneters in the selected
stand al one functional units. |If the nultiple object selection
functional unit is selected, then the multiple reply functional unit
must al so be selected. The extended services functional unit nakes
avai |l abl e presentation | ayer services in addition to the P-DATA
service. Selecting this functional unit has no effect in the context
of CMOT, since the Iightweight presentation |ayer provides only

nm ni mal |1 SO presentation services.
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7.1.3. Functional Unit G oups

In order to assist in the reduction of code size and conplexity for
different types of devices, a nunber of "functional unit groups" have
been defined. Each of these groups indicates a set of services
defined for either a nanager or an agent. The "negotiation"

concer ni ng which functional unit groups are supported is done by
nmeans of the Functional Units parameter of the MIN TlIALI SE service
(see section 7.1.4.1). There are five functional unit groups for
managers: Event Monitor, Mnitoring Manager, Sinple Manager,

Control ling Manager, and Full Manager. Each functional unit group is
a superset of the preceding group. There are five functional unit
groups for agents: Event Sender, Mnitored Agent, Sinple Agent,
Controll ed Agent, and Full Agent. Again, each functional unit group
is a superset of the preceding group. The operations supported for
each functional unit group are sunmarized in Table 3.

e e e e e R +--m - - +--m - - Fom e e R +--m - - R +
| | Event | Get | Set |Create/|Action|Milt.|Mlt. |
| Functional Unit | Report | | | Delete | | Repl y| Qbj ect |
| Groups | | | | | | | Sel ect |
e e e a - Hom - - L L Fomm - Hom - - L Hom - - +
| 1. Event MNonitor | U | no | no | no | no | no | no |
| 2. Event Sender | U | no | no | no | no | no | no |
| 3. Monitoring Myr. | U | yes | no | no | no | no | no |
| 4. Monitored Agent | U | yes | no | no | no | no | no |
| 5. Sinple Manager | U | yes | C | no | no | yes | no* |
| 6. Sinple Agent | U | yes | C | no | no | yes | no* |
| 7. Controlling Myr.| U | yes | UC| yes | no | yes | yes |
| 8. Controlled Agent| U | yes | UWC | yes | no | yes | yes |
| 9. Full Manager | WC | yes | UWC| yes | WC | yes | yes |
| 10. Full Agent | WC | yes | UWC| yes | WC | yes | yes |
o m e e e e e oo [ F--- - F--- - S [ F--- - [ +

C = confirmed, U = non-confirned

* Sinple Managers and Agents nust support "oneLevel" scoping for all
and only those cases where it is required to access a whole table
and may support synchronization other than "best effort"; no support
for filtering is required.

Table 3. Functional Unit G oups

A conformant system nust support at |east one of these functional
unit groups. A system nay support both a manager group and an agent
group. A systemonly needs to inplenment the services and service
primtives required for the groups that it supports. |In addition, a
system nmay support services that are not required by any group that
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it supports.
7.1.4. MINTIALI SE Paraneters
The M INTIALISE service is provided by the ACSE A- ASSCCI ATE servi ce.

The paraneters for the MIN TIALI SE service are defined in [11] and
summari zed in Table 4.

o m e e e e e e me o oo S S +
| Parameter Name | Reg/Ind | Rsp/Conf |
e e e a - S S +
| Functional Units | Mandatory | Mandatory |
| User Information | Optional | Optional |
| Access Control | Optional | Optional |
o m e e e e e e me o oo S S +

Table 4. M I N TI ALI SE Par anet er s

Notice that the further agreenent has been nmade that the Functional
Units paraneter is mandatory at all tinmes. The MIN TIALISE
paraneters are conveyed as ACSE user information in the ACSE request
PDU.

7.1.4.1. Functional Units

The exchange of functional units between the initiating CM SE-

servi ce-user and the responding CM SE-service-user is required. This
allows the CM S-service-users to informeach other which functional
units are supported. CMP [12] defines a 21-bit BIT STRINGto
communi cate which functional units are supported. A functional unit
is supported if the corresponding bit in this bit string is one. The
correspondence between functional units and functional unit groups is
given in Table 5. The left colum gives the functional unit
corresponding to a particular bit position. The nunbers along the top
of the table indicate the functional unit group (the nunbers of the
functional unit groups are given in Table 3). The various col ums

i ndi cate the value of each bit for a particular functional unit

group.
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| Functi onal Unit

event report invoker(0)
event report perf. (1)
report invoker(2)

report performer(3)

| confirmed get invoker(4)

| confirmed get perforner(5)

| confirmed set invoker(6)

| confirmed set perforner(7)

| set i nvoker(8)

| set performer(9)

| confirmed action invoker(10)

| confirmed action perforner(11)
| action invoker(12)

| action performer(13)

| confirmed create invoker(14)

| confirmed create performner(15)
| confirmed del ete invoker(16)

| confirmed del ete perforner(17)
[ multiple reply(18)

| mul ti pl e object selection(19)
| ext ended servi ce(20)

supported, O not

Tabl e 5.

The "negoti ation"

usi ng functiona
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with the protocol
7.1.4.2. User Information

The User Information parameter is optional. No entity is required to
send this paraneter, but all entities are expected to tolerate
recei pt of it.

One possible use of the User Infornation paranmeter is to convey

i nformati on descri bing M B extensions supported by the manager or
agent. This can be viewed as a further way of refining the
application context. The nechanismfor doing this is not defined at
this tinme.

7.1.4.3. Access Contro

The CM'S M I NI Tl ALI SE Access Control paraneter is optional. Access
control is supported on a per association basis using ACSE. It is
recomended (but not required) that the access control paraneter be
used for each A-ASSOCI ATE request (via M| N TIALI SE)

Access control is also possible on a per request basis with the CM S
Access Control paraneter. This paraneter m ght be used to inplenent
security simlar to the community access rights nechani sm provi ded by
SNWP [4]. It is expected that the Access Control paraneter wll be
used to inplement the standard TCP/I P aut hentication mechani sm once
this has been defi ned.

7.2. Supporting Services

The M I N TIALI SE, M TERM NATE, and M ABORT servi ces assune the use of
ACSE. The followi ng ACSE services are required: A ASSCCl ATE, A-
RELEASE, A- ABORT, and A-P-ABORT. The rest of the CM P protocol uses
the RO | NVOKE, RO RESULT, RO ERROR, and RO REJECT services of ROSE.

7.3. CMP Agreenents

The follow ng sections contain specific CMP agreenents in addition
to those specified in the CMP standard [12].

7.3.1. I nvoke ldentifier

It is required that there be a unique invoke identifier (present in

the ROSE PDU) for successive invocations on the sane association

The invoke identifier is provided by the invoking CM SE-service-user
I nvoke identifiers should increase nonotonically during the lifetine
of an association. Semantically, the invoke identifier is a Counter
as defined in [2]. Unique identifiers will allow the detection of
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| ost and duplicate requests.
7.3.2. (bject dass

The object class field of all CMP PDUs shall be linmted to the
"gl obal Formt' choi ce:

hjectdass ::=
CHO CE {
gl obal Form [0] IMPLICIT OBJECT | DENTI FI ER
}

7.3.3. (bject Instance

The object instance field of all CMP PDUs is linted to the
"di sti ngui shedNane" choi ce:

bj ectlnstance :: =
CHO CE {
di stingui shedName [2] IMPLICIT Distingui shedNane
}

The definition for DistinguishedNane is inported fromCCITT X 500 and
| SO DI S 9594-2 [26]:

Di sti ngui shedNane ::= RDNSequence
RDNSequence ::= SEQUENCE OF Rel ativeDi sti ngui shedNane
Rel ati veDi sti ngui shedName ::= SET OF Attri buteVal ueAssertion

The definition for AttributeVal ueAssertion is contained in CMP [12]:

AttributeVal ueAssertion ::= SEQUENCE { Attributeld, AttributeValue }
Attributeld ::=
CHO CE {
gl obal Id [0] IMPLICIT OBJECT | DENTI FI ER
| ocal I d [1] IMPLICI T | NTEGER

}
AttributeValue ::= ANY DEFINED BY attributeld
Those attributes to be used as the distinguished attributes of a
managed object are defined at the time of registration of the object

class and are identified in the NAMES cl ause of the OBJECT- CLASS
macr o.
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When there is no instance information to convey about a managed
object, then the followi ng "enpty" object instance shall be used: The
"di stingui shedNane" choi ce of bjectlnstance shall be an RDNSequence
consi sting of a SEQUENCE of one Rel ativeDi stingui shedNane. That

Rel ati veDi sti ngui shedNane shall be an enpty SET of

Attri but eVal ueAsserti ons.

7.3.4. Access Contro

The access control paraneter is optional. The receipt of this
paraneter nust be tolerated (i.e., gracefully accepted), but a
receiving entity is free to ignore this information. The Access
Control field is defined in [12] as EXTERNAL. Until a nore

sophi sticated access control mechanismis defined, sinple

aut henti cation can be acconplished by using an unencrypted password
in the access control field. The definition of this EXTERNAL is the
same as that for the ACSE Access Control field (section 8.3.2).

7.3.5. Synchronization

Support for "best effort" synchronization is required. Atonic
synchroni zati on may al so be supported, but is not required.

7.3.6. Scope

Scoping is supported if the nmultiple object selection functional unit
is selected. |If scoping is supported, all values of the scope field
shal | be support ed.

7.3.7. Filter

Filtering is supported if the multiple object selection functiona
unit is selected. |If filtering is supported, it is not required that
all features of filtering be supported. The followi ng are the
mnimal filtering requirenents for any systemthat supports
filtering. Inthe CMP field CMSFilter, at |east two instances of
the binary operators ("and," "or") nust be supported. Support for
additional instances of these operators is not required. Double
"not" need not be supported. In Filterltem the arithnetic
operations ("equality", "greaterOrEqual," "lessOrEqual ") mnust be
supported. The "present” choice of Filterltem nust al so be
supported. It is not required to support string operations (nanely,
the "substrings" choice of the Filterltemtype). Thus, the m ninal
requirenents for filtering yield this restricted definition of
Filterltem
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Filterltem::=

CHO CE {
equality [0] AttributeVal ueAssertion
greaterOrEqual [2] AttributeVal ueAssertion
| essOr Equal [3] AttributeVal ueAssertion
pr esent [4] AttributelD

}

7.3.8. Attribute ldentifier

Both choices for the CMP Attributeld field are all owed:

Attributeld ::=
CHO CE {
globalld [0O] IMPLICIT OBJECT | DENTI FI ER,
| ocal I d [1] IMPLICIT | NTEGER

The "globalId" formof Attributeld is required if scoping is used
(i.e., the value of the scope field is other than "baseGbject").

7.3.9. Event Type ldentifier
Both choices for the CMP EventTypeld field are all owed:
Event Typeld :: =
CHO CE {

globalld [6] IMPLICIT OBJECT | DENTIFI ER,
localld [7] IMPLICIT I NTEGER

7.3.10. Action Type ldentifier

Bot h choices for the CM P ActionTypeld field are all owed:

ActionTypeld ::=

CHOI CE {
global 1d [2] IMPLICIT OBJECT | DENTIFI ER
localId [3] IMPLICIT I NTEGER

}
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The "global Id" formof ActionTypeld is required if scoping is used
(i.e., the value of the scope field is other than "baseObject").

7.3.11. Tinme Fields

The "event Tine" field of the mEvent Report Invoke PDU and the m
Event ConfirmedReport | nvoke PDU nust be present.

The "currentTine" field of the followi ng PDUs nust be present: the
m Event Report Confirned Result PDU, the m Get Result PDU, the m Set
Result PDU, the mAction Confirnmed Result PDU, the mCreate Result
PDU, the mDelete Result PDU, the GetListError Error PDU, and the

Set Li stError Error PDU.

All CMP tine fields shall use the ASN. 1 CGeneralizedTi ne type defined
in[5] with 1 mllisecond granularity.

If the systemgenerating the PDU does not have the current tine, yet
does have the tinme since |ast boot, then GeneralizedTi ne can be used
to encode this information. The tinme since |ast boot will be added
to the base tinme "0001 Jan 1 00: 00: 00. 00" using the Gegorian

cal endar algorithm (In the Gregorian calendar, all years have 365
days except those divisible by 4 and not by 400, which have 366.) The
use of the year 1 as the base year will prevent any confusion wth
current tine.

If no meaningful time is available, then the year 0 shall be used in
CeneralizedTine to indicate this fact.

7.3.12. Response PDUs

Bot h the "managedhj ect d ass" and "managedObj ect | nstance" fiel ds nust
be present in the following CMP response PDUs: the m EventReport
Confirmed Result PDU, the mGet Result PDU, the m Set Result PDU, the
m Action Confirned Result PDU, the mCreate Result PDU, the mDelete
Result PDU, the GetListError Error PDU, and the SetlListError Error
PDU. The "nmanagedObj ectlnstance" field nust be present in the
ProcessingFailure Error PDU. The "managedObj ect O ass" field nust be
present in the NoSuchArgument Error PDU.

7.3.13. Error PDUs

The "globalId" formof Attributeld is required for the
NoSuchAttributeld Error PDU and the InvalidAttributeVval ue Error PDU.

8. Association Control Service El enent

The Associ ation Control Service El enent (ACSE), which is necessary
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for establishing and rel easing application associations, is defined
in[7] and [8].

8.1. ACSE Services

The ACSE service description is detailed in 1SO 8649 [7]. Al of the
defined ACSE services are nandatory:

0 A-ASSCCI ATE: This confirnmed service is used to initiate an
application association between application entities.

0 A-RELEASE: This confirned service is used to rel ease an
application association between application entities wthout
| oss of information.

0 A-ABORT: This unconfirmed service causes the abnormal rel ease
of an association with a possible loss of information.

0 A-P-ABORT: This provider-initiated service indicates the
abnormal rel ease of an application association by the
underlying presentation service with a possible |oss of
i nformati on.

Mappi ngs of the ACSE services to presentation services and ACSE APDUs
are shown in Table 6, along with a section reference to | SO 8649 [7].

Fom e e e e e o oo Fomm e e e o - o e e e e e e oo Fom e e e e e o oo +
| ACSE | 1SO 8649 | Rel at ed | Associated |
| Servi ce | Reference | Presentation Service | APDUs |
T R e e e e e e oo T +
| A- ASSOCI ATE | 9.1 | P- CONNECT | AARQ AARE |
| A-RELEASE | 9.2 | P- RELEASE | RLRQ RLRE |
| A- ABORT | 9.3 | P- U- ABORT | ABRT |
| A-P-ABORT | 9.4 | P- P- ABORT | (none) |
S B S e e e e a - S +

Table 6. Mappi ng of ACSE Services

8.2. Supporting Services
ACSE wi Il rmake use of the followi ng | SO presentation | ayer services:

P- CONNECT, P- RELEASE, P-U ABORT, and P-P- ABORT. These presentation
services will be provided by the LPP [13].
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8.3. ACSE Protoco

The ACSE protocol specification is found in I SO 8650 [8]. Al five
ACSE APDUs specified in the standard are mandatory.

8.3.1. Application Context Nane

The Application Context Nane takes the form of an OBJECT | DENTI FI ER
The val ue of this OBJECT | DENTIFI ER i ncludes both the version of CMOT
bei ng used for this association and the version nunber of the highest
version of the Internet-standard M B supported by the manager or
agent. The application context nane has the follow ng generic form

{ iso(l) org(3) dod(6) internet(1l) nmgnt(2) m b(n)
cnot (9) cnot Version(1l) version-nunber(v) }

where n
v

hi ghest M B versi on supported and
versi on of CMOT supported

For the version of CMOT defined in these agreenents, "version-nunber”
has the value of one (1). This version of CMOT inplies the versions
of the 1SO protocols specified in this neno (see Figure 2).

8.3. 2. User | nformation

The following CMS MIN Tl ALI SE paraneters are all mapped onto the

ACSE User Information paraneter: Functional Units, User Information
and Access Control. (See section 7.1.4 for nore information on the
CMS MINTIALI SE paraneters.) ACSE User Infornmation is defined in

| SO 8650 as foll ows:

Associ ation-information ::= SEQUENCE OF EXTERNAL
The ASN. 1 defined type EXTERNAL, which is defined in section 35 of
| SO 8824 [5], requires both an OBJECT | DENTI FIER for identification
and an associ ated ASN. 1 encodi ng.
The OBJECT | DENTI FI ER and syntax associated with the ACSE Functiona
Units EXTERNAL definition are found in [12]. The OBJECT IDENTIFIER is
defined as { iso(1l) standard(0) ips-osi-mps(9596) cmi p(2) version(l)
acse(0) functional-units(0) } and the syntax is a BIT STRI NG

The EXTERNAL definition for User Information is left unspecified at
this time; it will be defined in a future neno.

If sone form of access control is required, a sinple unencrypted
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password can be used. The EXTERNAL for this sinple access control
will use the OBJECT | DENTI FI ER { cnot AcseAccessControl } (Appendix A)
and the syntax OCTET STRING A nore sophisticated authentication
mechanismwi ||l be defined with another EXTERNAL definition in a
future meno.

8.3.3. Presentation Service Paraneters

The val ues and defaults of paraneters to the ACSE prinmtives that are
given to the presentation service are specified in RFC 1085 [13].

For the Presentation Context Definition List paraneter to the P-
CONNECT service [13, p. 10], the value of the Abstract Syntax Nane
associated with the Presentation Context Identifier of value one (1)
shall be identical to the OBJECT | DENTIFI ER used for the Application
Cont ext Name (section 8.3.1).

The Quality of Service paraneter shall have the value of either
"tcp-based" or "udp-based.”

9. Renote Operations Service El enent

The Renote Operations Service Element (ROSE), which provides the
ability to invoke renote operations, is specified in | SO 9072-1 [9]
and 9072-2 [10]. ROSE can only be used once an associ ati on has been
est abli shed between two application entities. ROSE is used to
support CM SE; it is not intended to be used directly by managenent
application processes.

9. 1. ROSE Servi ces

The ROSE service definition is detailed in 1SO 9072-1 [9]. Al of
the defined ROSE services are mandatory:

0 RO INVCKE: This unconfirned service is used by an invoki ng
ROSE- user to cause the invocation of an operation to be
perfornmed by an i nvoked ROSE-user.

0 RO RESULT: This unconfirmed service is used by an invoked
ROSE-user to reply to a previous RO INVCKE indication in the
case of a successfully perfornmed operation.

0 RO ERROR This unconfirnmed service is used by an invoked
ROSE-user to reply to a previous RO INVOKE indication in the
case of an unsuccessfully performed operation.

0 RO REJECT-U. This unconfirmed service is used by a ROSE-user
to reject a request (RO INVOKE indication) of the other
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ROSE-user if it has detected a problem It may al so be used
by a ROSE-user to (optionally) reject a reply (RO RESULT
i ndi cation, RO ERROR indication) fromthe other ROSE-user.

0 RO REJECT-P: This provider-initiated service is used to advise
a ROSE-user of a problem detected by the ROSE-provider.

Mappi ngs of ROSE services to | SO presentation services and ROSE APDUs
are shown in Table 7, along with a section reference to | SO 9072-1

[9].

T R e e e e e e oo T +
| RCSE | SO 9072-1 | Rel at ed | Associated |
| Service | Reference | Presentation Service | APDUs |
Fom e e e e e o oo Fomm e e e o - o e e e e e e oo Fom e e e e e o oo +
| RO-INVCKE | 10.1 | P- DATA | RO V |
| RO-RESULT | 10.2 | P- DATA | RORS |
| RO ERROR | 10. 3 | P- DATA | ROER |
| RO REJECT-U | 10. 4 | P- DATA | RORJ |
| RO REJECT-P | 10.5 | P- DATA | RORJ |
Fom e e e e e o oo Fomm e e e o - o e e e e e e oo Fom e e e e e o oo +

Table 7. Mappi ng of ROSE Services

9.2. Supporting Services

RCSE will only make use of the presentation | ayer service P-DATA
This service is provided by the LPP. The followi ng restrictions are
a consequence of the use of the LPP: First, mappings to the Reliable
Transfer Service Element (RTSE) are not possible, since no RTSE is
present. Second, no data token is used with the presentation

servi ces.

9.3. ROCSE Protocol
The protocol specification for ROSE shall follow I SO 9072-2 [10].
Al'l four APDUs specified in the standard are nandatory. |In addition,
the ability to support the correct origination and reception of the
linked-id protocol elenent is required if the nultiple reply
functional unit has been selected (section 7.1.2).

9.3.1. Operation dass

Since no turn managenent is required by ROSE, the Operation C ass
paraneter nmay be ignored.
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9.3.2. Priority

10.

10.

10.

ROSE wil|l deliver each APDU in a "first in, first out" manner. Since
no turn managenent is required by ROSE, the Priority paraneter may be
i gnor ed.

Li ght wei ght Presentation

The specification for the Iightweight presentation protocol (LPP) is
contai ned in RFC 1085, "ISO Presentation Services on top of TCP/IP-
based internets” [13]. The services defined in that nmeno are the

m ni mal set of |SO presentation services required to support ACSE and
ROSE. The protocol specified to provide these services is a

repl acenent for the | SO presentation protocol

1. Lightweight Presentation Services

Al'l of the I SO presentation services provided by the LPP are
mandat ory: P- CONNECT, P- RELEASE, P-U ABORT, P-P-ABORT, and P- DATA.

2. Supporting Services

Depending on the quality of service indicated in the P-CONNECT
request, the LPP will use either UDP (low quality) or TCP (high
quality) as the underlying transport protocol. UDP provides an
unrel i abl e datagram service, while TCP provides a reliable
connection-oriented transport service.

Practically speaking, there are two ways to di scover whether a renote
system supports the LPP over UDP or TCP. The first is to use sone
undefined formof directory service. This nmight be nothing nore than
a local table. The second way is sinply to attenpt to establish an
association with the renote application entity using the desired

quality of service. |If the transport for that service is unavail able
on the renote system then the | ocal presentation-service-provided
will issue a negative P-CONNECT. CONFI RVATION primitive. This will be

interpreted by ACSE as a failure to establish an association with the
desired quality of service

The follow ng well-known UDP and TCP port nunmbers are defined:

cnot nanager 163/tcp
cnot nmanager 163/ udp
chot agent 164/tcp
cnhot agent 164/ udp

When UDP is used, an inplenmentation need not accept a |ightweight
presentati on PDU whose | ength exceeds 484. The purpose of this
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restriction is to ensure that CM P requests and responses can be
transmitted in a single unfragmented | P datagram

10. 3. Lightweight Presentation Protocol

No further agreenents are needed for the |ightweight presentation
protocol defined in RFC 1085.
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Appendi x A - The CMOT Group

CMOT DEFINITIONS ::= BEG N

| MPORTS OBJECT- TYPE FROM RFC1065- SM ;

| MPORTS ni b FROM RFC1066- M B;

cnot  OBJECT IDENTIFIER ::={ nib 9}

-- The followi ng assignments are made for the purpose of
-- identification within CMOT and do not

cnot Ver si on

cnot Acsel nfo
cnot AcseAccessCont r ol

OBJECT | DENTI FI ER ::

OBJECT | DENTI FI ER ::
OBJECT | DENTI FI ER ::

refer to M B obj

{ cnot 1}

{ cnot 2}

April 1989

ects.

{ cnot Acselnfo 1 }

-- The following definition is nade for use in referencing a
-- managed system (for the purpose of proxy managenent)
-- CMP bject Instance field.

-- object.

cnot Syst eml D OBJECT- TYPE

SYNTAX Cnot System D
ACCESS not-accessible

STATUS optiona
:={ crmot 3}

Cnot Systeml D :: = CHO CE {
arbitrary [ O]
proxyl ndex [1]
i net Addr [ 2]
domai nNane [ 3]
mac802Addr [4]

2333333333

rrrrrr-r~r——

It does not represent a M

0000000000

A4 4444444

OCTET

STRI NG

| NTEGER,
| pAddr ess,

CCTET
CCTET
CCTET
OCTET
OCTET
OCTET

STRI NG
STRI NG
STRI NG
STRI NG
STRI NG
STRI NG

OBJECT | DENTI FI ER

n the
B

-- Al'l addresses should be conveyed i n network-byte order

x121Addr [ 5]

nsap [ 6]

net bi osNare [ 7]

snaNamne [ 8]

adm nl d [9]
}
END

Warrier & Besaw
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Appendi x B - Managenent |nfornmation Sunmmary

RFC1066- M B- | NTERPRETATI ON

{ iso org(3) dod(6

DEFI NI TIONS : :

)

internet(1) ngm(2) 1}

BEG N

| MPORTS ngnt, OBJECT- TYPE FROM RFC1065- SM ;

m b OBJECT IDENTIFIER ::= { mgm 1 }
system OBJECT IDENTIFIER ::= { mb 1}
interfaces OBJECT IDENTIFIER ::= { mb 2}
at OBJECT IDENTIFIER ::= { mb 3}
ip OBJECT IDENTIFIER ::= { mb 4}
icnp OBJECT IDENTIFIER ::= { mb 5}
tcp OBJECT IDENTIFIER ::= { nmib 6}
udp OBJECT IDENTIFIER ::={ mb 7}
egp OBJECT IDENTIFIER ::= { nib 8}

-- definition of object class

OBJECT- CLASS MACRO
BEGA N
TYPE NOTATION
VALUE NOTATI ON ::
Subd assOf
Superi ors
Nanes
Attributes
Superi or Li st

Superi or

AttributeList
Attribute

END

-- the System group

Warrier & Besaw

Subd assOf Superiors Nanmes Attributes
val ue( VALUE OBJECT | DENTI FI ER)

"SUBCLASS OF" val ue( OBJECT- CLASS)

| enpty _
"SUPERI ORS" "{" SuperiorList "}"
| empty
"NAMES" "{" AttributeList "}"
| enpty _
"CONTAINS" "{" AttributelList "}"
| enpty
Superior | Superior "," SuperiorlList

val ue( OBJECT- CLASS)

Attribute | Attribute "," Attributelist
val ue( OBJECT- TYPE)
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syst em OBJECT- CLASS

NAMES { cnotSystem D } -- Appendix A
CONTAINS  {
sysDescr,
sysObj ect | D,
sysUpTi me
}
o={ mb 1}

-- the Interfaces group

i nterfaces OBJECT- CLASS
SUPERI ORS { system}
CONTAINS { ifMNunber }
= { mb 2}

i f Tabl e OBJECT- CLASS
SUPERIORS { interfaces }
::={ interfaces 2}

i fEntry OBJECT- CLASS
SUPERIORS { ifTable }
NAMES { iflndex }
CONTAI NS {
i flndex,
i f Descr,
i f Type,
i fMu,
i f Speed,
i f PhysAddress,
i f Admi nSt at us,
i f Oper St at us,
i f Last Change,
i flnCctets,
i fl nUcast Pkt s,
i f1 nNUcast Pkt s,
i flnDi scards,
iflnErrors,
i f1 nUnknownPr ot os,
i fQutCctets,
i f Qut Ucast Pkt s,
i f Qut NUcast Pkt s,
i f Qut Di scards,
i fQutErrors,
i fQut Qen

}
:={ ifTable 1}
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-- the Address Transl ati on group

at OBJECT- CLASS
SUPERI ORS { system}
:={ mb 3}

at Tabl e OBJECT- CLASS

SUPERI ORS { at }
o= { at 1}

at Entry OBJECT- CLASS

-- the I P group

i p OBJECT- CLASS
SUPERI ORS { system}
CONTAI NS

Warrier & Besaw

}
CONTAI NS

SUPERI ORS { atTable }

at | f | ndex,
at Net Addr ess

{

at | f I ndex,
at PhysAddr ess,
at Net Addr ess

}
;= { atTable 1}

{
i pFor war di ng,
i pDefaul t TTL,
i pl nRecei ves,
i pl nHdr Errors,
i pl nAddr Errors,
i pFor wDat agr ans,
i pl nUnknownPr ot os,
i pl nDi scards,
i pl nDel i vers,
i pQut Request s,
i pCut Di scards,
i pQut NoRout es,
i pReasnli meout ,
i pReasnReqds,
i pReasn(Xs,
i pReasnfail s,
i pFragXs,
i pFragFail s,
i pFragCr eat es
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c:={ mb 4}
-- the IP Interface table

i pAddr Tabl e OBJECT- CLASS
SUPERIORS { ip }

:={ip 20}

i pAddr Entry OBJECT- CLASS

SUPERI ORS { i pAddrTabl e }
NAMES { i pAdEnt Addr }
CONTAINS  {

i pAdEnt Addr,

i pAdEnt | f | ndex,

i pAdENnt Net Mask,

i pAdEnt Bcast Addr

}
::={ ipAddrTable 1 }
-- the IP Routing table

i pRout i ngTabl e OBJECT- CLASS
SUPERIORS { ip }

o= {ip 21}

i pRout eEntry OBJECT- CLASS
SUPERI ORS { i pRoutingTable }
NAMES { ipRouteDest }
CONTAINS  {
i pRout eDest ,
i pRout el f I ndex,
i pRout eMetricl,
i pRout eMetri c2,
i pRout eMetric3,
i pRout eMetri c4,
i pRout eNext Hop,
i pRout eType,
i pRout ePr ot o,
i pRout eAge
}
::={ ipRoutingTable 1}

-- the I QWP group
i cnmp OBJECT- CLASS
SUPERI ORS { system}

CONTAINS {
i cnpl nMsgs,
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cnpl nErrors,

cnpl nDest Unr eachs,
cnpl nTi meExcds,
cnpl nPar nPr obs,
cnpl nSrcQuenchs,
cnpl nRedi rect s,
cnpl nEchos,

cnpl nEchoReps,
cnpl nTi mest anps,
cnpl nTi mest anpReps,
cnpl nAddr Masks,
cnpl nAddr MaskReps,
cnmpQut Msgs,

cnmpQut Errors,
cnpCut Dest Unr eachs,
cnpCut Ti neExcds,
cnpCut Par nPr obs,
cnpCQut SrcQuenchs,
cnpCut Redi rect s,
cnpCQut Echos,
cnpCQut EchoReps,
cnpCut Ti nmest anps,

cnpCut Addr Masks,
cnpCQut Addr MaskReps

}
= { mbb5}

tcp OBJECT- CLASS

Warrier & Besaw

SUPERI ORS { system}
CONTAINS  {

t cpRt oAl gorithm
tcpRt oM n,

t cpRt oMvhaXx,

t cpMaxConn,

t cpActi veQpens,
t cpPassi veOpens,
tcpAttenpt Fail s,
t cpEst abReset s,
tcpCurr Est ab,

t cpl nSegs,

t cpQut Segs,

t cpRet r ansSegs

}
c:={ mb 6}

cnpCut Ti mest anpReps,
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-- the TCP connections table

t cpConnTabl e OBJECT- CLASS
SUPERIORS { tcp }
:={ tcp 13}

tcpConnEntry OBJECT- CLASS
SUPERI ORS { tcpConnTabl e }
NAMES {
t cpConnLocal Addr ess,
t cpConnLocal Port,
t cpConnRemAddr ess,
t cpConnRenPor t

}
CONTAINS  {
tcpConnSt at e,
t cpConnLocal Addr ess,
t cpConnLocal Port,
t cpConnRemAddr ess,
t cpConnRenPor t

}
::={ tcpConnTable 1 }
-- the UDP group

udp OBJECT- CLASS
SUPERI ORS { system}
CONTAINS {
udpl nDat agr ans,
udpNoPort s,
udpl nErrors,
udpQut Dat agr ans

}
= { mb 7}

-- the EGP group

egp OBJECT- CLASS
SUPERI ORS { system}
CONTAI NS {
egpl nMsgs,
egpl nErrors,
egpQut Msgs,
egpQutErrors

}
c:={ mb 8}

Warrier & Besaw [ Page 58]



RFC 1095 CMOoT April 1989

-- the EGP Nei ghbor table

egpNei ghTabl e OBJECT- CLASS
SUPERIORS { egp }

c:=1{ egp 5}

egpNei ghEntry OBJECT- CLASS
SUPERI ORS { egpNei ghTable }
NAMES { egpNei ghAddr }
CONTAINS {
egpNei ghSt at e,
egpNei ghAddr

}
::= { egpNeighTable 1 }

END
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Appendi x C - Sanpl e Protocol Exchanges

The follow ng are sanple protocol exchanges between a manager and an
agent. The manager establishes an association with the agent,
requests the nunber of I P address and header errors, requests the
type of route corresponding to the destination address 10.0.0.51
requests the TCP connection with the well-known port for FTP, and
then rel eases the association. Al of these sanples show the

| i ght wei ght presentation protocol being used over TCP

-- the manager sends an ACSE association request carried in a
-- presentation connect request PDU

{

connect Request { -- LPP
version version-1,
reference {
cal I i ngSSUser Ref erence "sri-nic. arpa"
commonRef erence "8808212225317"
|
asn 1.3.6.1.2.1.9.1.1,
user-data { -- ACSE
prot ocol -versi on versionl,
application-context-nane 1.3.6.1.2.1.9.1.1,
user-information {
functional Units {
direct-reference 1.0.9596.2.1.0.0,
encodi ng {
singl e- ASN1-type ' 010110101010101010110B
-- Full Manager

-- the agent sends an ACSE associ ation response carried in a
-- presentation connect response PDU

{

connect Response { -- LPP
user-data {
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user-infornmation { -- ACSE
functional Units {
direct-reference 1.0.9596.2.1.0.0,
encodi ng {
si ngl e- ASN1-type ' 101001010101010101110B
-- Full Agent

-- the manager sends a get request to read the val ues of
-- iplnHdrErrors and iplnAddrErrors

{
user Data { -- LPP

ro-1nvoke { -- ROSE
i nvokel D 10,
operation-val ue m Get (3),
argunent { -- CMP
baseManagedhj ect d ass {
gl obal Formip { 1.3.6.1.2.1.4}
|

baseManagedj ect | nst ance {
di stingui shedNanme {
rel ativeD stingui shedNane {}
}
} il

attributeldList {
attributeld {
local ID 4 -- iplnHdrErrors

} il
attributeld {

localI D 5 -- iplnAddrErrors
}
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-- the agent replies with a get response indicating that
-- iplnHdrErrors = 0 and iplnAddrErrors = 2

{
userData { -- LPP

ro-Result { -- ROSE
i nvokel D 10,
{
operation-val ue m Get (3),
argunent { -- CMP
baseManagedhj ect d ass {
gl obal Formip { 1.3.6.1.2.1.4}
1

baseManagedj ect | nst ance {
di stingui shedName {
rel ativeD stingui shedNane {}
}
b

current Ti me "19880821222541. 300000Z2",
attributeList {
attribute {
attributeld {
local ID 4 -- iplnHdrErrors
},

attributevalue 0

}i
attribute {
attributeld {
localID 5 -- iplnAddrErrors
}1

attributeval ue 2

-- the manager sends a get request to discover the ipRouteType for
-- the IProuting entry with i pRouteDest = 10.0.0.51
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{
user Data { -- LPP
ro-Invoke { -- ROSE
i nvokel D 11,
operation-value mGet (3),
argunent { -- CMP
baseManagedhj ect d ass {
gl obal Formi pRouteEntry { 1.3.6.1.2.1.4.21.1}
1
baseManagedj ect | nst ance {
di stingui shedName {
rel ativeD stingui shedNane {
attribut evVal ueAssertion {
attribut eType i pRout eDest
{ 1.3.6.1.2.1.4.21.1.1 },
attribut eval ue 10.0.0.51
}
}
}
},
attributeldList {
attributeld {
local ID 8 -- 1 pRout eType
}
}
}
}
}
}
-- the agent replies with a get response indicating the appropriate
-- route type
{
user Data { -- LPP
ro-Result { -- ROSE
i nvokel D 11,
{

operation-val ue m Get (3),
argunent { -- CMP
baseManagedhj ect d ass {
gl obal Formi pRouteEntry { 1.3.6.1.2.1.4.21.1}
|

baseManagedj ect | nst ance {
di stingui shedNanme {
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rel ativeD stingui shedNane {
attribut eVal ueAssertion {
attribut eType i pRout eDest
{ 1.3.6.1.2.1.4.21.1.1 },
attributeval ue 10.0.0. 51

} }
current Ti me " 19880821222613. 780000Z"
attributeList {

attribute {
attributeld {
localID 8 -- i pRout eType
},
attributevalue "direct”
}
}
}
}
}
}
}
-- the manager sends a get request to read the TCP connection wth
-- the well-known port for FTP.
{
user Data { -- LPP
ro-Invoke { -- ROSE
i nvokel D 12,
operation-val ue m Get (3),
argunent { -- CMP

baseManagedhj ect d ass {
gl obal Form tcpConnTable { 1.3.6.1.2.1.6.13 }
}1

baseManagedj ect | nst ance {
di stingui shedNanme {
rel ativeD stingui shedNane { }

}
} il
scope onelLevel (1),
filter {

item {
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equality {
attribut eType tcpConnLocal Port
{ 1.3.6.1.2.1.6.13.1.3 }

attribut eval ue 21 -- ftp
}
}
attributeldList { } -- an enpty list nmeans all attributes
}
}
}
}
-- the agent replies with a get response providing the desired TCP
-- connection information. If nore than one TCP connection had
-- satisfied the filter condition, a series of one or nore |inked
-- reply PDUs woul d have been returned before the final get response.
{
userData { -- LPP
ro-Result { -- ROSE
i nvokel D 12,
{

operation-val ue m Get (3),
argunent { -- CMP
baseManagedhj ect O ass {
gl obal FormtcpConnEntry { 1.3.6.1.2.1.6.13.1 }
1

baseManagedhj ect | nst ance {
di sti ngui shedName {
rel ativeD stingui shedNane {

attri but eval ueAssertion {
attributeType { tcpConnLocal Address },
attributeVal ue 128.10.0. 34

},

attribut eVal ueAssertion {
attributeType { tcpConnLocal Port },
attributeval ue 21

1

attribut evVal ueAssertion {
attributeType { tcpConnRemAddress },
attributevValue 0.0.0.0

H

attri but eval ueAssertion {
attributeType { tcpConnRenPort },
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attri buteval ue 0

}

} }
chrrentTine "19880821222541. 300000Z"
attributeList {

attribute {
attributeld {
localld 1 -- tcpConnState
}!
attri buteVal ue LI STEN
}1
attribute {
attributeld {
localld 2 -- tcpConnLocal Addr ess
}!
attri buteVal ue 128.10.0. 34
}1
attribute {
attributeld {
localld 3 -- tcpConnlLocal Port
}!
attri butevVal ue 21
}1
attribute {
attributeld {
localld 4 -- tcpConnRemAddr ess
}!
attri butevValue 0.0.0.0
}1
attribute {
attributeld {
localld 5 -- tcpConnRenPort
}!
attri buteValue 0
}

Warrier & Besaw [ Page 66]



RFC 1095 CMOoT

-- the nmanager sends a presentation rel ease request

{
rel easeRequest { --
user-data { --
reason nor nal
}
}
}
-- the agent sends a presentation rel ease response
{
r el easeResponse { --
user-data { --
reason nornma
}
}
}
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