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Experimental Internet Stream Protocol, Version 2 (ST-11)

Status of this Meno

This neno defines a revised version of the Internet Stream Protocol,
originally defined in | EN-119 [8], based on results from experinents
with the original version, and subsequent requests, discussion, and
suggestions for inprovenents. This is a Limted-Use Experinental

Protocol. Please refer to the current edition of the "I AB Oficial
Prot ocol Standards" for the standardi zation state and status of this
protocol. Distribution of this nmeno is unlinited.

1. Abst ract

This meno defines the Internet Stream Protocol, Version 2 (ST-11), an
| P-l1ayer protocol that provides end-to-end guaranteed service across
an internet. This specification obsoletes IEN 119 "ST - A Proposed
Internet Stream Protocol"” witten by JimForgie in 1979, the previous

specification of ST. ST-I1 is not conpatible with Version 1 of the
protocol, but maintains nmuch of the architecture and phil osophy of
that version. It is intended to fill in sonme of the areas left

unaddressed, to nmake it easier to inplenent, and to support a wi der
range of applications.
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2. I ntroduction

ST has been devel oped to support efficient delivery of streamnms of
packets to either single or nultiple destinations in applications
requi ring guaranteed data rates and controll ed del ay characteristics.
The notivation for the original protocol was that IP [2] [15] did not
provide the delay and data rate characteristics necessary to support
voi ce applications.

ST is an internet protocol at the same layer as IP, see Figure 1. ST
differs fromlIP in that IP, as originally envisioned, did not require
routers (or internediate systens) to nmamintain state infornation
descri bing the streans of packets flow ng through them ST

i ncorporates the concept of streans across an internet. Every
intervening ST entity maintains state information for each stream
that passes through it. The streamstate includes forwarding

i nformation, including nulticast support for efficiency, and resource
i nformati on, which allows network or |ink bandwi dth and queues to be
assigned to a specific stream This pre-allocation of resources
al l ons data packets to be forwarded with | ow del ay, |ow overhead, and
a low probability of |loss due to congestion. The characteristics of
a stream such as the number and | ocation of the endpoints, and the
bandwi dth required, may be nodified during the lifetinme of the
stream This allows ST to give a real tinme application the
guar ant eed and predi ctabl e comuni cation characteristics it requires,
and is a good vehicle to support an applicati on whose conmuni cati ons
requirenents are relatively predictable.

ST proved quite useful in several early experinents that involved

voi ce conferences in the Internet. Since that tine, ST has al so been
used to support point-to-point streans that include both video and
voice. Recently, multinmedia conferencing applications have been
devel oped that need to exchange real -tinme voice, video, and pointer
data in a multi-site conferencing environnent. Miltinmedia
conferencing across an internet is an application for which ST

provi des ideal support. Sinulation and wargam ng applications [14]
al so place sinilar requirenents on the conmunication system O her
applications may include scientific visualization between a nunber of
wor kst ati ons and one or nore renote superconputers, and the
collection and distribution of real-tine sensor data fromrenote
sensor platforns. ST may al so be useful to support activities that
are currently supported by IP, such as bulk file transfer using TCP

Transport protocols above ST include the Packet Video Protocol (PVP)
[5] and the Network Voice Protocol (NVP) [4], which are end-to-end
protocol s used directly by applications. Oher transport |ayer
protocol s that nmay be used over ST include TCP [16], VMIP [3], etc.
They provide the user interface, flow control, and packet ordering.
This specification does not describe these higher |ayer protocols.
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2. 1. Maj or Di fferences Between ST and ST-|
ST-11 supports a wider variety of applications than did the
original ST. The differences between ST and ST-I1 are fairly

straight forward yet provide great inprovenents. Four of the nore
notabl e differences are:

1 ST-11 is decoupled fromthe Access Controller (AC). The
AC, as well as providing a rudimentary access contro
function, also served as a centralized repository and

di stributor of the conference information. If an ACis
necessary, it should be an entity in a higher |ayer
protocol. A large variety of applications such as

conferencing, distributed sinulations, and wargani ng can
be run without an explicit AC

2 The basic streamconstruct of ST-11 is a directed tree
carrying traffic awnay froma source to all the
destinations, rather than the original ST s omipl ex
structure. For exanple, a conference is conposed of a
nunber of such trees, one for traffic fromeach
participant. Although there are nore (sinplex) streams in
ST-11, each is nmuch sinpler to manage, so the aggregate is
much sinpler. This change has a mninal inpact on the
application.

3 ST-11 defines a nunber of the robustness and recovery
mechani sms that were left undefined in the original ST
specification. |In case of a network or ST Agent failure,
a streamnmay optionally be repaired automatically (i.e.
wi t hout intervention fromthe user or the application)
using a pruned depth first search starting at the ST Agent
i medi ately preceding the failure.

4 ST-11 does not nmake an inherent distinction between
streans connecting only two communi cants and streans anong
an arbitrary nunber of conmunicants.

This neno is the specification for the ST-11 Protocol. Since
there should be no ambiguity between the original ST specification
and the specification herein, the protocol is sinply called ST
hereafter.

ST is the protocol used by ST entities to exchange infornation.
The sanme protocol is used for comunication anong all ST entities,
whet her they comruni cate with a higher |ayer protocol or forward
ST packets between attached networks.

The renai nder of this section gives a brief overview of the ST
Protocol. Section 3 (page 17) provides a detailed description of
the operations required by the protocol. Section 4 (page 75)
provi des descriptions of the ST Protocol Data Units exchanged
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between ST entities. |ssues that have not yet been fully
addressed are presented in Section 5 (page 131). A glossary and
list of references are in Sections 6 (page 135) and 7 (page 143),
respectively.

This meno al so defines "subsets" of ST that can be inplenented. A
subsetted i npl enentati on does not have full ST functionality, but
it can interoperate with other simlarly subsetted

i mpl enentations, or with a full inplementation, in a predictable
and consistent manner. This approach allows an inplenentation to
be built and provide service with minimumeffort, and gives it an

i medi ate and well defined growth path.

2. 2. Concepts and Ter mi nol ogy

The ST packet header is not constrained to be conpatible with the
| P packet header, except for the |IP Version Nunber (the first four
bits) that is used to distinguish ST packets (IP Version 5) from

| P packets (I P Version 4). The ST packets, or protocol data units
(PDUs), can be encapsulated in IP either to provide connectivity
(possibly with degraded service) across portions of an internet
that do not provide support for ST, or to allow access to services
such as security that are not provided directly by ST

An internet entity that inplenents the ST Protocol is called an
"ST Agent". W refer to two kinds of ST agents: "host ST
agents", also called "host agents" and "internedi ate ST agents"”
also called "intermedi ate agents". The ST agents functioning as
hosts are sourcing or sinking data to a higher |ayer protocol or
application, while ST agents functioning as internedi ate agents
are forwardi ng data between directly attached networks. This
distinction is not part of the protocol, but is used for
conceptual purposes only. Indeed, a given ST agent may be

si mul t aneously perform ng both host and internediate roles. Every
ST agent shoul d be capable of delivering packets to a higher |ayer
protocol. Every ST agent can replicate ST data packets as
necessary for multi-destination delivery, and is able to send
packets whether received froma network interface or a higher

| ayer protocol. There are no other kinds of ST agents.

ST provides applications with an end-to-end flow oriented service
across an internet. This service is inplenented using objects
called "streans". ST data packets are not considered to be
totally independent as are | P data packets. They are transnitted
only as part of a point-to-point or point-to-multi- point stream
ST creates a streamduring a setup phase before data is
transmtted. During the setup phase, routes are selected and

i nternetwork resources are reserved. Except for explicit changes
to the stream the routes remain in effect until the streamis
explicitly torn down.

Cl P Wrking G oup [ Page 9]
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An ST streami s:

o the set of paths that data generated by an application
entity traverses on its way to its peer application
entity(s) that receive it,

0 the resources allocated to support that transm ssion of
data, and

0o the state information that is maintai ned describing that
transm ssi on of data.

Each streamis identified by a globally unique "Nanme"; see
Section 4.2.2.8 (page 87). The Nane is specified in ST contro
operations, but is not used in ST data packets. A set of streans
may be related as nenbers of a l|arger aggregate called a "group"
A group is identified by a "Group Nane"; see Section 3.7.3 (page
56) .

The end-users of a streamare called the "participants" in the
stream Data travels in a single direction through any given
stream The host agent that transmits the data into the streamis
called the "origin", and the host agents that receive the data are
called the "targets". Thus, for any streamone participant is the
origin and the others are the targets.

A streamis "multi-destination sinplex" since data travels across
it inonly one direction: fromthe originto the targets. A
stream can be viewed as a directed tree in which the origin is the
root, all the branches are directed away fromthe root toward the
targets, which are the leaves. A "hop" is an edge of that tree.
The ST agent that is on the end of an edge in the direction toward
the origin is called the "previous-hop ST agent", or the

"previous-hop". The ST agents that are one hop away from a
previ ous-hop ST agent in the direction toward the targets are
called the "next-hop ST agents", or the "next-hops". It is

possi ble that multiple edges between a previous-hop and severa
next - hops are actually inplenented by a network |evel nulticast

gr oup.

Packets travel across a hop for one of two purposes: data or
control. For ST data packet handling, hops are narked by "Hop

I Dentifiers" (H Ds) used for efficient forwarding instead of the
streamis Name. A HIDis negotiated anong several agents so that
data forwarding can be done efficiently on both a point-to-point
and nulticast basis. Al control nessage exchange is done on a
poi nt-to-point basis between a pair of agents. For contro
message handling, Virtual Link Identifiers are used to quickly
di spatch the control nessages to the proper stream s state

nmachi ne.
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ST requires routing decisions to be made at several points in the
stream setup and managenent process. ST assunes that an
appropriate routing algorithmexists to which ST has access; see
Section 3.8.1 (page 69). However, routing is considered to be a
separate issue. Thus neither the routing algorithmnor its

i npl enentation is specified here. A routing algorithmmy attenpt
to mninize the nunmber of hops to the target(s), or it may be nore
intelligent and attenpt to mininmize the total internet resources
consunmed. ST operates equally well with any reasonable routing
algorithm The availability of a source routing option does not
elimnate the need for an appropriate routing algorithmin ST
agents.

2. 3. Rel ati onshi p Between Applications and ST

It is the responsibility of an ST application entity to exchange
informati on anong its peers, usually via IP, as necessary to
determine the structure of the conmunication before establishing
the ST stream This includes

o identifying the participants,
0 determning which are targets for which origins,

o selecting the characteristics of the data fl ow between any
origin and its target(s),

o specifying the protocol that resides above ST,

o identifying the Service Access Point (SAP), port, or
socket relevant to that protocol at every participant, and

0 ensuring security, if necessary.

The protocol |ayer above ST nust pass such informati on down to the
ST protocol |ayer when creating a stream

ST uses a flow specification, abbreviated herein as "Fl owSpec", to
describe the required characteristics of a stream |ncluded are
bandwi dth, delay, and reliability parameters. Additiona
paraneters nay be included in the future in an extensibl e nmanner
The Fl owSpec describes both the desired values and their mininal

al | owabl e val ues. The ST agents thus have sonme freedomin

all ocating their resources. The ST agents accurul ate infornmation
that describes the characteristics of the chosen path and pass
that information to the origin and the targets of the stream

ST stream setup control messages carry sone information that is

not specifically relevant to ST, but is passed through the
interface to the protocol that resides above ST. The "next
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protocol identifier" ("NextPcol") allows ST to denultiplex streans
to a nunmber of possible higher |layer protocols. The SAP

associ ated with each participant allows the higher |ayer protocol
to further demultiplex to a specific application entity. A
UserData paraneter is provided; see Section 4.2.2.16 (page 98).

2. 4. ST Control Message Protoco

ST agents create and nmanage a streamusing the ST Control Message
Protocol (SCWP). Conceptually, SCWVP resides i mediately above ST
(as does | CVMP above IP) but is an integral part of ST. Contro
nessages are used to:

0 create streans,
o refuse creation of a stream
0 delete a streamin whole or in part,
0 negotiate or change a streanmi s paraneters,
0 tear down parts of streans as a result of router or
network failures, or transient routing inconsistencies,
and
0 reroute around network or conponent failures.
SCWP follows a request-response nodel. SCVP reliability is
ensured through use of retransm ssion after tineout; see Section
3.7.6 (page 66).
An ST application that will transmt data requests its local ST
agent, the origin, to create a stream \VWile only the origin
requests creation of a stream all the ST agents fromthe origin
to the targets participate in its creation and nmanagenent. Since
a streamis sinplex, each participant that wishes to transnit data
must request that a stream be created

An ST agent that receives an indication that a streamis being
created nust:

1 negotiate a HHD with the previous-hop identifying the
stream

2 map the list of targets onto a set of next-hop ST agents
t hrough the routing function

3 reserve the local and network resources required to
support the stream
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4 update the FlowSpec, and

5 propagate the setup information and partitioned target
list to the next-hop ST agents.

When a target receives the setup nessage, it nust inquire fromthe
speci fied application process whether or not it is willing to
accept the stream and informthe origin accordingly.

Once a streamis established, the origin can safely send data. ST
and its inplenmentations are optimzed to allow fast and efficient
forwardi ng of data packets by the ST agents using the H Ds, even
at the cost of adding overhead to stream creation and nanagenent.
Specifically, the forwarding decisions, that is, determ ning the
set of next-hop ST agents to which a data packet belonging to a
particular streamw ||l be sent, are nade during the stream setup
phase. The shorthand HI Ds are negotiated at that tine, not only
to reduce the data packet header size, but to access efficiently
the streams forwardi ng i nformati on. Wen possible, network-Iayer
multicast is used to forward a data packet to nultiple next-hop ST
agents across a network. Note that when network-layer multicast
is used, all menbers of the nulticast group nust participate in
the negotiation of a cormon HI D

An established stream can be nodified by adding or del eting
targets, or by changing the network resources allocated to it. A
stream may be torn down by either the origin or the targets. A
target can renove itself froma streamleaving the others
unaffected. The origin can simlarly renove any subset of the
targets fromits streamleaving the remainder unaffected. An
origin can also renove all the targets fromthe stream and
elinmnate the streamin its entirety.

A streamis monitored by the involved ST agents. |If they detect a
failure, they can attenpt recovery. In general, this involves
tearing down part of the streamand rebuilding it to bypass the
fail ed conponent(s). The rebuilding always occurs fromthe origin
side of the failure. The origin can optionally specify whether
recovery is to be attenpted automatically by internediate ST
agents or whether a failure should imediately be reported to the
origin. |If automatic recovery is selected but an internedi ate
agent determines it cannot effect the repair, it propagates the
failure informati on backward until it reaches an agent that can
effect repair. |If the failure information propagates back to the
origin, then the application can decide if it should abort or
reattenpt the recovery operation
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Al t hough ST supports an arbitrary connection structure, we
recogni ze that certain streamtopol ogies will be common and
justify special features, or options, which allow for optinized
support. These incl ude:

0o streans with only a single target (see Section 3.6.2 (page
44)), and

0 pairs of streans to support full duplex comrunication
bet ween two points (see Section 3.6.3 (page 45)).

These features all ow the nost frequently occurring topologies to
be supported with | ess setup delay, with fewer control nessages,
and with | ess overhead than the nore general situations.

2. 5. Fl ow Specifications

Real time data, such as voice and video, have predictable
characteristics and nake specific demands of the networks that
must transfer it. Specifically, the data may be transnmitted in
packets of a constant size that are produced at a constant rate.
Al ternatively, the bandwi dth may vary, due either to variable
packet size or rate, with a predefined naxi mum and perhaps a
non-zero mninmum The variation may al so be predictabl e based on
sone nodel of how the data is generated. Depending on the

equi prent used to generate the data, the packet size and rate may
be negotiable. Certain applications, such as voice, produce
packets at the given rate only sone of the time. The networks
that support real tine data nust add mnimal delay and del ay
variance, but it is expected that they will be non-zero.

The FlowSpec is used for three purposes. First, it is used in the
setup nessage to specify the desired and mi ni mal packet size and
rate required by the origin. This information is used by ST
agents when they attenpt to reserve the resources in the

i nterveni ng networks. Second, when the setup nessage reaches the
target, the FlowSpec contains the packet size and rate that was
actual ly obtained along the path fromthe origin, and the accrued
mean del ay and del ay variance expected for data packets al ong that
path. This information is used by the target to determine if it

wi shes to accept the connection. The target nmay reduce reserved
resources if it wishes to do so and if the possibility is stil
available. Third, if the target accepts the connection, it
returns the updated Fl owSpec to the origin, so that the origin can
decide if it still wishes to participate in the streamwith the
characteristics that were actually obtained.
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When the data transnitted by streamusers is generated at varying
rates, including bursts of varying rate and duration, there is an
opportunity to provide service to nore subscribers by providing
guaranteed service for the average data rate of each stream and
reserving additional network capacity, shared anong all streans,
to service the bursts. This concept has been recogni zed by anal og
voi ce network providers leading to the principle of tinme assigned
speech interpolation (TASI) in which only the tal kspurts of a
speech conversation are transmitted, and, during silence periods,
the circuit can be used to send the tal kspurts of other
conversations. The FlowSpec is intended to assist algorithns that
performsinilar kinds of functions. W do not propose such

al gorithnms here, but rather expect that this will be an area for
experinmentation. To allow for experinments, and a range of ways
that application traffic mght be characterized, a "DutyFactor" is
i ncluded in the Fl owSpec and we expect that a "burst descriptor”
wi |l also be needed.

The FlowSpec will need to be revised as experience is gained with
connections involving numerous participants using nultiple nmedia
across heterogeneous internetworks. W feel a change of the

Fl owSpec does not necessarily require a new version of ST, it only
requires the FlowSpec version nunber be updated and software to
manage the new Fl owSpec to be distributed. W further suggest
that if the change to the Fl owSpec involves additional information
for inmproved operation, such as a burst descriptor, that it be
added to the end of the FlowSpec and that the current paraneters
be mai ntai ned so that obsolete software can be used to process the
current paraneters with mni mum nodi fications.
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3. ST Control Message Protocol Functional Description

This section contains a functional description of the ST Contro
Message Protocol (SCWP); Section 4 (page 75) specifies the formats of
the control message PDUs. W begin with a description of stream
setup. Mechanisnms used to deal with the exceptional cases are then
presented. Conplications due to options that an application or a ST
agent may select are then detailed. Once a stream has been
established, the data transfer phase is entered; it is described.
Once the data transfer phase has been conpleted, the stream nust be
torn down and resources rel eased; the control messages used to
performthis function are presented. The resources or participants
of a stream nay be changed during the lifetinme of the stream the
procedures to nmake changes are described. Finally, the section
concludes with a description of sonme ancillary functions, such as
failure detection and recovery, H D negotiation, routing, security,
etc.

To help clarify the SCVWP exchanges used to setup and naintain ST
streams, we have included a series of figures in this section. The
protocol interactions in the figures assunme the topol ogy shown in
Figure 2. The figures, taken together,

0 Create a streamfroman application at Ato three peers at B
C and D,

0 Add a peer at E

o Disconnect peers B and C, and

o0 D drops out of the stream

O her figures illustrate exchanges related to failure recovery.

In order to nmake the dispatch function within SCMP nore uniform and
efficient, each end of a hop is assigned, by the agent at that end, a
Virtual Link Identifier that uniquely (within that agent) identifies
the hop and associates it with a particular streanis state

machi ne(s). The identifier at the end of a link that is sending a
message is called the Sender Virtual Link ldentifier (SvLId); that
at the receiving end is called the Receiver Virtual Link ldentifier
(RVLId). \Whenever one agent sends a control nessage for the other to
receive, the sender will place the receiver’'s identifier into the
RVLId field of the message and its own identifier in the SVLId field.
When a reply to the nessage is sent, the values in SVLId and RVLId
fields will be reversed, reflecting the fact the sender and receiver
roles are reversed. VLIds with values zero through three are

recei ved and shoul d not be assigned in response to CONNECT nessages.
Fi gure 3 shows the hops that will be used in the exanples and

sunmari zes the VLIds that will be assigned to them
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Simlarly, Figure 4 sunmarizes the HIDs that will eventually be
negoti ated as the streamis created.

*k k% ST Agent 1 *k k%
*  4+>+4--1200-> 0 -------- >4- - ->+-3600- >+- - - +
* N * * * | B |
* | * * +->+-6000->+---+
* | * *+**
do oo+ * | * A
| [ S4-->+  * |
| A * * o St Agent 3
| E S+-->+  * A
to oo 4 * | * | 4801
* | * *+*
* v o * ST Agent 2 * Ak oot
*  4+>+--2400-> 0 ------- >+- >+- >+- 4800- >+ C |
* % ko * | * 4801 +---+
* | *
+---+ VA +---+
| E +<-4800- - +<-+->+-4800->+ D
+---+ * * 4801 +---+

* k *

Figure 4. H Ds Assigned for ST User Packets

Sone of the diagrans that follow forma progression. For exanple,
the steps required initially to establish a connection are spread
across five figures. Wthin a progression, the actions on the first

di agram are nunbered 1.1, 1.2, etc.; wthin the second di agramthey
are nunbered 2.1, 2.2, etc. Points where control |eaves one di agram
to enter another are identified with a continuation arrow "-->>", and

are continued with "[a.b] >>-->" in the other diagram The nunber in
brackets shows the | abel where control left the earlier diagram The
reception of sinple acknow edgnents, e.g., ACKs, in one figure from
another is ontted for clarity.

3.1. St ream Set up

This section presents a description of stream setup assuning that
everything succeeds -- H Ds are approved, any required resources
are available, and the routing is correct.

3.1.1. Initial Setup at the Oigin

As described in Section 2.3 (page 11), the application has
collected the informati on necessary to determnine the
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participants in the comunication before passing it to the host
ST agent at the origin. The host ST agent will take this
information, allocate a Nane for the stream (see Section
4.2.2.8 (page 87)), and create a stream

3.1.2. I nvoki ng the Routing Function

An ST agent that is setting up a streaminvokes a routing
function to find a path to reach each of the targets specified
in the TargetList. This is simlar to the routing decision in
IP. However, in this case the route is to a nultitude of
targets rather than to a single destination

The set of next-hops that an ST agent would select is not
necessarily the sane as the set of next hops that |IP would

sel ect given a nunber of independent |IP datagranms to the sane
destinations. The routing algorithmmay attenpt to optim ze
paraneters other than the nunber of hops that the packets wll
take, such as delay, |ocal network bandw dth consunption, or
total internet bandw dth consunption

The result of the routing function is a set of next-hop ST
agents and the paraneters of the intervening network(s). The
latter pernit the ST agent to determ ne whether the sel ected
network has the resources necessary to support the |evel of
service requested in the Fl owSpec.

3.1.3. Reservi ng Resources

The intent of ST is to provide a guaranteed | evel of service by
reserving internet resources for a streamduring a setup phase
rather than on a per packet basis. The relevant resources are
not only the forwarding i nformati on nmai ntai ned by the ST
agents, but al so packet switch processor bandw dth and buffer
space, and network bandwi dth and nulticast group identifiers.
Reservation of these resources can help to increase the
reliability and decrease the delay and del ay variance with

whi ch data packets are delivered. The Fl owSpec contains al
the informati on needed by the ST agent to allocate the
necessary resources. Wen and how t hese resources are

al | ocat ed depends on the details of the networks involved, and
is not specified here.

If an ST agent nmust send data across a network to a single
next - hop ST agent, then only the point-to-point bandw dth needs
to be reserved. |If the agent nust send data to nultiple next-
hop agents across one network and network |ayer nmulticasting is
not avail able, then bandw dth nmust be reserved for all of them
This will allow the ST agent to

Cl P Wrking G oup [ Page 19]



RFC 1190 I nternet Stream Protocol Cct ober 1990

use replication to send a copy of the data packets to each
next - hop agent.

If nmulticast is supported, its use will decrease the effort
that the ST agent nust expend when forwardi ng packets and al so
reduces the bandw dth required since one copy can be received
by all next-hop agents. However, the setup phase is nore
complicated. A network multicast address nust be all ocated
that contains all those next-hop agents, the sender must have
access to that address, the next-hop agents must be informed of
the address so they can join the nmulticast group identified by
it (see Section 4.2.2.7 (page 86)), and a conmon HI D nust be
negot i at ed.

The network shoul d consider the bandw dth and nul ticast
requirenents to determ ne the anmount of packet switch
processi ng bandw dt h and buffer space to reserve for the
stream In addition, the nenbership of a streamin a Goup nay
affect the resources that have to be allocated; see Section
3.7.3 (page 56).

Few networks in the Internet currently offer resource
reservation, and none that we know of offer reservation of al
the resources specified here. Only the Terrestrial Wdeband
Network (TWBNet) [7] and the Atlantic Satellite Network
(SATNET) [9] offer(ed) bandwi dth reservation. Milticasting is
nore wi dely supported. No network provides for the reservation
of packet switch processing bandwi dth or buffer space. W hope
that future networks will be designed to better support
protocols |ike ST.

Effects simlar to reservation of the necessary resources nay
be obtai ned even when the network cannot provide direct support
for the reservation. Certainly if total reservations are a
smal | fraction of the overall resources, such as packet swtch
processi ng bandw dt h, buffer space, or network bandwi dth, then
the desired performance can be honored if the degree of
confidence is consistent with the requirenments as stated in the
Fl owSpec. O her solutions can be designed for specific

net wor ks.

3.1. 4. Sendi ng CONNECT Messages

A VLId and a proposed H D nust be selected for each next-hop
agent. The control packets for the next-hop must carry the
VLId in the SVLId field. The data packets transnmitted in the
streamto the next-hop nust carry the HHD in the ST Header

The ST agent sends a CONNECT nessage to each of the ST agents

identified by the routing function. Each CONNECT nessage
contains the VLId, the proposed HID (the HD Field option bit
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nmust be set, see Section 3.6.1 (page 44)), an updated Fl owSpec,
and a TargetList. |In general, the H D, FlowSpec, and
TargetList will depend on both the next-hop and the intervening
network. Each TargetlList is a subset of the received (or
original) TargetList, identifying the targets that are to be
reached through the next-hop to which the CONNECT nessage is
being sent. Note that a CONNECT nessage to a single next-hop
m ght have to be fragmented into nultiple CONNECTs if the
single CONNECT is too large for the intervening network’s MIU
fragmentation is performed by further dividing the TargetList.

If nultiple next-hops are to be reached through a network that
supports network |l evel multicast, a different CONNECT nessage
must neverthel ess be sent to each next-hop since each will have
a different TargetList; see Section 4.2.3.5 (page 105).
However, since an identical copy of each ensuing data packet

wi |l reach each nenber of the nulticast group, all the CONNECT
nmessages nust propose the sane HD. See Section 3.7.4 (page
58) for a detailed discussion on H D sel ection

In the exanple of Figure 2, the routing function might return
that B is reachable via Agent 1 and C and D are reachable via
Agent 2. Thus A would create two CONNECT nessages, one each
for Agents 1 and 2, as illustrated in Figure 5. Assuning that
the proposed H Ds are available in the receiving agents, they
woul d each send a respondi ng H D- APPROVE back to Agent A

Application Agent A Agent 1 Agent 2

1.1. (open B, C D
V

1.2. +-> (routing to B, C D)
Y
1.3. +->(reserve resources fromA to Agent 1)
| V
1. 4. | +-> CONNECT B --------- >>
| <RVLI d=0><SVLI| d=4>
| <Ref =10><H D=1200>
Y
1.5. +->(reserve resources fromA to Agent 2)
Y
1. 6. +-> CONNECT C, D --------c-meomem - >>

<RVLI d=0><SVLI| d=5>
<Ref =15><Hl D=2400>

Figure 5. Oigin Sending CONNECT Message
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. 5. CONNECT Processing by an I nternedi ate Agent

An ST agent receiving a CONNECT nessage shoul d, assum ng no
errors, quickly select a VLId and respond to the previous-hop
with either an ACK, a H D-REJECT, or a H D APPROVE nessage, as
is appropriate. This nmessage nust identify the CONNECT to
which it corresponds by including the CONNECT' s Reference
number in its Reference field. Note that the VLId that this
agent selects is placed in the SVLId of the response, and the
previ ous-hop’s VLId (which is contained in the SVLId of the
CONNECT) is copied into the RVLId of the response. |If the
agent is not a target, it nust then invoke the routing
function, reserve resources, and send a CONNECT nessage(s) to
its next-hop(s), as described in Sections 3.1.2-4 (pages 19-
20).

Agent A Agent 1 Agent B

[1.4] >>-> CONNECT B -------- St -+

<RVLI d=0><SVLId=4> | V

2. 1. <Ref =10><HI D=1200> | (routing to B)
| V
2. 2. V +->(reserve resources from1l to B)
2.3. +<- H D APPROVE <------ + Y
2. 4. <RVLI d=4><SVLI d=14> +-> CONNECT B ---------- >>
<Ref =10><H D=1200> <RVLI d=0><SVLI d=15>
<Ref =110><HI D=3600>
Agent A Agent 2 Agent C
[1.6] >>-> CONNECT C,D ------ >+- +
<RVLI d=0><SVLI d=5> | V
2. 5. <Ref =15><HI D=2400> | (routing to C, D)
| V
2. 6. V +-->(reserve resources from2 to C
2.7. +<- H D APPROVE <------ + Y
2.8. <RVL| d=5><SVLI d=23> | +-> CONNECT C ---------- >>
<Ref =15><H D=2400> | <RVLI d=0><SVLI d=25>
| <Ref =210><HI D=4800>
|
| Agent D
Y
2.9. +->(reserve resources from2 to D)
Y
2.10. +-> CONNECT D ---------- >>

<RVLI d=0><SVLI| d=26>
<Ref =215><HI D=4800>

Figure 6. CONNECT Processing by an Internedi ate Agent
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The resources listed as Desired in a received Fl owSpec nay not
correspond to those actually reserved in either the ST agent
itself or in the network(s) used to reach the next-hop

agent (s). As long as the reserved resources are sufficient to
meet the specified Limts, the copy of the FlowSpec sent to a
next - hop nmust have the Desired resources updated to reflect the
resources that were actually obtained. For exanple, the

Desi red bandwi dth m ght be reduced because the network to the
next-hop could not provide all of the desired bandw dth. Al so,
the delay and del ay variance are appropriately increased, and
the link MU may require that the DesPDUBytes field be reduced.
(The minimumrequirenents that the origin had entered into the
Fl owSpec Linmits fields cannot be altered by the internedi ate or
target agents.)

3.1.6. Setup at the Targets

An ST agent that is the target of a CONNECT, whether from an

i nternedi ate ST agent, or directly fromthe origin host ST
agent, nust respond first (assuming no errors) with either a
H D- REJECT or HI D- APPROVE. After inquiring fromthe specified
application process whether or not it is willing to accept the
connection, the agent nust al so respond with either an ACCEPT
or a REFUSE.

In particular, the application nust be presented with
paraneters fromthe CONNECT, such as the Nanme, Fl owSpec,
Options, and Group, to be used as a basis for its decision
The application is identified by a conbination of the NextPco
field and the SAP field in the (usually) single renaining
Target of the TargetlList. The contents of the SAP field nay
specify the "port" or other local identifier for use by the
protocol |ayer above the host ST |ayer. Subsequently received
data packets will carry a short hand identifier (the H D) that
can be mapped into this information and be used for their
delivery.

The responses to the CONNECT nessage are sent to the previous-
hop from whi ch the CONNECT was received. An ACCEPT cont ai ns
the Nane of the stream and the updated Fl owSpec. Note that the
application night have reduced the desired | evel of service in
the received Fl owSpec before accepting it. The target nust not
send the ACCEPT until HI D negotiation has been successfully
conpl et ed.

Since the ACCEPT or REFUSE nessage nust be acknow edged by the
previous-hop, it is assigned a new Reference nunber that wll
be returned in the ACK. The CONNECT to which the ACCEPT or
REFUSE is a reply is identified by placing the CONNECT' s

Ref erence nunber in the LnkReference field of the ACCEPT or
REFUSE.
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Agent 1 Agent B Application B
(proc B listening)
[2.4] >>-> CONNECT B ---------- D +
<RVLI d=0><SVLI d=15> | |
<Ref =110><Hl D=3600> V (proc B accepts)
+<- H D APPROVE <-------- + |
<RVLI d=15><SVLI d=44> |
<Ref =110><Hl D=3600> \%

(wait until H D negotiated) <---+

<<--+4<- ACCEPT B <----------- +
<RVL| d=15><SVLI| d=44>
<Ref =410><LnkRef =110>

Agent 2 Agent C Application C
(proc C listening)
[2.8] >>-> CONNECT C ---------- D LR +
<RVLI| d=0><SVLI d=25> | |
<Ref =210><Hl D=4800> V (proc C accepts)
+<- H D- APPROVE <-------- + |
<RVLI d=25><SVLI d=54> |
<Ref =210><HI D=4800> Y
(wait until HI D negotiated) <---+
Y
<<--+<- ACCEPT C <----------- +
<RVLI d=25><SVLI d=54>
<Ref =510><LnkRef =210>
Agent 2 Agent D Application D
(proc D listening)
[2.10] >>-> CONNECT D ---------- e T T +
<RVLI| d=0><SVLI d=26> | |
<Ref =215><HI D=4800> V (proc D accepts)
+<- H D APPROVE <-------- + |
<RVLI d=26><SVLI| d=64> |
<Ref =215><HI D=4800> Y

(wait until H D negotiated) <---+

<<--+<- ACCEPT D <-----mmmmn- +
<RVL| d=26><SVLI| d=64>
<Ref =610><LnkRef =215>

Figure 7. CONNECT Processing by the Target

1.7, ACCEPT Processing by an Internedi ate Agent

When an internedi ate ST agent receives an ACCEPT, it first

verifies that the nmessage is a response to an

earl i er CONNECT.

If not, it responds to the next-hop ST agent with an ERROR-| N

REPLY (LnkRef Unknown) message. O herwise, it
next - hop ST agent with an ACK, and propagates

ing Goup

responds to the
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t he ACCEPT nessage to the previous-hop along the same path
traced by the CONNECT but in the reverse direction toward the
origin. The ACCEPT should not be propagated until all H D
negotiations with the next-hop agent(s) have been successfully
conpl et ed.

The FlowSpec is included in the ACCEPT nessage so that the
origin and internmediate ST agents can gain access to the
information that was accunul ated as the CONNECT traversed the
internet. Note that the resources, as specified in the

Fl owSpec in the ACCEPT nessage, may differ fromthe resources
that were reserved by the agent when the CONNECT was

Agent A Agent 1 Agent B
+<-+<- ACCEPT B <------- << [3.5]
Vo <RVLI d=15><SVLI| d=44>
4.1 (wait for ACCEPTS) V  <Ref=410><LnkRef=110>
4.2 Vo +-> ACK --------mmmm - - >+
4.3 (wait until HI D negotiated)<-+ <RVLI d=44><SVLI| d=15>
Y <Ref =410>
4.4, <<--+<-- ACCEPT B <--------- +
<RVLI d=4><SVLI| d=14>
<Ref =115><LnkRef =10>
Agent A Agent 2 Agent C
+<-+<- ACCEPT C <------ << [3.10]
| | <RVLI d=25><SVLI| d=54>
| V  <Ref=510><LnkRef=210>
4.5 | +-> ACK --------mea - >+
| <Ref =510>
| <RVLI d=54><SVLI| d=25>
|
| Agent D
\Y
+<-+<- ACCEPT D <------ << [3.15]
Vo <RVLI d=26><SVLI| d=64>
4.6 (wait for ACCEPTS) V  <Ref=610><LnkRef=215>
4.7 Vo +-> ACK --------------- >+
4.8 (wait until HI D negoti ated)<-+ <RVLI d=64><SVLI| d=26>
\Y <Ref =610>
4.9, <<--+4<- ACCEPT C <---------- +
<RVLI d=5><SVLI| d=23>
<Ref =220><LnkRef =15>
Y
4.10. <<--+<- ACCEPT D <---------- +

<RVLI| d=5><SVLI| d=23>
<Ref =225><LnkRef =15>

Figure 8. ACCEPT Processing by an I nternedi ate Agent
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originally processed. However, the agent does not adjust the
reservation in response to the ACCEPT. It is expected that any
excess resource allocation will be released for use by other
stream or datagramtraffic through an explicit CHANGE nessage
initiated by the application at the origin if it does not w sh
to be charged for any excess resource allocations.

3.1.8. ACCEPT Processing by the Origin

The origin will eventually receive an ACCEPT (or REFUSE or
ERROR- | N- REQUEST) nessage from each of the targets. As each
ACCEPT is received, the application should be notified of the
target and the resources that were successfully allocated al ong
the path to it, as specified in the Fl owSpec contained in the
ACCEPT nmessage. The application may then use the information
to either adopt or term nate the portion of the streamto each
target. Wen ACCEPTs (or failures) fromall targets have been
received at the origin, the application is notified that stream
setup is conplete, and that data nay be sent.

Application A Agent A Agent 1 Agent 2
+<-- ACCEPT B <-------- << [4.4]
| <RVLI d=4><SVLI| d=14>
Y <Ref =115><LnkRef =10>

| <RVLI d=14><SVLI| d=4>
Vv <Ref =115>

5.2 +<-- (informA of B s Fl owSpec)
| +<-- ACCEPT C <---------------- << [4.9]
| | <RVLI d=5><SVLI d=23>
| \% <Ref =220><LnkRef =15>
5.3. | +--> ACK - -mmm e >+
| | <RVLI d=23><SVLI d=5>
| \% <Ref =220>
5. 4. +<-- (informA of C s Fl owSpec)
| +<-- ACCEPT D <---------mnnon-- << [4.10]
| | <RVLI d=5><SVLI| d=23>
| Y <Ref =225><LnkRef =15>
5. 5. | +--> ACK - - - - >+
| | <RVLI d=23><SVLI d=5>
| \Y; <Ref =225>
5. 6. +<-- (inform A of D s Fl owSpec)
Y
5.7. (wait until HI Ds negoti ated)
Y
5. 8. (inform A open to B, C D)

Figure 9. ACCEPT Processing by the Origin
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There are several pieces of information contained in the

Fl owSpec that the application nust conbine before sending data
through the stream The PDU size should be conputed fromthe

m ni mum val ue of the DesPDUBytes field fromall ACCEPTs and the
protocol |ayers above ST should be infornmed of the limt. It
is expected that the next higher protocol |ayer above ST will
segnment its PDUs accordingly. Note, however, that the MIU nmay
decrease over the life of the streamif new targets are
subsequently added. Whether the MIU shoul d be increased as
targets are dropped froma streamis left for further study.

The avail abl e bandwi dth and packet rate limts nust also be
conbined. In this case, however, it may not be possible to
select a pair of values that may be used for all paths, e.g.
one path may have selected a low rate of |arge packets while
anot her selected a high rate of small packets. The application
may renmedy the situation by either tearing down the stream
droppi ng sone participants, or creating a second stream

After any differences have been resolved (or sonme targets have
been del eted by the application to permt resolution), the
application at the origin should send a CHANGE nessage to

rel ease any excess resources along paths to those targets that
exceed the resol ved paraneters for the stream thereby reducing
the costs that will be incurred by the stream

3.1.9. Processi ng a REFUSE Message

REFUSE nessages are used to indicate a failure to reach an
application at a target; they are propagated toward the origin
of a stream They are used in three situations:

1 during stream setup or expansion to indicate that there
is no satisfactory path froman ST agent to a target,

2 when the application at the target either does not
exi st does not wish to be a participant, or wants to
cease being a participant, and

3 when a failure has been detected and the agents are
trying to find a suitable path around the failure.

The cases are distinguished by the ReasonCode field and an
agent receiving a REFUSE nessage nust exanine that field in
order to determ ne the proper action to be taken. In
particular, if the ReasonCode indicates that the CONNECT
nmessage reached the target then the REFUSE shoul d be propagated
back to the origin, releasing resources as appropriate al ong
the way. |If the ReasonCode indicates that
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t he CONNECT nessage did not reach the target then the
intermediate (origin) ST agent(s) should check for alternate
routes to the target before propagating the REFUSE back anot her
hop toward the origin. This inplies that an agent nust keep
track of the next-hops that it has tried, on a target by target
basis, in order not to get caught in a | oop.

An ST agent that receives a REFUSE nessage nust acknow edge it
by sending an ACK to the next-hop. The REFUSE nust al so be
propagat ed back to the previous-hop ST agent. Note that the ST
agent may not have any information about the target in

Appl . Agent A Agent 2 Agent E
(proc E NOT Iistening)
1. (add E)
2. +----- >+-> CONNECT E ---------- >+- >+
<RVLI| d=23><SVLI d=5> |
<Ref =65> \%
3. +<-- ACK <-----mmmmiaaoo- +
<RVLI d=5><SVLI d=23> Y
4. <Ref =65> (routing to E)
Y
5. (reserve resources 2 to E)
Y
6. +--> CONNECT E --------- >+
<RVLI d=0><SVLI d=27>
<Ref =115><HI D=4600>
Y
7. +<-+<- REFUSE B <----------- +
| <RVLI d=27><SVLI d=74>
| <Ref =705><LnkRef =115>
| V  <RC=SAPUnknown>
8. | +> ACK ------mmmmee oo >+
| <RVLI| d=74><SVLI d=27>
| V <Ref=705> |
9. | (free link 27) \%
10. Vv (free link 74)
11. +<- REFUSE B <----------- +
| <RVLI d=5><SVLI| d=23>
| <Ref =550><LnkRef =65> V
12. | <RC=SAPUnknown> (free resources 2 to E)
Y
13. +-> ACK ----mmeimaa - >+
| <RVLI d=23><SVLI d=5>
| <Ref =550> Y
14. \% (keep link 23 for C, D
15. (keep link 5 for C D)
Y

16. (informapplication failed SAPUnknown)

Fi gure 10. Sendi ng REFUSE Message
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the TargetList. This may result frominteracting D SCONNECT
and REFUSE nessages and shoul d be | ogged and silently ignored.

If, after deleting the specified target, the next-hop has no
remai ning targets, then those resources associated with that
next - hop agent nay be released. Note that network resources
may not actually be released if network nmulticasting is being

Appl . Agent A Agent 2 Agent 1 Agent 3 Agent B
(network from1 to B fails)
(add B)
+-> CONNECT B ----------------- >+
<RVLI d=0><SVLI d=6> |
<Ref =35><H D=100> |
+<- H D-APPROVE <--------------- +
<RVLI d=6><SVLI| d=11> |
<Ref =35><H D=100> \Y
(routing to B: no route)
+<-+-- REFUSE B ---------------- +
| ] <RVLI d=6><SVLI d=11>
| <Ref =155><LnkRef =35>
| V  <RC=NoRout eToDest >
| +-> ACK ----mmmm oo e m oo o >+
| ] <RVLI d=11><SVLI d=6> \Y
| V  <Ref=155> (drop link 6)
V (drop link 11)

(find alternative route: via agent 2)
(resources fromA to 2 already all ocated:

\%
+->

+<-

reuse control link & H D, no additional resources required)
CONNECT B -------- >+- >+

<RVLI d=23><SVLI d=5>| |

<Ref =40> V|

ACK <--mmmmmmmea oo +

|
<RVLI d=5><SVLI d=23> V
<Ref =40> (routing to B: via agent 3)

Vv
+-> CONNECT B -- >+
<RVLI d=0><SVLI d=24> +-> CONNECT B --------- >+

<Ref =245><HI D=4801> V  <RVLI d=0><SVLI d=32> |

+<- H D- APPROVE - + <Ref =310><HI D=6000> |

<RVL| d=24><SVLI| d=33> |

<Ref =245><HI D=4801> \Y

+<- H D-APPROVE -------- +

<RVLI d=32><SVLI d=45>|

<Ref =310><HI D=6000> V

(ACCEPT handling follows nornally to conplete stream setup)

Figure 11. Routing Around a Failure
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used since they may still be required for traffic to other
next-hops in the multicast group

When t he REFUSE reaches a origin, the origin sends an ACK and
notifies the application via the next higher |ayer protoco

that the target listed in the TargetList is no |longer part of
the streamand also if the streamhas no remaining targets. |If
there are no remaining targets, the application may w sh to
term nate the stream

Figure 10 illustrates the protocol exchanges for processing a
REFUSE generated at the target, either because the target
application is not running or that the target application
rejects menbership in the stream Figure 11 illustrates the
case of rerouting around a failure by an internedi ate agent
that detects a failure or receives a refuse. The protocol
exchanges used by an application at the target to delete itself
fromthe streamis discussed in Section 3.3.3 (page 35).

3. 2. Dat a Transfer

At the end of the connection setup phase, the origin, each target,
and each internediate ST agent has a database entry that allows it
to forward the data packets fromthe origin to the targets and to
recover fromfailures of the internedi ate agents or networks. The
dat abase should be optim zed to make the packet forwarding task
nmost efficient. The tine critical operation is an internediate
agent receiving a packet fromthe previous-hop agent and
forwarding it to the next-hop agent(s). The database entry nust
al so contain the Fl owSpec, utilization information, the address of
the origin and previous-hop, and the addresses of the targets and
next - hops, so it can perform enforcenent and recover from
failures.

An ST agent receives data packets encapsul ated by an ST header. A
dat a packet received by an ST agent contains the non-zero H D
assigned to the streamfor the branch fromthe previous-hop to
itself. This H D was selected so that it is unique at the

recei ving ST agent and thus can be used, e.g., as an index into

t he dat abase, to obtain quickly the necessary replication and
forwardi ng information.

The forwarding information will be network and inpl ementation
specific, but nust identify the next-hop agent or agents and their

respective HIDs. It is suggested that the cached information for
a next-hop agent include the |ocal network address of the next-
hop. |If the data packet nust be forwarded to nultiple next-hops

across a single network that supports nulticast, the database nmay
specify a single H D and may identify the next-hops by a (loca
networ k) multicast address.
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If the network does not support nulticast, or the next-hops are on
di fferent networks, then the database nust indicate nmultiple
(next-hop, HID) tuples. Wen multiple copies of the data packet
must be sent, it may be necessary to invoke a packet replicator.

Dat a packets should not require fragnentation as the next higher
protocol layer at the origin was inforned of the m ni nrum MIU over
all paths in the streamand is expected to segnent its PDUs
accordingly. However, it may be the case that a data packet that
is being rerouted around a failed network conponent may be too
large for the MIU of an intervening network. This should be a
transient condition that will be corrected as soon as the new

m ni mum MIU has been propagated back to the origin. Disposition
by a nechani sm other than dropping of the too large PDUs is left
for further study.

3. 3. Modi fyi ng an Exi sting Stream

Some applications may wi sh to change the paraneters of a stream
after it has been created. Possible changes include adding or
deleting targets and changing the Fl owSpec. These are descri bed
bel ow.

3.3. 1. Addi ng a Tar get

It is possible for an application to add a new target to an
existing streamany tine after ST has incorporated information
about the streaminto its database. At a high level, the
application entities exchanges whatever information is
necessary. Al though the nechani smor protocol used to
acconplish this is not specified here, it is necessary for the
hi gher | ayer protocol to informthe host ST agent at the origin
of this event. The host ST agent at the target nust also be

i nformed unl ess this had previously been done. GCenerally, the
transfer of a target list froman ST agent to another, or from
a higher layer protocol to a host ST agent, wll occur
atonmically when the CONNECT is received. Any information
concerning a new target received after this point can be viewed
as a stream expansion by the receiving ST agent. However, it
may be possible that an ST agent can utilize such information
if it is received before it nakes the relevant routing
decisions. These inplenmentation details are not specified
here, but inplenentations nust be prepared to recei ve CONNECT
nmessages that represent expansions of streams that are still in
the process of being setup

To expand an existing stream the origin issues one or nore
CONNECT messages that contain the Name, the VLId, the FlowSpec,
and the TargetList specifying the new target or targets. The
origin issues nultiple CONNECT nmessages if
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either the targets are to be reached through different next-hop
or a single CONNECT nessage is too large for the

Agent 2

Agent

The HI D Field option is not set since the H D has

the CONNECT is acknow edged with an ACK instead

E

(proc E listening)

+-> (check resources fromA to Agent 2: already allocated,

no additi ona

V (routing to E)
+->(reserve resources 2 to E)

+-> CONNECT E --------- >+

<RVLI d=0><SVLI| d=27>
<Ref =230><HI D=4800>
H D- APPROVE <------- +
<RVLI d=27><SVLI d=74>
<Ref =230><HI D=4800> V
(proc E accepts)

until HI D negoti at ed)
Y
ACCEPT E <---------- +

<RVLI| d=27><SVLI d=74>
<Ref =710><LnkRef =230>
ACK == -mmmm e e o >+
<RVLI d=74><SVLI| d=27>
<Ref =710>

agents,
net wor k MTU.
al ready been (or is being) negotiated for the hop
consequent |y,
of a H D-REJECT or H D- APPROVE.
Application Agent A
1. (open E)
2. Y
3 +->(routing to E)
V
4,
V reuse control link & H D,
5. +-> CONNECT E --------- >+- >+
<RVLI d=23><SVLI d=5>
6. <Ref =20>
7. +<- ACK <----mmmioaa oo +
<RVLI d=5><SVLI d=23>
<Ref =20>
8.
9.
10.
11.
12.
13. (wait for ACCEPTS)
14.
15. (wait until HI D negoti ated)<-+
Y
16. +<- ACCEPT E <------- +
| <RVLI d=5><SVLI d=23>
V  <Ref =235><LnkRef =20>
17. +-> ACK ----- - >+
| <RVLI d=23><SVLI d=5>
V  <Ref=235>
18. +<-(inform A of E s Fl owSpec)
Y
19. +<-(wait for ACCEPTS)
Y
20. +<-(wait until H D negoti ated)
Y
21. (inform A open to E)
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An ST agent that is already a node in the streamrecogni zes the

RVLId and verifies that the Nanme of the streamis the sane. It
then checks if the intersection of the TargetList and the
targets of the established streamis enpty. |If this is not the

case, then the receiver responds with an ERROR-I NN REQUEST with
the appropriate reason code (RoutelLoop) that contains a
TargetLi st of those targets that were duplicates; see Section
4.2.3.5 (page 106).

For each new target in the TargetList, processing is much the
same as for the original CONNECT; see Sections 3.1.2-4 (pages
19-20). The CONNECT nust be acknow edged, propagated, and
networ k resources nust be reserved. However, it nay be
possible to route to the new targets using previously allocated
paths or an existing multicast group. 1In that case, additiona
resources do not need to be reserved but nore next-hop(s) m ght
have to be added to an existing nulticast group

Neverthel ess, the origin, or any internedi ate ST agent that
receives a CONNECT for an existing stream can nake a routing
decision that is independent of any it may have nade
previously. Depending on the routing algorithmthat is used,
the ST agent may decide to reach the new target by way of an
establ i shed branch, or it nmay decide to create a new branch

The fact that a new target is being added to an existing stream
may result in a suboptinmal overall routing for certain routing
algorithms. W take this problemto be unavoidable since it is
unlikely that the streamrouting can be nmade optinmal in
general, and the only way to avoid this loss of optimality is
to redefine the routing of potentially the entire stream which
woul d be too expensive and tine consum ng

3.3.2. The Origin Renoving a Target

The application at the origin specifies a set of targets that
are to be renoved fromthe stream and an appropriate reason
code (Appl Di sconnect). The targets are partitioned into
mul ti pl e DI SCONNECT nessages based on the next-hop to the

i ndi vidual targets. As with CONNECT nmessages, an ST agent that
i s sending a DI SCONNECT nust make sure that the nmessage fits
into the MIU for the intervening network. |[|f the nessage is
too large, the TargetList nust be further partitioned into
nmul ti pl e DI SCONNECT nessages.

An ST agent that receives a DI SCONNECT nessage must acknow edge
it by sending an ACK back to the previous-hop. The DI SCONNECT

nmust al so be propagated to the rel evant next-hop ST agents.

Bef ore propagating the nessage, however, the TargetlList should

be partitioned based on next-hop ST
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agent and MIU, as described above. Note that there nmay be
targets in the TargetList for which the ST agent has no
information. This may result frominteracting D SCONNECT and
REFUSE nmessages and shoul d be | ogged and silently ignored.

If, after deleting the specified targets, any next-hop has no
remai ning targets, then those resources associated with that
next-hop agent nmay be released. Note that network resources
may not actually be released if network nmulticasting is being
used since they may still be required for traffic to other
next - hops in the nulticast group.

Application Appl i cation

Agent A Agent 1 Agent 2 Agent B C

1. (close B, C Appl Di sconnect)
Y

wnN

No gk

15.
16.

17.
18.

19.
20.
21.
22.
23.
24,

+->+-+-> DI SCONNECT B ----- >+

| <RVLI d=14><SVL| d=4>+- +-> DI SCONNECT B ------ >+

[ ] <Ref =25> [ ] <RVLI d=44><SVLI| d=15>|

| V  <RC=Appl Di sconnect>| | <Ref =120> |

| (free Ato 1 resrc.) | V  <RC=Appl Di sconnect > |

| V (free 1 to Bresrc.) |

| +<- ACK <--------omo--- + \V

|| <RVLI d=4><SVL| d=14>| +<- ACK <------nmnmcm--- +

| V  <Ref=25> [ ] <RVLI d=15><SVLI| d=44>|

| (free link 4) V| <Ref =120> |

| (free link 14) V |

| (free link 15) \%

| (informB that stream cl osed Appl Di sconnect)

| (free link 44)

Y
+<-+-+-> DISCONNECT C ---------- >+
| | <RVLI d=23><SVLI| d=5> +-+-> DI SCONNECT C ------ >+
| | <Ref =30> | | <RVLI d=54><SVLI| d=25>|
| V  <RC=Appl D sconnect > | | <Ref =240> |
| (keep Ato 2 resrc for | V  <RC=Appl D sconnect > |
| data going to D, E) | (free 2 to Cresrc.) |

Y

I +<- ACK <----cmmmmmm oo o - - + |\/
| | <RVLI d=5><SVLI| d=23> | +<- ACK <--------mmmm--- +
| V  <Ref=30> | | <RVLI d=25><SVLI d=54>|
| (keep link 5 for D, E) V| <Ref =240> |
| (keep link 23 for DE V |
| (free link 25) \%
| (inform C that stream cl osed Appl D sconnect >)
\% (free link 54)

(informA closed to B, C Appl Di sconnect)

Figure 13. Oigin Renoving a Target
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When t he DI SCONNECT reaches a target, the target sends an ACK
and notifies the application that it is no |onger part of the
stream and the reason. The application should then inform ST
to ternminate the stream and ST should delete the stream from
its database after perform ng any necessary nanagenent and
accounting functions.

3.3.3. A Target Deleting Itself

The application at the target may inform ST that it wants to be
renoved fromthe streamand the appropriate reason code

(Appl Di sconnect). The agent then forns a REFUSE nessage with
itself as the only entry in the TargetlList. The REFUSE is sent
back to the origin via the previous-hop. |If a stream has
multiple targets and one target |eaves the streamusing this
REFUSE nmechani sm the streamto the other targets is not
affected; the streamcontinues to exist.

An ST agent that receives such a REFUSE nessage nust

acknow edge it by sending an ACK to the next-hop. The target
is deleted and, if the next-hop has no renmining targets, then
the those resources associated with that next-hop agent may be
rel eased. Note that network resources nay not actually be
released if network nulticasting is being used since they nay
still be required for traffic to other next-hops in the

mul ticast group. The REFUSE must al so be propagated back to

t he previous-hop ST agent.

Agent A Agent 2 Agent E
1. (cl ose E Appl Di sconnect)
Y
2. +<- REFUSE E --+
| <RVL| d=27><SVLI d=74>
| <Ref =720>
V  <RC=Appl Di sconnect >
3. +<-+-> ACK ------ >+
| <RVLI d=74><SVLI d=27>
4. V V  <Ref=720>
5. +<-+<- REFUSE E --+ (prune allocations)
| <RVLI d=5><SVLI d=23>
| <Ref =245>
| V  <RC=Appl Di sconnect >
6. | +> ACK ------ >+
| <RVLI d=23><SVLI d=5>
| V  <Ref=245>
7. V (prune allocations)
8. (informapplication closed E Appl D sconnect)

Figure 14. Target Deleting Itself
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When t he REFUSE reaches the origin, the origin sends an ACK and
notifies the application that the target listed in the
TargetList is no longer part of the stream |If the stream has
no remaining targets, the application my choose to term nate

t he stream

3.3.4. Changi ng the Fl owSpec

An application may wi sh to change the Fl owSpec of an
established stream To do so, it informs ST of the new

Fl owSpec and the list of targets that are to be changed. The
origin ST agent then issues one or nore CHANGE nessages with

t he new Fl owSpec and sends themto the rel evant next-hop
agents. CHANGE nmessages are structured and processed simlarly
to CONNECT nessages. A next-hop agent that is an internediate
agent and receives a CHANGE nessage sinmilarly determines if it
can i npl enent the new Fl owSpec al ong the hop to each of its
next - hop agents, and if so, it propagates the CHANGE nessages
al ong the established paths. [If this process succeeds, the
CHANGE nessages will eventually reach the targets, which wll
each respond with an ACCEPT nmessage that is propagated back to
the origin.

Note that since a CHANGE nay be sent containing a FlowSpec with
a range of perm ssible values for bandw dth, delay, and/or
error rate, and the actual values returned in the ACCEPTs may
differ, then another CHANGE may be required to rel ease excess
resources along sone of the paths.

3. 4. Stream Tear Down

A streamis usually termnated by the origin when it has no
further data to send, but may also be partially torn down by the
i ndi vidual targets. These cases will not be further discussed
since they have al ready been described in Sections 3.3.2-3 (pages
33-35).

A streamis also torn down if the application should terninate
abnormal ly. Processing in this case is identical to the previous
descriptions except that the appropriate reason code is different
(Appl Abort).

Wien all targets have left a stream the origin notifies the
application of that fact, and the application then is responsible
for termnating the stream Note, however, that the application
may decide to add a target(s) to the streaminstead of terminating
it.
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3. 5. Excepti onal Cases

The previous descriptions covered the sinple cases where
everyt hi ng worked. W now di scuss what happens when things do not
succeed. Included are situations where nessages are |ost, the
requested resources are not available, the routing fails or is

i nconsi stent.

In order for the ST Control Message Protocol to be reliable over
an unreliable internetwork, the problens of corruption
duplication, |oss, and ordering nust be addressed. Corruption is
handl ed t hrough use of checksumri ng, as described in Section 4
(page 76). Duplication of control nessages is detected by
assigning a transaction nunber (Reference) to each contro
nmessage; duplicates are discarded. Loss is detected using a

ti meout at the sender; nessages that are not acknow edged before
the tineout expires are retransmtted; see Section 3.7.6 (page
66). If a nessage is not acknow edged after a few retransm ssions
a fault is reported. The protocol does not have significant
ordering constraints. However, mnor sequencing of contro
nmessages for a streamis facilitated by the requirenent that the
Ref erence nunbers be nonotonically increasing; see Section 4.2
(page 78).

3.5. 1. Setup Failure due to CONNECT Ti nmeout

If a response (an ERROR- I N- REQUEST, an ACK, a HI D-REJECT, or a
H D- APPROVE) has not been received within tine ToConnect, the
ST agent should retransmt the CONNECT nessage. |f no response
has been received within NConnect retransm ssions, then a fault
occurs and a REFUSE nessage with the appropriate reason code
(RetransTineout) is sent back in the direction of the origin,
and, in place of the CONNECT, a DI SCONNECT is sent to the
next-hop (in case the response to the CONNECT is the message
that was lost). The agent will expect an ACK for both the
REFUSE and t he DI SCONNECT nessages. |If it does not receive an
ACK after retransmi ssion tinme ToRefuse and ToDi sconnect
respectively, it will resend the REFUSE/ DI SCONNECT nessage. |f
it does not receive ACKs after sendi ng NRefuse/ NDi sconnect
consecut i ve REFUSE/ DI SCONNECT nessages, then it sinply gives up

trying.
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Sendi ng Agent Recei vi ng Agent
1. ->+----> CONNECT X ------ >///] (message | ost or garbled)
| <RVLI d=0><SVLI| d=99>
Y <Ref =1278><Hl D=1234>
2. (tinmeout)
Y
3. +----> CONNECT X ------------ >+
4, | <RVLI d=0><SVLI d=99> +----> CONNECT X ----------- >+
| <Ref=1278><HI D=1234> V <RVLI d=0><SVLI d=1010>
5. | //<- H D APPROVE <---------- + <Ref =6666><Hl D=6666> V
6. | <RVLI d=99><SVLI| d=88> +<- H D APPROVE <--------- +
Y <Ref =1278><Hl D=1234> <RVLI d=1010><SVLI d=1111>
7. (timeout) <Ref =6666><Hl D=6666>
Y,
8. +----> CONNECT X ------------ >+
<RVLI d=0><SVLI d=99>
<Ref =1278><HI D=1234> V
9. +<-+<- H D-APPROVE <---------- +
| <RVLI d=99><SVLI| d=88>
Y <Ref =1278><HI D=1234>

(cancel tiner)

Figure 15. CONNECT Retransni ssion after a Ti neout

3.5.2. Probl ems due to Routing I|nconsistency

When an internedi ate agent receives a CONNECT, it selects the
next - hop agents based on the TargetList and the networks to
which it is connected. |If the resulting next-hop to any of the
targets is across the sane network fromwhich it received the
CONNECT (but not the previous-hop itself), there may be a
routi ng problem However, the routing algorithmat the

previ ous-hop may be optimzing differently than the |oca
algorithmwould in the sane situation. Since the local ST
agent cannot distinguish the two cases, it should permt the
setup but send back to the previous-hop agent an infornative
NOTI FY message with the appropriate reason code (RouteBack),
pertinent Targetlist, and in the NextHopl PAddress el ement the
address of the next-hop ST agent returned by its routing

al gorithm

The agent that receives such a NOTIFY should ACKit. If the
agent is using an algorithmthat woul d produce such behavi or,
no further action is taken; if not, the agent should send a
DI SCONNECT to the next-hop agent to correct the problem

Alternatively, if the next-hop returned by the routing function

is in fact the previous-hop, a routing inconsistency has been
detected. In this case, a REFUSE is sent back to
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t he previ ous-hop agent containing an appropriate reason code
(Rout el nconsi st), pertinent TargetlList, and in the

Next Hopl PAddr ess el enent the address of the previous-hop. Wen
t he previous-hop receives the REFUSE, it will reconpute the
next-hop for the affected targets. |If there is a difference in
the routing databases in the two agents, they nmay exchange
CONNECT and REFUSE nessages again. Since such routing errors
in the internet are assuned to be tenporary, the situation
shoul d eventually stabilize.

3.5.3. Setup Failure due to a Routing Failure

It is possible for an agent to receive a CONNECT nessage t hat
contains a known Name, but froman agent other than the
previ ous-hop agent of the streamw th that Name. This may be:

1 that two branches of the tree forning the stream have
j oi ned back together,

2 a deliberate source routing |oop

3 the result of an attenpted recovery of a partially
failed stream or

4 an erroneous routing | oop.

The TargetlList is used to distinguish the cases 1 and 2 (see
al so Section 4.2.3.5 (page 107)) by conparing each newy
received target with those of the previously existing stream

o if the IP address of the targets differ, it is case 1

o if the IP address of the targets match but the source
route(s) are different, it is case 2;

o if the target (including any source route) natches a
target (including any source route) in the existing
stream it may be case 3 or 4.

It is expected that the joining of branches will become nore
conmon as routing decisions are based on policy issues and not
just sinple connectivity. Unfortunately, there is no good way
to nerge the two parts of the streamback into a single stream
They must be treated i ndependently with respect to processing
in the agent. In particular, a separate state machine is
required, the Virtual Link lIdentifiers and H Ds fromthe

previ ous-hops and to the next-hops nust be different, and
duplicate resources nust be reserved in both the agent and in
any next-hop networks. Processing is the same for a deliberate
source routing | oop.
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The renai ning cases requiring recovery, a partially failed
stream and an erroneous routing | oop, are not easily

di stinguishable. |In attenpting recovery of a failed stream an
agent may issue new CONNECT nmessages to the affected targets
for a full explanation see also Section 3.7.2 (page 51),

Fail ure Recovery. Such a CONNECT nay reach an agent downstream
of the failure before that agent has received a D SCONNECT from
t he nei ghborhood of the failure. Until that agent receives the
DI SCONNECT, it cannot distinguish between a failure recovery
and an erroneous routing |oop. That agent nust therefore
respond to the CONNECT with a REFUSE nessage with the affected
targets specified in the TargetList and an appropriate reason
code (Streankxists).

The agent inmmedi ately preceding that point, i.e., the |atest
agent to send the CONNECT nessage, will receive the REFUSE
message. It nust rel ease any resources reserved exclusively
for traffic to the listed targets. |If this agent was not the
one attenpting the streamrecovery, then it cannot distinguish
between a failure recovery and an erroneous routing loop. It
shoul d repeat the CONNECT after a ToConnect tineout. |If after
NConnect retransnmissions it continues to receive REFUSE
messages, it should propagate the REFUSE nessage toward the
origin, with the TargetList that specifies the affected
targets, but with a different error code (RoutelLoop).

The REFUSE nessage with this error code (RoutelLoop) is
propagated by each ST agent without retransmitting any CONNECT
messages. At each agent, it causes any resources reserved
exclusively for the listed targets to be released. The REFUSE
will be propagated to the origin in the case of an erroneous

routing loop. In the case of streamrecovery, it will be
propagated to the ST agent that is attenpting the recovery,
whi ch may be an internediate agent or the originitself. In

the case of a streamrecovery, the agent attenpting the
recovery may issue new CONNECT nessages to the sane or to
di fferent next-hops.

If an agent receives both a REFUSE nessage and a DI SCONNECT
message with a target in common then it can rel ease the

rel evant resources and propagate neither the REFUSE nor the
DI SCONNECT (however, we feel that it is unlikely that nost

i mpl enentations will be able to detect this situation).

If the origin receives such a REFUSE nessage, it should attenpt
to send a new CONNECT to all the affected targets. Since
routing errors in an internet are assuned to be tenporary, the
new CONNECTs will eventually find acceptable routes to the
targets, if one exists. |If no further routes exist after

NRet ryRoute tries, the application should be
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informed so that it nay take whatever action it deens
necessary.

3.5.4. Probl ems in Reserving Resources

If the network or ST agent resources are not available, an ST
agent may preenpt one or nore streans that have | ower
precedence than the one being created. When it breaks a | ower
precedence stream it nust issue REFUSE and DI SCONNECT nessages
as described in Sections 4.2.3.15 (page 122) and 4.2.3.6 (page
110). If there are no streans of |ower precedence, or if
preenpting them woul d not provide sufficient resources, then
the stream cannot be accepted by the ST agent.

If an internedi ate agent detects that it cannot allocate the
necessary resources, then it sends a REFUSE that contains an
appropriate reason code (Cant Get Resrc) and the pertinent
TargetList to the previous-hop ST agent. For further study are
i ssues of reporting what resources are avail abl e, whether the
resource shortage is permanent or transitory, and in the latter
case, an estimate of how |l ong before the requested resources

m ght be avail abl e.

3.5.5. Setup Failure due to ACCEPT Ti neout

An ST agent that propagates an ACCEPT nessage backward toward
the origin expects an ACK fromthe previous-hop. |If it does
not receive an ACK within a tinmeout, called ToAccept, it wll
retransmit the ACCEPT. If it does not receive an ACK after
sendi ng a nunber, called NAccept, of ACCEPT nessages, then it
will replace the ACCEPT with a REFUSE, and will send a

DI SCONNECT in the direction toward the target. Both the REFUSE
and DI SCONNECT will identify the affected target(s) and specify
an appropriate reason code (AcceptTinmeout). Both are also
retransmitted until ACKed with timeout ToRefuse/ ToDi sconnect
and retransnit count NRefuse/NDi sconnect. |If they are not
ACKed, the agent sinply gives up, letting the failure detection
mechani sm described in Section 3.7.1 (page 48) take care of any
cl eanup.
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3.5.6. Probl ens Caused by CHANGE Messages

An application nmust exercise care when changing a Fl owSpec to
prevent a failure. A CHANGE might fail for two reasons. The
request may be for a |larger amount of network resources when
those resources are not available; this failure nmay be
prevented by requiring that the current |evel of service be
contained within the ranges of the FlowSpec in the CHANGE

Alternatively, the local network mght require all the forner
resources to be released before the new ones are requested and,
due to unlucky tinmng, an unrelated request for network
resources night be processed between the tine the resources are
rel eased and the tinme the new resources are requested, so that
the former resources are no |longer available. There is not
much that an application or ST can do to prevent such failures.

If the attenpt to change the FlowSpec fails then the ST agent
where the failure occurs nmust intentionally break the stream
and invoke the streamrecovery nechani sm using REFUSE and

DI SCONNECT nessages; see Section 3.7.2 (page 51). Note that
the reserved resources after the failure of a CHANGE nay not be
the sane as before, i.e., the CHANGE may have been partially
conpleted. The application is responsible for any cl eanup
(anot her CHANGE)

3.5.7. Notification of Changes Forced by Failures

NOTI FY is issued by a an ST Agent to informupsteam agents and
the origin that resource allocation changes have occurred after
a stream was established. These changes occur when network
components fail and when conpeting streans preenpt resources
previously reserved by a | ower precedence stream W also
anticipate that NOTIFY can be used in the future when

addi tional resources becone available, as is the case when

net wor k conponents recover or when higher precedence streans
are del et ed.

NOTIFY is also used to informupstreamagents that a routing
anomaly has occurred. Such an exanple was cited in Section
3.5.2 (page 38), where an agent notices that the next-hop agent
is on the sane network as the previous-hop agent; the anonaly
is that the previous-hop should have connected directly to the
next-hop w thout using an internedi ate agent. Delays in
propagati ng host status and routing information can cause such
anomalies to occur. NOTIFY allows ST to correct automatically
such nmi st akes.

NOTI FY reports a FlowSpec that reflects that revised guarantee
that can be pronmised to the stream NOTIFY al so
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identifies those targets affected by the change. |n this way,
NOTIFY is simlar to ACCEPT. NOTIFY includes a ReasonCode to
identify the event that triggered the notification. It also
i ncludes a TargetList, rather than a single Target, since a
singl e event can affect a branch | eading to several targets.

NOTIFY is relayed by the ST agents back toward the origin,
along the path established by the CONNECT but in the reverse
direction. NOTIFY nmust be acknow edged with an ACK at each
hop. If intermediate agent corrects the situation w thout
causing any disruption to the data flow or guarantees, it can
choose to drop the notification nmessage before it reaches the
origin. |If the originating agent receives a NOTIFY, it is then
expected to adjust its own processing and data rates, and to
submit any required CHANGE requests. As with ACCEPT, the

Fl owSpec is not nodified on this trip fromthe target back to
the origin. It is up to the origin to decide whether a CHANGE
shoul d be subnmitted. (However, even though the Fl owSpec has
not been nodified, the situation reported in the

cation Agent A Agent 1 Agent B
(hi gh precedence request preenpts 10K of

the stream s original 30Kb bandwi dth
allocated to the hop from1l to B)

Y
------ +-- NOTIFY ------n-cmm-- 4
| <RVLI d=4><SVLI| d=14>
| <Ref =150>
V  <Fl owSpec=20Kb, . .. ><Tar gLi st =B>
+-> ACK ----mmmmm e e oo o - >+
<RVLI d=14><SVLI| d=4>
<Ref =150>
orm application)
ge( Fl owSpec=20Kb, .. .)
-------- > CHANGE B ---------->+
<RVLI d=14><SVLId=4> +--> CHANCE B ------------ >+- >+
<Ref =60> | <RVLI| d=44><SVLI d=15> | |
<FI owSpec=20Kb, ...> V <Ref =160> |
+<- ACK -----mmmeme i + <FI owSpec=20Kb, ... > |
<RVLI d=4><SVLI d=14> Y
<Ref =60> oo ACK --mmmm e +
<RVLI| d=15><SVLI| d=44>
<Ref =160> Y
perform nornmal ACCEPT processing ... <----- +

Figure 16. Processing NOTI FY Messages
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notify may have prevented the ST agents from neeting the
ori gi nal guarantees.)

3. 6. Opti ons

Several options are defined in the CONNECT nessage. The speci al
processing required to support each will be described in the
followi ng sections. The options are independent, i.e., can be set
to one (1, TRUE) or zero (0, FALSE) in any conbi nati on. However,
the effect and inplenmentation of the options is NOT necessarily

i ndependent, and not all conbinations are supported.

3.6. 1. H D Field Option

The sender of a CONNECT nessage nmay or not specify an HHDin
the HD field. If the HD Field option of the CONNECT nessage
is not set (the Hbit is 0), then the HID field does not
contain relevant informati on and should be ignored.

If this optionis set (the Hbit is 1), then the HDfield
contains a relevant value. |If this option is set and the H D
field of the CONNECT contains a non-zero value, that value
represents a proposed HID that initiates the H D negotiation.

If the HHD Field option is set but the H D field of the CONNECT
nmessage contains a zero, this neans that the sender of that
CONNECT nessage has chosen to defer selection of the HHD to the
next - hop agent (the receiver of a CONNECT nessage). This
choice can allow a nore efficient nechanismfor selecting H Ds
and possibly a nore efficient nechanismfor forwarding data
packets in the case when the previous-hop does not need to
select the HHD, see also Section 4.2.3.5 (page 105).

Upon recei pt of a CONNECT nessage with the H D Field option set
and the HIDfield set to zero, a next-hop agent selects the HD
for the hop, enters it into its appropriate data structure, and
returns it in the HDfield of the H D APPROVE nessage. The
previ ous-hop takes the H D fromthe H D APPROVE nessage and
enters it into its appropriate data structure.

3.6.2. PTP Option

The PTP option (Point-to-Point) is used to indicate that the
streamw || never have nore than a single target. It
consequently inplies that the streamw Il never need to support
any formof nulticasting. Use of the PTP option nmay thus all ow
efficiencies in the way the streamis built or is
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managed. Specifically, the ST agents do not need to request
that the intervening networks allocate nulticast groups to
support this stream

The PTP option can only be set to one (1) by the origin, and
nmust be the sane for the entire stream (i.e., propagated by ST
agents). The details of what this option does are

i mpl ement ation specific, and do not affect the protocol very
nmuch.

If the application attenpts to add a new target to an existing
streamthat was created with the PTP option set to one (1), the
application should be inforned of the error with an ERROR-| N
REQUEST nessage with the appropriate reason code. |f a CONNECT
is received whose TargetList contains nore than a single entry,
an ERROR- I N- REQUEST nessage with the appropriate reason code
(PTPError) should be returned to the previous-hop agent (note
that such a CONNECT shoul d never be received if the origin both
i mpl ements the PTP option and is functioning properly).

As inmplied in the last paragraph, a subsetted inplenentation
m ght choose not to inplenent the PTP option.

3.6.3. FDx Option

The FDx option is used to indicate that a second streamin the
reverse direction, fromthe target to the origin, should
automatically be created. This option is nost likely to be
used when the TargetList has only a single entry. |[|f used when
the TargetList has nultiple entries, the resulting streans
woul d al | ow bi-directional conmunication between the origin and
the various targets, but not among the targets. The FDx option
can only be invoked by the origin, and nmust be propagated by

i nternmedi at e agents.

This option is specified by inclusion of both an RFl owSpec and
an RHI D paraneter in the CONNECT nessage (possibly with an
optional RG oup paraneter).

Any ST agent that receives a CONNECT nessage with both an

RFl owSpec and an RHI D paraneter will create database entries
for streans in both directions and will allocate resources in
both directions for them By this we nmean that an ST agent
will reserve resources to the next-hop agent for the nornma
stream and resources back to the previous-hop agent for the
reverse stream This is necessary since it is expected that
network reservation interfaces will require the destination
address(es) in order to nmake reservations, and because all ST
agents nust use the sane reservation nodel
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The target agent will select a Nane for the reverse stream and
return it (in the RName paraneter) and the resulting Fl owSpec
(in the RFl owSpec paraneter) of the ACCEPT nessage. Each agent
that processes the ACCEPT will update its partial stream

dat abase entry for the reverse streamw th the Name contai ned
in the RNane paraneter. W assune that the next higher
protocol layer will use the sane SAP for both streans.

3.6.4. NoRecovery Option

The NoRecovery option is used to indicate that ST agents shoul d
not attenpt recovery in case of network or conponent failure.

If a failure occurs, the origin will be notified via a REFUSE
nmessage and the target(s) via a DI SCONNECT, with an appropriate
reason code of "failure" (i.e., one of DropFail Agt,

DropFai | Hst, DropFaillfc, DropFail Net, IntfcFailure

Net wor kFai | ure, STAgentFailure, FailureRecovery). They can
then deci de whether to wait for the failed conponent to be
fixed, or drop the target via DI SCONNECT/ REFUSE nessages. The
NoRecovery option can only be set to one (1) by the origin, and
must be the sanme for the entire stream

3.6.5. RevChrg Option

The RevChrg option bit in the FlowSpec is set to one (1) by the
origin to request that the target(s) pay any charges associ ated
with the stream (to the target(s)); see Section 4.2.2.3 (page
83). If the target is not willing to accept charges, the bit
shoul d be set to zero (0) by the target before returning the

Fl owSpec to the origin in an ACCEPT nessage.

If the FDx option is also specified, the target pays charges
for both streans.

3.6.6. Source Route Option

The Source Route Option nay be used both for diagnostic

pur poses, and, in those hopefully infrequent cases where the
standard routing nechani sns do not produce paths that satisfy
sonme policy constraint, to allowthe origin to prespecify the
ST agents along the path to the target(s). The idea is that
the origin can explicitly specify the path to a target, either
strictly hop-by-hop or nore | oosely by specification of one or
nmore agents through which the path nust pass
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The option is specified by including source routing information
in the Target structure. A target nmay contain zero or nore
SrcRoute options; when nmultiple options are present, they are
processed in the order in which they occur. The paraneter code
i ndi cates whet her the portion of the path contained in the
paraneter is of the strict or |oose variety.

Since portions of a path nay pass through portions of an
i nternet that does not support ST agents, there are also forns
of the SrcRoute option that are converted into the

Application Agent A Agent 2 Agent 3 Agent B
1. (open B<SR=2, 3>)
2. \% (proc B listening)
3. (source routed to 2)
Y
4, (check resources fromA to Agent 2: already all ocated,
V reuse control link & H D, no additional resources needed)
5. +-> CONNECT B<SR=2, 3>->-+- +
<RVLI d=23><SVLI d=5> |
6. <Ref =50> Y
7. +<- ACK - ---imme i +
<RVLI d=5><SVLI d=23>
<Ref =50> Y
8. (source routed to 3)
Y
9. (reserve resources 2 to 3)
Y
10. +-> CONNECT B<SR=3> ---->+
<RVLI d=0><SVLI d=24>
<Ref =280><HI D=4801> V
11. +<- H D- APPROVE <-------- +
<RVL| d=24><SVLI| d=33>
<Ref =280><HI D=4801>
Y
(routing to B)
Y
(reserve resources from3 to B)
Y
12. +-> CONNECT B ---------- >+
<RVLI d=0><SVLI d=32>
<Ref =330><HI D=6000> V
13. +<- H D APPROVE <-------- +
<RVLI d=32><SVLI| d=45>
<Ref =330><HI D=6000> V
14. (proc B accepts)

per f orm normal ACCEPT processing ... <----- +

Figure 17. Source Routing Option
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correspondi ng | P Source Routing options by the ST agent that
performs the encapsul ati on.

The SrcRoute option is usually selected by the origin, but may
be used by intermedi ate agents if specified as a result of the
routing function.

For exanple, in the topology of Figure 2, if Awants to add B
back into the stream its routing function nmi ght decide that
the best path is via Agent 3. Since the data is al ready being
mul ti cast across the network connected to C, D, and E, the
route via Agent 3 might cost |less than having A replicate the
data packets and send them across A's network a second tine.

3. 7. Ancil lary Functi ons
There are several functions and procedures that are required by
the ST Protocol. They are described in subsequent sections.
3.7. 1. Fail ure Detection

The ST failure detection nechanismis based on two assunptions:

1 |If a neighbor of an ST agent is up, and has been up
wi thout a disruption, and has not notified the ST agent
of a problemw th streanms that pass through both, then
the ST agent can assune that there has not been any
problemw th those streans.

2 A network through which an ST agent has routed a stream
will notify the ST agent if there is a problemthat
affects the stream data packets but does not affect the
control packets.

The purpose of the robustness protocol defined here is for ST
agents to deternmine that the streans through a nei ghbor have
been broken by the failure of the neighbor or the intervening
network. This protocol should detect the overwhel ming majority
of failures that can occur. Once a failure is detected,
recovery procedures are initiated.

3.7.1. 1. Net wor k Fai | ures
In this nmeno, a network is defined to be the protoco
| ayer(s) below ST. This function can be inplenented in a

hardwar e nodul e separate fromthe ST agent, or as software
nmodul es within the ST agent itself, or as a conbination of
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both. This specification and the robustness protocol do not
differentiate between these alternatives.

An ST agent can detect network failures by two nechani sns;
the network can report a failure, or the ST agent can

di scover a failure by itself. They differ in the anount of
informati on that ST agent has available to it in order to
make a recovery decision. For exanple, a network nmay be
able to report that reserved bandw dth has been | ost and the
reason for the loss and may al so report that connectivity to
t he nei ghboring ST agent remains intact. In this case, the
ST agent may request the network to allocate bandw dth anew.
On the other hand, an ST agent nay di scover that

communi cati on with a nei ghboring ST agent has ceased because
it has not received any traffic fromthat nei ghbor in sone
time period. |If an ST agent detects a failure, it may not
be able to determine if the failure was in the network while
t he nei ghbor renmins avail able, or the neighbor has failed
whil e the network remnains intact.

3.7.1. 2. Detecting ST Stream Fail ures

Each ST agent periodically sends each nei ghbor with which it
shares a streama HELLO nessage. A HELLO nessage i s ACKed
if the Reference field is non-zero. This nmessage exchange
is between ST agents, not entities representing streans or
applications (there is no Nane field in a HELLO nessage).
That is, an ST agent need only send a single HELLO nmessage
to a nei ghbor regardl ess of the nunber of streans that flow
between them All ST agents (host as well as internediate)
must participate in this exchange. However, only agents
that share active streans need to participate in this
exchange.

To facilitate processing of HELLO nessages, an

i mpl enentation nay either create a separate Virtual Link
Identifier for each nei ghbor having an active stream or nmay
use the reserved identifier of one (1) for the SvLId field
inall its HELLO nessages.

An inplenentation that wishes to send its HELLO nessages via
a data path instead of the control path may setup a separate
streamto its nei ghbor agent for that purpose. The HELLO
nmessage would contain a H D of zero, indicating a contro
message, but would be identified to the next |ower protoco

| ayer as being part of the separate stream

As well as identifying the sender, the HELLO nessage has two
fields; a HelloTiner field that is in units of mlliseconds
nodul o the maximum for the field size, and a
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Restarted bit specifying that the ST agent has been
restarted recently. The Hell oTi mer nust appear to be
incremented every millisecond whether a HELLO nessage is
sent or not, but it is allowable for an ST agent to create a
new Hel | oTi mer only when it sends a HELLO nmessage. The
Hel | oTi mer wraps around to zero after reaching the maxi num
val ue. \Whenever an ST agent suffers a catastrophic event
that may result in it losing ST state information, it nust
reset its HelloTimer to zero and nust set the Restarted bit
for the foll owi ng Hell oTi mer Hol dDown seconds.

An ST agent nust send HELLO nessages to its neighbor with a
peri od shorter than the snall est RecoveryTi meout paraneter
of the FlowSpecs of all the active streans that pass between
the two agents, regardless of direction. This period nust
be smaller by a factor, called Hell oLossFactor, which is at

| east as large as the greatest nunber of consecutive HELLO
messages that could credibly be lost while the conmunication
between the two ST agents is still viable.

An ST agent may send sinultaneous HELLO nessages to all its
nei ghbors at the rate necessary to support the small est
RecoveryTi neout of any active stream Alternately, it my
send HELLO nessages to different nei ghbors independently at
different rates corresponding to RecoveryTi neouts of

i ndi vi dual streans.

The agent that receives a HELLO nessage expects to receive
at | east one new HELLO nmessage from a nei ghbor during the
RecoveryTi neout of every active streamthrough that

nei ghbor. It can detect duplicate or delayed HELLO nessages
by saving the HelloTimer field of the nost recent valid
HELLO nmessage fromthat nei ghbor and conparing it with the
Hel l oTimer field of incom ng HELLO nessages. It will only
accept an incom ng HELLO nessage fromthat neighbor if it
has a HelloTinmer field that is greater than the nost recent
valid HELLO nessage by the tine el apsed since that nessage
was received plus twice the maxi mumlikely delay variance
fromthat neighbor. |If the ST agent does not receive a
valid HELLO nmessage within the RecoveryTi neout of a stream
it must assune that the neighboring ST agent or the

comuni cation |link between the two has failed and it nust
initiate streamrecovery activity.

Furthermore, if an ST agent receives a HELLO nessage that
contains the Restarted bit set, it nust assune that the

sendi ng ST agent has lost its ST state. If it shares
streans with that neighbor, it nmust initiate streamrecovery
activity. |If it does not share streans with that nei ghbor,

it should not attenpt to create one until that
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bit is no longer set. |If an ST agent receives a CONNECT
message from a nei ghbor whose Restarted bit is still set, it
nmust respond with ERROR-I N-REQUEST with the appropriate
reason code (RenpteRestart). |If it receives a CONNECT
message while its own Restarted bit is set, it must respond
with ERROR- I N-REQUEST with the appropriate reason code
(RestartLocal).

3.7.1. 3. Subset

This failure detection nechani smsubsets by reducing the
complexity of the timng and decisions. A subsetted ST
agent sends HELLO nessages to all its ST neighbors

regardl ess of whether there is an active ST stream between
them or not. The RecoveryTi meout paraneter of the Fl owSpec
is ignored and is assunmed to be the DefaultRecoveryTi nmeout.
Note that this inplies that a REFUSE shoul d be sent for al
CONNECT or CHANGE nessages whose RecoveryTi neout is |ess

t han Defaul t RecoveryTi meout. An ST agent will accept an

i ncoming HELLO nessage if it has a HelloTinmer field that is
greater than the nost recent valid HELLO nessage by

Def aul t Hel | oFactor tines the tine el apsed since that message
was received.

2. Fai l ure Recovery

Streanms can fail fromvarious causes; an ST agent can break, a
network can break, or an ST agent can intentionally break a
streamin order to give the streanis resources to a higher
precedence stream W can envision several approaches to
recovery of broken streams, and we consider the one described
here the sinplest and therefore the nost likely to be

i npl ement ed and wor k.

If an internedi ate agent fails or a network or part of a
network fails, the previous-hop agent and the various next-hop
agents will discover the fact by the failure detection
mechani sm described in Section 3.7.1 (page 48). An ST agent
that intentionally breaks a stream obviously knows of the
event.

The recovery of an ST streamis a relatively conplex and tinme
consunming effort because it is designed in a general nanner to
operate across a | arge nunber of networks with diverse
characteristics. Therefore, it may require information to be
distributed widely, and may require relatively long tinmers. On
the other hand, since a network is a honbgeneous system
failure recovery in the network nay be a relatively faster and
sinpler operation. Therefore an ST agent that detects a
failure should attenpt to fix the network failure before
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attenpting recovery of the ST stream |f the streamthat

exi sted between two ST agents before the failure cannot be
reconstructed by network recovery mechani snms al one, then the ST
stream recovery mechani sm nmust be invoked

If streamrecovery is necessary, the different ST agents may
need to performdifferent functions, depending on their
relation to the failure.

An internedi ate agent that breaks the streamintentionally
sends DI SCONNECT nessages with the appropriate reason code
(StreanPreenpted) toward the affected targets. |If the
NoRecovery option is selected, it sends a REFUSE nessage with
the appropriate reason code(StreanPreenpted) toward the origin.
If the NoRecovery option is not selected, then this agent
attenpts recovery of the stream as described bel ow.

A host agent that is a target of the broken streamor is itself
the next-hop of the failed conponent should rel ease resources
that are allocated to the stream but should maintain the
internal state information describing the stream It should

i nform any next higher protocol of the failure. It is
appropriate for that protocol to expect that the streamw || be
fixed shortly by sone alternate path and so nmintain, for sone
tinme period, whatever infornation in the ST |ayer, the next

hi gher layer, and the application is necessary to reactivate
quickly entries for the streamas the alternate path devel ops
The agent should use a timeout to delete all the stream
information in case the stream cannot be fixed in a reasonabl e
tinme.

An intermedi ate agent that is a next-hop of a failure that was
not due to a preenption should first verify that there was a
failure. It can do this using STATUS nessages to query its
upstream nei ghbor. If it cannot comunicate with that

nei ghbor, then it should first send a REFUSE nessage with the
appropriate reason code of "failure" to the neighbor to speed
up the failure recovery in case the hop is unidirectional

i.e., the neighbor can hear the agent but the agent cannot hear
t he neighbor. The ST agent detecting the failure nust then
send DI SCONNECT nessages with the same reason code toward the
targets. The internediate agents process this DI SCONNECT
message just |like the DI SCONNECT that tears down the stream
However, a target ST agent that receives a DI SCONNECT nessage
with the appropriate reason code (StreanPreenpted, or
"failure") will maintain the streamstate and notify the next
hi gher protocol of the failure. In effect, these DI SCONNECT
messages tear down the streamfromthe point of the failure to
the targets, but informthe targets that the stream nmay be
fixed shortly.
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An ST agent that is the previous-hop before the failed
conponent first verifies that there was a failure by querying

t he downstream nei ghbor using STATUS nessages. |f the neighbor
has lost its state but is available, then the ST agent may
reconstruct the streamif the NoRecovery option is not

sel ected, as described below. If it cannot conmunicate with
the next-hop, then the agent detecting the failure rel eases any
resources that are dedicated exclusively to sending data on the
broken branch and sends a DI SCONNECT nmessage with the
appropriate reason code ("failure") toward the affected
targets. It does so to speed up failure recovery in case the
conmmuni cati on may be unidirectional and this nmessage m ght be
del i vered successfully.

If the NoRecovery option is selected, then the ST agent that
detects the failure sends a REFUSE nessage with the appropriate
reason code ("failure") to the previous-hop. |If it is breaking
the streamintentionally, it sends a REFUSE nessage with the
appropriate reason code (StreanPreenpted) to the previous-hop
The TargetList in these nessages contains all the targets that
wer e reached t hrough the broken branch. Miltiple REFUSE
messages may be required if the PDUis too long for the MIU of
the intervening network. The REFUSE nessage is propagated al
the way to the origin, which can attenpt recovery of the stream
by sending a new CONNECT to the affected targets. The new
CONNECT will be treated by internediate ST agents as an
addition of new targets into the established stream

If the NoRecovery option is not selected, the ST agent that
breaks the streamintentionally or is the previous-hop before
the fail ed conponent can attenpt recovery of the stream It
does so by issuing a new CONNECT nessage to the affected
targets. |If the ST agent cannot find new routes to sone
targets, or if the only route to sone targets is through the
previ ous-hop, then it sends one or nore REFUSE nessages to the
previ ous-hop with the appropriate reason code ("failure" or
StreanPreenpt ed) specifying the affected targets in the
TargetList. The previous-hop can then attenpt recovery of the
stream by issuing a CONNECT to those targets. |If it cannot
find an appropriate route, it will propagate the REFUSE nessage
toward the origin.

Regar dl ess of which agent attenpts recovery of a danmaged
stream it will issue one or nore CONNECT nessages to the
affected targets. These CONNECT nessages are treated by

i nternmedi ate ST agents as additions of new targets into the
est ablished stream The Fl owSpecs of the new CONNECT nessages
shoul d be the sanme as the ones contained in the nost recent
CONNECT or CHANGE nessages that the ST agent had sent toward
the af fected targets when the stream was operati onal
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The reconstruction of a broken stream nmay not proceed snoothly.
Since there nay be sone delay while the information concerning
the failure is propagated throughout an internet, routing
errors may occur for some tinme after a failure. As a result,
the ST agent attenpting the recovery may receive REFUSE or
ERROR- | N- REQUEST nessages for the new CONNECTs that are caused
by internet routing errors. The ST agent attenpting the
recovery should be prepared to resend CONNECTs before it
succeeds in reconstructing the stream |If the failure
partitions the internet and a new set of routes cannot be found
to the targets, the REFUSE nessages wi |l eventually be
propagated to the origin, which can then informthe application
so it can decide whether to ternminate or to continue to attenpt
recovery of the stream

The new CONNECT nmay at some point reach an ST agent downstream
of the failure before the DI SCONNECT does. In this case, the
agent that receives the CONNECT is not yet aware that the
stream has suffered a failure, and will interpret the new
CONNECT as resulting froma routing failure. It will respond
wi th an ERROR-| N- REQUEST nessage with the appropriate reason
code (Streankxists). Since the timeout that the ST agents

i medi ately preceding the failure and i mediately follow ng the
failure are approximately the sane, it is very likely that the
remmants of the broken streamwill soon be torn down by a

DI SCONNECT nessage with the appropriate reason code
("failure"). Therefore, the ST agent that receives the ERROR
I N REQUEST nessage with reason code (Streantxists) should
retransmt the CONNECT nessage after the ToConnect ti nmeout
expires. |If this fails again, the request will be retried for
NConnect times. Only if it still fails will the ST agent send
a REFUSE nessage with the appropriate reason code (RoutelLoop)
to its previous-hop. This nessage will be propagated back to
the ST agent that is attenpting recovery of the damaged stream
That ST agent can issue a new CONNECT message if it so chooses
The REFUSE is natched to a CONNECT nessage created by a
recovery operation through the LnkReference field in the
CONNECT.

ST agents that have propagated a CONNECT nessage and have
recei ved a REFUSE nessage should maintain this information for
sonme period of tine. |If an agent receives a second CONNECT
message for a target that recently resulted in a REFUSE, that
agent may respond with a REFUSE i nmedi ately rather than
attenpting to propagate the CONNECT. This has the effect of
pruning the tree that is forned by the propagati on of CONNECT
messages to a target that is not reachable by the routes that
are selected first. The tree will pass through any given ST
agent only once, and the stream setup phase will be conpl eted
faster.
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The tine period for which the failure information is naintained
must be consistent with the expected lifetinme of that
information. Failures due to lack of reachability will remain
rel evant for tine periods |arge enough to allow for network
reconfigurations or repairs. Failures due to routing |oops
will be valid only until the relevant routing infornmation has
propagat ed, which can be a short tinme period. Lack of

bandwi dth resulting fromover-allocation will rermain valid
until streans are term nated, which is an unpredictable tineg,
so the tine that such information is maintained should al so be
short.

If a CONNECT nessage reaches a target, the target should as
efficiently as possible use the state that it has saved from
before the streamfailed during recovery of the stream It
will then issue an ACCEPT nessage toward the origin. The
ACCEPT nmessage will be intercepted by the ST agent that is
attenpting recovery of the damaged stream if not the origin.
If the Fl owSpec contained in the ACCEPT specifies the same

sel ection of paraneters as were in effect before the failure,
then the ST agent that is attenpting recovery will not
propagate the ACCEPT. |If the selections of the paraneters are
different, then the agent that is attenpting recovery will send
the origin a NOTIFY nessage with the appropriate reason code
(Fai l ureRecovery) that contains a FlowSpec that specifies the
new parameter values. The origin may then have to change its
data generation characteristics and the stream s paraneters
with a CHANGE nessage to use the newy recovered subtree.

3.7.2.1. Subset

Subsets of this mechani smmay reduce the functionality in
the followi ng ways. A host agent might not retain state
describing a streamthat fails with a DI SCONNECT nmessage
with the appropriate reason code ("failure" or

St r eanPr eenpt ed) .

An agent night force the NoRecovery option always to be set.
In this case, it will allowthe option to be propagated in
t he CONNECT message, but will propagate the REFUSE nmessage
with the appropriate reason code ("failure" or
StreanPreenpted) without attenpting recovery of the danaged
stream

If an ST agent allows streamrecovery and attenpts recovery
of a stream it mght choose a Fl owSpec to specify exactly
the current val ues of the paranmeters, with no ranges or
options.
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3.7.3. A Group of Streans

There nay be a need to associate related streanms. The G oup
mechani smis sinply an association technique that allows ST
agents to identify the different streans that are to be
associated. Streans are in the sane Goup if they have the
same Group Nane in the GoupNane field of the (R) G oup
paraneter. At this time there are no ST control nessages that
nodi fy G oups. G oup Nanes have the sane format as stream
Names, and can share the same nane space. A streamthat is a
menber of a G oup can specify one or nore (Subgroup ldentifier
Rel ation) tuples. The Relation specifies how the nenbers of
the Subgroup of the Group are related. The Subgroups
Identifiers need only be unique within the G oup.

Streans can be associated into Groups to support activities
that deal with a nunber of streans sinultaneously. The
operation of Groups of streans is a matter for further study,
and this nechanismis provided to support that study. This
mechani sm all ows streams to be identified as belonging to a
given Group and Subgroup, but in order to have any effect, the
behavi or that is expected of the Relation nmust be inplenmented
in the ST agents. Possible applications for this mechani sm

i nclude the foll ow ng:

0 Associating streans that are part of a floor-controlled
conference. |In this case, only one origin can send data
through its streamat any given tine. Therefore, at any
poi nt where nore than one stream passes through a branch
or network, only enough bandwi dth for one stream needs
to be all ocated.

0 Associating streans that cannot exist independently. An
exanple of this may be the various streanms that carry
the audi o, video, and data conponents of a conference,
or the various streans that carry data fromthe
different participants in a conference. 1In this case
if some ST agent nust preenpt nore than a single stream
and it has selected any one of the streans so
associated, then it should also preenpt the rest of the
menbers of that Subgroup rather than preenpting any
ot her streans.

0 Associating streans that must not be conpl eted
i ndependently. This exanple is simlar to the preceding
one, but relates to the streamsetup phase. In this
exanpl e, any single nmenber of a Subgroup of streams need
not be conpleted unless the rest are al so conpl et ed.
Therefore, if one stream becones bl ocked, all the others

will also be blocked. In this case, if there are not
enough resources to support all the conferences that are
attenpted, some nunber of the conferences will conplete
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and other will be bl ocked, rather than all conferences
be partially conpleted and partially bl ocked.

Thi s docunent assumes that the creation and nenbership of the
Group will be managed by the next protocol above ST, with the
assi stance of ST. For exanple, the next higher protocol

woul d request ST to create a unique Group Nane and a set of
Subgroups with specified characteristics. The next higher
protocol would distribute this information to the other
participants that were to be menbers of the Group. Each

woul d transfer the G oup Name, Subgroups, and Relations to
the ST layer, which would sinply include themin the stream
st at e.

3.7.3.1. G oup Nanme Gener at or

This facility is provided so that an application or higher
| ayer protocol can obtain a unique Goup Name fromthe ST
layer. This is a nmechanismfor the application to request
the allocation of a Goup Nanme that is independent of the
request to create a stream The G oup Nane is used by the
application or higher |ayer protocol when creating the
streans that are to be part of a group. Al that is
required is a function of the form

Al'l ocat eG oupNane()
-> result, G oupName

A corresponding function to release a G oup Nane is al so
desirable; its formis:

Rel easeG oupNanme( G oupNane )
-> result

3.7.3.2. Subset

Since Goups are currently intended to support
experinmentation, and it is not clear how best to use them
it is appropriate for an inplenentation not to support
Groups. At this tine, a subsetted ST agent nmmy ignore the
Group paraneter. It is expected that in the future, when
Groups transition frombeing an experinental concept to an
operational one, it may be the case that such subsetting
will no |onger be acceptable. At that tinme, a new
subsetting option may be defi ned.
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3.7. 4. H D Negoti ation

Each data packet nmust carry a value to identify the streamto
which it belongs, so that forwardi ng can be perforned.
Conceptual ly, this value could be the Nane of the stream A
shorthand identifier is desirable for two reasons. First,
since each data packet must carry this identifier, network
bandwi dt h efficiency suggests that it be as snmall as
possible. This is particularly inportant for applications
that use snmall data packets, and that use | ow bandwi dth

net wor ks, such as voi ce across packet radi o networks.

Second, the operation of napping this identifier into a data
obj ect that contains the forwardi ng i nfornation nust be
performed at each internediate ST agent in the stream To

nm ni ni ze delay and processing overhead, this operation should
be as efficient as possible. Mst likely, this identifier
will be used to index into an internal table. To neet these
goal s, ST has chosen to use a 16-bit hop-by-hop identifier
(HD. It is large enough to handl e the foreseen nunber of
streanms during the expected life of the protocol while snall
enough not to preclude its use as a forwarding table index.
Not e, however, that HHD 0 is reserved for control nessages,
and that H Ds 1-3 are also reserved for future use.

When ST nakes use of nulticast ability in networks that
provide it, a data packet nulticast by an ST agent will be
received identically by several next-hop ST agents. In a

mul ticast environment, the H D nust be sel ected either by
some networ k-w de nmechani smthat selects unique identifiers,
or it nust be selected by the sender of the CONNECT nessage.
Since we feel any network-w de nmechani smis outside the scope
of this protocol, we propose that the previous-hop agent
select the H D and send it in the CONNECT nessage (with the
H D Field option set, see Section 3.6.1 (page 44)) subject to
t he approval of the next-hop agents. W call this "HD
negoti ati on".

As an origin ST agent is creating a streamor as an

i nternmedi ate agent is propagati ng a CONNECT nessage, it nust
make a routing decision to determ ne which targets will be
reached t hrough which next-hop ST agents. |In sone cases,
several next-hops can be reached through a network that
supports nulticast delivery. |If so, those next-hops will be
made nenbers of a nulticast group and data packets will be
sent to the group. Different CONNECT nessages are sent to
the several next-hops even if the data packets will be sent
to the multicast group, because the CONNECT nessages contain
different TargetLists and are acknow edged and accepted
separately. However, the H D contained by the different
CONNECT message nmust be identical. The ST agent selects a
16-bit quantity to be the HID and inserts it into each
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CONNECT nessage that is then sent to the appropriate
next - hop.

The next-hop agents that receive the CONNECT nessages mnust
propagate the CONNECT nessages toward the targets, but nust
al so 1l ook at the HI D and deci de whet her they can approve it.
An ST agent can only receive data packets with a given HDif
they belong to a single stream |f the ST agent already has
an established streamthat uses the proposed HID, this is a
H D col lision, and the agent cannot approve the HI D for the
new stream O herw se the agent can approve the HID. If it
can approve the H D, then it nust nake note of that H D and
it nmust respond with a H D APPROVE nessage (unless it can

i medi ately respond with an ERROR- | N REQUEST or a REFUSE)

If it cannot approve the HHIDthen it nust respond with a

H D- REJECT nessage.

An agent that sends a CONNECT nessage with the H bit set
awaits its acknow edgnent nessage (which could be a

H D- ACCEPT, HI D- REJECT, or an ERROR- I N-REQUEST) fromthe
next - hops i ndependently of receiving ACCEPT nessages. |If it
does not receive an acknow edgnent within timeout ToConnect,
it will resend the CONNECT. |If each next-hop agent responds
with a H D-ACCEPT, this inplies that they have each approved
of the HHD, so it can be used for all subsequent data
packets. |f one or nore next-hops respond with an

HI D- REJECT, then the agent that selected the H D nust sel ect
another HI D and send it to each next-hop in a set of

H D- CHANGE nessages. The next-hop agents nust respond to
(and t hus acknow edge) these H D CHANGE nessages with either
a H D ACCEPT or a HI D-REJECT (or, in the case of an error, an
ERROR- | N- REQUEST, or a REFUSE if the next-hop agent wants to
abort the HI D negotiation process after rejecting NH DAbort
proposed HIDs). |If the agent does not receive such a
response within timeout ToH DChange, it will resend the

H D- CHANGE up to NHI DChange tines. |If any next-hop agents
respond with a REFUSE nessage that specifies all the targets
that were included in the correspondi ng CONNECT, then that
next-hop is renoved fromthe negotiation. The overal
negotiation is conplete only when the agent receives a

H D- ACCEPT to the sanme proposed H D fromall the next-hops
that do not respond with an ERROR-|I N- REQUEST or a REFUSE.

This negotiation may continue an indeterninate |ength of
time. |In fact, the CONNECT nessages coul d propagate to the
targets and their ACCEPT nmessages may potentially propagate
back to the origin before the negotiation is complete. |If
this were permitted, the origin would not be aware of the

i nconpl ete negotiation and could begin to send data packets.
Then the agent that is attenpting to select a H D would have
to discard any data rather than sending it to the next-hops
since it mght not have a valid HHDto send with the data.
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To prevent this situation, an ACCEPT shoul d not be propagated
back to the previous-hop until the H D negotiation with the
next - hops has been conpl et ed.

Al'though it is possible that the negotiation extends for an
arbitrary length of tine, we consider this to be very
unlikely. Since the HDis only relevant across a single
hop, we can estinmate the probability that a randonly sel ected
HDwIll conflict with the H D of an established stream
Consider a streamin which the hop froman ST agent to ten
next - hop agents is through the nulticast facility of a given
network. Assune al so that each of the next-hop agents
participates in 1000 other streans, and that each has been
created with a different HD. A randomy selected 16-bit H D
will have a probability of greater than 85.9% of succeeding
on the first try, 98.1% of succeeding on the second, and

99. 8% of succeeding on the third. W therefore suggest that
a 16-bit H D space is sufficiently large to support ST unti
better nulticast H D selection procedures, e.g., H D servers,
can be depl oyed.

An obvious way to select the HHD is for the ST agents to use
a random nunmber generator as suggested above. An alternate
mechanismis for the internediate agents to use the H D
contained in the inconm ng CONNECT nessage for all the

out goi ng CONNECT nessages, and generate a random nunber only

as a second choice. In this case, the origin ST agent would
Agent 3 Agent B
1. +-> CONNECT B -------------- >+
<RVLI d=0><SVLI d=32>
<Ref =315><HI D=5990> V
2. (Check HI D Table, 5990 busy, 6000-11 unused)
Y
3. +<- HD-REJECT -------------- +

<RVLI| d=32><SVLI| d=45>
<Ref =315><HI D=5990>
<Fr eeHl Ds=5990: 0000FFF0>
4, +-> HD CHANGE ------------ >+
<RVLI d=45><SVLI d=32> |
<Ref =320><HI D=6000> Y
5. (Check HI D Table, 6000 (still) available)
Y,

<——

6. +<- H D-APPROVE ------------- +
<RVLI d=32><SVLI| d=45>
<Ref =320><HI D=6000>
7. (Both parties have now agreed to use H D 6000)

Figure 18. Typical H D Negotiation (No Milticasting)
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be responsible for generating the HD, and the sane H D could
be propagated for the entire stream This approach has the
mar gi nal advantage that the H D could be created by a higher

| ayer protocol that m ght have gl obal know edge and coul d
select small, globally unique H Ds for all the streans. Wile
this is possible, we leave it for further study.

Agent 2 Agent C Agent D

1. +->4-> CONNECT === -----mmmmmmm e e >+
| <RVLI d=0><SVLI d=26> |

|  <Ref=250><HI D=4824> I
V  <Mcast =224.1.18. 216, 01: 00: 5E: 01: 12: d8> |
+- |
I

2. > CONNECT ---------------mmm-n +
<RVLI d=0><SVLI| d=25> |
<Ref =252><HI D=4824> | Y
3. <Mcast =224. 1. 18. 216, Y, (Check HI D Tabl e)
4, 01: 00: 5E: 01: 12: d8> (Check HI D Table) (4824 ok)
(4824 busy) (4800-4809 ok)
(4800- 4820 ok) |
Y,
5. +<- HD REJECT ----------------- + |
| <RVLI d=25><SVLI d=54> |
| <Ref =252><Hl D=4824> |
V <Fr eeHl Ds=4824: FFFFF800> \Y
6. +<-+<- HID-APPROVE -----------cmcmmmmmime e e oo oo - +
| <RVLI d=26><SVLI| d=64>
| <Ref =250><HI D=4824>
Y, <Fr eeHl Ds=4824: FFC00080>
(find common HI D 4800)
V
7. +->+-> HIDCHANGE --------------cmmmmmmeem oo oo - >+
| <RVLI d=64><SVLI| d=26> |
V  <Ref =253><HI D=4800> |
8. +-> HD CHANGE ---------------- >+ |
<RVLI d=54><SVLI| d=25> | \%
9. <Ref =254><Hl D=4800> \% (Check HI D Tabl e)
10. (Check HI D Tabl e) (4800 ok)
(4800- 4820 ok) (4800-4809 ok)
Y
11. +<- H D-APPROVE ---------------- +

|
| <RVLI d=25><SVLI d=54> |
| <Ref =254><HI D=4800> |
V  <FreeH Ds=4800: 7FFFF800> Y
12. +<-+<- HHID-APPROVE ----------mmmmme e o o - +
| <RVLI d=26><SVLI| d=64>
| <Ref =253><HI D=4800>
\Y <Fr eeHl Ds=4800: 7TFC00080>
13. (all parties have now agreed to use HI D 4800)

Figure 19. Milticast H D Negotiation
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11.

12.

13.

14.

15.

16.

17.

18.

Agent 2

o>

+<- - - -

|
Vv

Internet Stream Protoco

Agent D

Cct ober 1990

Agent 3

0.0 N = o = T >+

<RVLI d=0><SVLI| d=24>
<Ref =260><HI D=4800>
<Mcast =224. 1. 18. 216,
01: 00: 5E: 01: 12: d8>

(4800 busy,

(Check HI D Tabl e)

H D REJECT <-- - mmmmmmmmm e oo +

<RVLI| d=24><SVLI| d=33>
<Ref =260><HI D=4824>
<Fr eeH Ds=4824: 7FE0O0000>

(find common HI D 4810)

Vv
+->4->

|
Vv

->

+

<
v

+<- +<-

+

->

T<—
v

|

V
+->
|

|

|

|

|

|

|

|

| +<-
|

\Y

HI D- CHANGE - - - - === === === - mmmmmmmmm oo oo >+

<RVLI d=33><SVLI d=24>
<Ref =262><Hl D=4810>

H D- CHANGE- ADD - - ------------

<RVL| d=64><SVLI| d=26>
<Ref =263><H|I D=4810>
H D- CHANGE- ADD - - - ->+
<RVLI| d=54><SVLI| d=25>
<Ref =265><HI D=4810> V

H D- APPROVE <------- +
<RVLI d=25><SVLI d=54>
<Ref =265><H| D=4810>

<Fr eeH Ds=4810: 7FDB000>

HDREJECT <-----------------

<RVLI| d=26><SVLI| d=64>
<Ref =263><Hl D=4810>
<Fr eeH Ds=4810: 7F000000>

(Check HI D Tabl e)
(Check HI D Table) (4810 busy)
(4801-4812 ok) (4801-4807 ok)
\Y

L

4801- 4810 ok)

(Check HI D Tabl e)
(4801- 4815 ok)

\Y

HI D- APPROVE - - = - - = = = === = mm e e mee e ee e +

<RVLI d=24><SVLI| d=33>
<Ref =262><HI D=4810>
<Fr eeH Ds=4810: 7FDF0000>

HI D- CHANGE- DELETE -------ccmmmmmmmmeee e >

<RVLI d=33><SVLI| d=24>
<Ref =266><Hl D=4810>

H D- CHANGE- DELETE - >+
<RVL| d=54><SVLI| d=25>
<Ref =268><HI D=4810> V
H D- APPROVE -------- +
<RVLI d=25><SVLI| d=54>
<Ref =268><HI D=0>

H D- APPROVE - - == == === <= m = mmm e mmmoem e e me o

<RVLI| d=24><SVLI| d=33>
<Ref =266><H|I D=0>

(find common HI D 4801)

LT ——— +

Figure 20. Milticast H D Re-Negotiation (part 1)
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Agent 2 Agent C Agent D Agent 3
18. (find comon HI D 4801)
Y
19, +->+-> HIDCHANGE --------mmmmmm e m e e oo >+
| <RVL| d=33><SVLI d=24>
V  <Ref=270><H D=4801>
20. +-> H D CHANGE- ADD --------m-mmmmmmmo- >+ |
| <RVL| d=64><SVLI| d=26> | \%
21. V  <Ref =273><H D=4801> | (Check HI D Tabl e)
22. +-> Hl D- CHANGE- ADD - - - - >+ | (4801- 4815 ok)
<RVLI d=54><SVLI| d=25>| Y |
23. <Ref =274><H D=4801> V (Check HI D Tabl e)
24, (Check HI D Tabl e) (4801-4807 ok)
(4801- 4812 ok) | |
\ | |
25. +<- H D- APPROVE <------- + | |
| <RVL| d=25><SVLI d=54> |
| <Ref =274><Hl D=4801> |
V  <FreeH Ds=4801: 3FF80000> \%
26. +<- HID-APPROVE <-------cmmmmmmm oo + |
| <RVLI d=26><SVLI| d=64>
| <Ref =273><HI D=4801>
V  <FreeH Ds=4801: 3F000000> Y
27. +<-4+<- H D APPROVE <-----mmmmm i m o +
| <RVLI d=24><SVLI| d=33>
| <Ref =270><HI D=4801>
Y <Fr eeHl Ds=4801: 3FFF0000>
28. (switch data streamto H D 4801, drop 4800)
Y
29. +->+-> H D CHANGE- DELETE ---------------- >+
| <RVL| d=64><SVLI| d=26> |
V  <Ref =275><H D=4800> |
30. +-> Hl D- CHANGE- DELETE - >+ |
<RVLI d=54><SVLI| d=25>|
<Ref =277><H D=4800> V
31. +<-+<- H D-APPROVE -------- + |
| <RVLI d=25><SVLI d=54> |
\% <Ref =277><HI D=0> Y
32, +<-4+<- HDAPPROVE --------mmommmmme o +
| <RVLI| d=26><SVLI| d=64>
Y <Ref =275><HI D=0>

(all parties have now agreed to use HI D 4801)

Figure 20. Milticast H D Re-Negotiation (part 2)
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3.7.4. 1. Subset
The above nechani sm can operate exactly as described even if
the ST agents do not all use the entire 16 bits of the H D
A low capacity ST agent that cannot support a |arge nunber
of sinultaneous streans may use only sone of the bits in the
H D, say for exanple the |Iow order byte. This nmay all ow
this disadvantaged agent to use smaller internal data
structures at the expense of causing H D collisions to occur
nmore often. However, neither the di sadvantaged agent’s
previ ous-hop nor its next-hops need be aware of its
l[imtations. |In the HD negotiation, the negotiators stil
exchange a 16-bit quantity.
5. | P Encapsul ati on of ST

ST packets may be encapsulated in IP to allow themto pass
through routers that don’t support the ST Protocol. O course,
ST resource nanagenent is precluded over such a path, and
packet overhead is increased by encapsul ation, but if the
performance is reasonably predictable this may be better than
not communicating at all. |P encapsulation may also be
required either for enhanced security (see Section 3.7.8 (page
67)) or for user-space inplenentations of ST in hosts that
don’t allow denultiplexing on the IP Version Nunber field (see
Section 4 (page 75)), but do allow access to raw | P packets

| P-encapsul ated ST packets begin with a normal | P header. Most
fields of the I P header should be filled in according to the
sanme rules that apply to any other I P packet. Three fields of
special interest are:

o0 Protocol is 5 to indicate an ST packet is enclosed, as
opposed to TCP or UDP, for exanple. The assignnent of
protocol 5 to ST is an arranged coi nci dence with the
assignnent of IP Version 5 to ST [18].

0o Destination Address is that of the next-hop ST agent.
This may or may not be the target of the ST stream
There may be an internediate ST agent to which the
packet should be routed to take advantage of service
guarantees on the path past that agent. Such an
i nternedi ate agent would not be on a directly-connected
network (or else IP encapsul ation woul dn’t be needed),
so it would probably not be listed in the normal routing
table. Additional routing nmechani snms, not defined here,
will be required to | earn about such agents

0 Type-of-Service may be set to an appropriate value for
the service being requested (usually | ow delay, high
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t hroughput, nornmal reliability). This feature is not
i mpl emented uniformy in the Internet, so its use can't be
preci sely defined here.

Since there can be no guarantees nmade about performance across
a normal I P network, the ST agent that will encapsul ate should
nodi fy the Desired Fl owSpec paraneters when the streamis being
established to indicate that performance is not guaranteed. In
particular, Reliability should be set to the mini num val ue
(1/256), and suitably large val ues should be added to the
Accumul at ed Mean Del ay and Accunul ated Del ay Variance to
reflect the possibility that packets nay be del ayed up to the
poi nt of discard when there is network congestion. A suitably
| arge val ue is 255 seconds, the maximum packet lifetinme as
defined by the IP Tine-to-Live field.

| P encapsul ation adds little difficulty for the ST agent that
recei ves the packet. The IP header is sinply renoved, then the
ST header is processed as usual

The nmore difficult part is during setup, when the ST agent nust
deci de whether or not to encapsulate. |f the next-hop ST agent
is on arenote network and the route to that network is through
a router that supports IP but not ST, then encapsulation is
required. As nmentioned in Section 3.8.1 (page 69), routing
table entries nust be expanded to indicate whether the router
supports ST.

On forwarding, the (nostly constant) |P Header nust be inserted
and the | P checksum appropriately updat ed.

On a directly connected network, though, one m ght want to
encapsul ate only when sending to a particul ar destination host
that does not allow denultiplexing on the I P Version Nunber
field. This requires the routing table to include host-route
as well as network-route entries. Host-route entries night
require static definition if the hosts do not participate in
the routing protocols. |If packet size is not a critica
performance factor, one solution is always to encapsul ate on
the directly connected network whenever sone hosts require
encapsul ati on. Those that don’t require the encapsul ation
shoul d be able to renobve it upon reception

3.7.5. 1. I P Multicasting

If an ST agent nust use |IP encapsulation to reach nultiple
next - hops toward different targets, then either the packet
nmust be replicated for transm ssion to each next-hop, or IP
multicasting [6] may be used if it is inplenented in the
next-hop ST agents and in the intervening IP routers.
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This is anal ogous to using network-Ievel service to
mul ticast to several next-hop agents on a directly connected
net wor k.

When the streamis established, the collection of next-hop
ST agents nust be set up as an IP nulticast group. It may
be necessary for the ST agent that wishes to send the IP
multicast to allocate a transient nulticast group address
and then tell the next-hop agents to join the group. Use of
the Multicast Address paraneter (see Section 4.2.2.7 (page
86)) provides one way that the information may be
conmmuni cat ed, but other techni ques are possible. The

mul ticast group address in inserted in the Destination
Address field of the IP encapsul ati on when data packets are
transmtted.

A bl ock of transient IP nulticast addresses, 224.1.0.0 -
224. 1. 255. 255, has been allocated for this purpose. There
are 2716 addresses in this block, allowi ng a direct mapping
with 16-bit H Ds, if appropriate. The mechanisns for

al l ocating these addresses are not defined here.

In addition, two permanent |IP nulticast addresses have been
assigned to facilitate experinmentation with exchange of
routing or other information anong ST agents. Those
addresses are:

224.0.0.7 All ST routers
224.0.0.8 Al ST hosts

An ST router is an ST agent that can pass traffic between
attached networks; an ST host is an ST agent that is
connected to a single network or is not permtted to pass
traffic between attached networks. Note that the range of
these nulticasts is nornmally just the attached | oca
network, linmted by setting the IP tinme-to-live field to 1
(see [6]).

.7.6. Ret ransmi ssi on

The ST Control Message Protocol is nmade reliable through use of
retransm ssi on when an expected acknow edgnent is not received
inatinely manner. The problem of when to send a

retransm ssion has been studied for protocols such as TCP [ 2]
[10] [11]. The problem should be sinpler for ST since contro
messages usually only have to travel a single hop and they do
not contain very nuch data. However, the algorithns devel oped
for TCP are sufficiently sinple that their use is recommended
for ST as well; see [2]. An inplenentor mght, for exanple,
choose to keep statistics separately for each
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nei ghboring ST agent, or conbined into a single statistic for
an attached network.

Estimating the packet round-trip time (RTT) is a key function
inreliable transport protocols such as TCP. Estimation nust
be dynam c, since congestion and resource contention result in
varying delays. |If RIT estinates are too |ow, packets will be
retransmtted too frequently, wasting network capacity. |If RTT
estinmates are too high, retransmissions will be del ayed
reduci ng network throughput when transm ssion errors occur.
Article [11] identifies problenms that arise when RTT estimates
are poor, outlines how RTT is used and how retransm ssion
tinmeouts (RTO are estimated, and surveys several ways that RTT
and RTO estimates can be inproved.

Not e the HELLQO ACK mechani sm described in Section 3.7.1.2 (page
49) can give an estimate of the RIT and its variance. These
estinmates are also inportant for use with the delay and del ay
variance entries in the Fl owSpec.

L7.7. Rout i ng

ST requires access to routing information in order to select a
path froman origin to the destination(s). However, routing is
considered to be a separate issue and neither the routing
algorithmnor its inplenentation is specified here. ST should
operate equally well with any reasonable routing algorithm

Wil e ST may be capabl e of using several types of information
that are not currently available, the mninmal information
required is that provided by IP, nanely the ability to find an
interface and next hop router for a specified IP destination
address and Type of Service. Methods to make nore infornmation
available and to use it are left for further study. For
initial ST inplenentations, any routing information that is
required but not automatically provided will be assunmed to be
manual |y configured into the ST agents.

. 7.8. Security

The ST Protocol by itself does not provide security services.

It is nmore vulnerable to nisdelivery and denial of service than
| P since the ST Header only carries a 16-bit H D for
identification purposes. Any information, such as source and
destination addresses, which a higher-layer protocol m ght use
to detect misdelivery are the responsibility of either the
application or higher-layer protocol.
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ST is less prone to traffic analysis than | P since the only
identifying information contained in the ST Header is a hop-
by-hop identifier (HHD). However, the use of a HDis also
what nakes ST nore vulnerable to denial of service since an ST
agent has no reliable way to detect when bogus traffic is
injected into, and thus consunes bandwi dth from a user’s
stream Detection can be enhanced through use of per-interface
forwardi ng tables and verification of |ocal network source and
destinati on addresses.

We envision that applications that require security services
will use facilities, such as the Secure Digital Networking
System (SDNS) | ayer 3 Security Protocol (SP3/D) [19] [20]. In
such an environnent, ST PDUs would first be encapsulated in an
| P Header, using IP Protocol 5 (ST) as described in Section
3.7.5 (page 64). These |P datagrans would then be secured
using SP3/D, which results in another IP Protocol 5 PDU that
can be passed between ST agents.

This meno does not specify how an application i nvokes security
services

3. 8. ST Service Interfaces

ST has several interfaces to other nodules in a comrunication
system ST provides its services to applications or transport-

| evel protocols through its "upper" interface (or SAP). ST in
turn uses the services provided by network | ayers, managenent
functions (e.g., address translation and routing), and IP. The
interfaces to these nodul es are described in this section in the
formof subroutine calls. Note that this does not nean that an

i mpl enent ati on nust actually be inplenmented as subroutines, but is
instead intended to identify the information to be passed between
t he nodul es

In this style of outlining the nodule interfaces, the information
passed into a nodule is shown as argunents to the subroutine call.
Return information and/ or success/failure indications are listed
after the arrow ("->") that follows the subroutine call. In
several cases, a list of values nust either be passed to or
returned froma nodule interface. Exanples include a set of
target addresses, or the mappings froma target list to a set of
next hop addresses that span the route to the originally |isted
targets. \Wien such a list is appropriate, the values repeated for
each list element are bracketed and an asterisk is added to

i ndicate that zero, one, or many list elenents can be passed
across the interface (e.g., "<target>*" neans zero, one, or nore
targets).
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3.8. 1. Access to Routing Information

The design of routing functions that can support a variety of
resource managenent algorithns is difficult. In this section
we suggest a set of prelimnary interfaces suitable for use in
initial experinments. W expect that these interfaces wll
change as we gain nore insight into how routing, resource

al l ocation, and decision naking el enents are best divided.

Routing functions are required to identify the set of potenti al
routes to each destination site. The routing functions should
make sone effort to identify routes that are currently
avai |l abl e and that neet the resource requirenents. However,

t hese properties need not be confirmed until the actua
resource allocation and connection setup propagation are

per f or med.

The m ninum capability required of the interface to routing is
to identify the network interface and next hop toward a given
target. W expect that the traditional routing table will need
to be extended to include information that ST requires such as
whet her or not a next hop supports ST, and, if so, whether or
not I P encapsul ation (see Section 3.7.5 (page 64)) is required
to comunicate with it. In particular, host entries will be
required for hosts that can only support ST through
encapsul ati on because the IP software either is not capable of
demul ti pl exi ng dat agrans based on the I P Version Nunber field,
or the application interface only supports access to raw I P
datagranms. This interface is illustrated by the function

Fi ndNext Hop( destination, TOS)
->result, < interface, next hop, ST-capable,
Must Encapsul at e >*

However, the resource managenent functions can best tradeoff
anong alternative routes when presented with a matrix of all
potential routes. The natrix entry corresponding to a
destination and a next hop would contain the estinated
characteristics of the correspondi ng pathway. Using this
representation, the resource managenent functions can quickly
determ ne the next hop sets that cover the entire destination
list, and conpare the various paraneters of the tradeoff

bet ween the guarantees that can be prom sed by each set. An

interface that returns a conpressed natrix, listing the
sui tabl e routes by next hop and the destinations reachabl e
t hrough each, is illustrated by the function

Fi ndNext Hops( < destination >*, TOS)
->result, < destination, < interface, next hop
ST- capabl e, Must Encapsul ate >* >*
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We hope that routing protocols will be available that propagate
additional netrics of bandw dth, delay, bit/burst error rate,
and whether a router has ST capability. However, propagating

this information in a tinely fashion is still a key research
i ssue.
3.8.2. Access to Network Layer Resource Reservation

The resources required to reach the next-hops associated with
the chosen routes nmust be allocated. These allocations wll
generally be requested and rel eased increnentally. As the
next-hop elenents for the routes are chosen, the network
resources between the current node and t he next-hops nust be
all ocated. Since the resources are not guaranteed to be

available -- a network or node further down the path m ght have
fail ed or needed resources night have been allocated since the
routi ng deci sions where nade -- sonme of these allocations nay

have to be rel eased, another route selected, and a new
al | ocati on request ed.

There are four basic interface functions needed for the network
resource allocator. The first checks to see if the required
resources are available, returning the Iikelihood that an
ensui ng resource allocation will succeed. A probability of 0%
i ndi cates the resources are not available or cannot pronise to
nmeet the required guarantees. Low probabilities indicate that
nost of the resource has been allocated or that there is a |ot
of contention for using the resource. This call does not
actually reserve the resources

Resour ceProbe( requirements )
-> likelihood

Anot her call reserves the resources

Resour ceReserve( requirenents )
-> result, reservation_id

The third call adjusts the resource guarantees:

Resour ceAdj ust ( reservation_id, new requirenents )
-> result

The final call allows the resources to be rel eased:

Resour ceRel ease( reservation_id )
-> result
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3.8.3. Net wor k Layer Services Utilized

ST requires access to the usual network layer functions to send
and receive packets and to be inforned of network status
information. In addition, it requires functions to enable and
di sabl e reception of nulticast packets. Such functions night
be defined as:

Joi nLocal Group( network | evel group-address )
->result, multicast _id

LeavelLocal G oup( network | evel group-address )
-> result

RecvNet ( SAP )
->result, src, dst, len, Buf PTR)

SendNet ( src, dst, SAP, len, Buf PTR)
-> result

Get Notification( SAP )
->result, infop

3.8.4. IP Services Uilized

Since ST packets night be sent or received using IP

encapsul ation, IP level routines to join and | eave nulticast
groups are required in addition to the usual services defined
inthe IP specification (see the IP specification [2] [15] and
the IP nulticast specification [6] for details).

Joi nHost G oup( | P level group-address, interface )
->result, multicast _id

LeaveHost Group( I P | evel group-address, interface )
-> result

CGET_SRCADDR( renote | P addr, TOS)
-> | ocal | P address

SEND( src, dst, prot, TGS, TTL, Buf PTR, len, |d, DF,

opt )
-> result

RECV( Buf PTR, prot )
->result, src, dst, SpecDest, TCS, |en, opt

CGET_MAXSI ZES( | ocal, renote, TOS)
-> MMB_R, MMVB_S

Cl P Wrking G oup [ Page 71]



RFC 1190 I nternet Stream Protocol Cct ober 1990

ADVI SE_DELI VPROB( problem local, renote, TOS)
-> result

SEND | CWP( src, dst, TGOS, TTL, Buf PTR, len, 1d, DF, opt )
-> result

RECV_| CMP( Buf PTR )
->result, src, dst, len, opt

3.8.5. ST Layer Services Provided

Interface to the ST |layer services nmay be nodel ed using a set
of subroutine calls (but need not be inplenented as such).
When the protocol is inplenented as part of an operating
system these subroutines nmay be used directly by a higher

| evel protocol processing |ayer.

These subroutines mght also be provided through system service
calls to provide a raw interface for use by an application
Oten, this will require further adaptation to conformw th the
i diomof the particular operating system For exanple, 4.3 BSD
UNI X (TM provides sockets, ioctls and signals for network

pr ogr ami ng.

open( connect/listen, SAPBytes, |ocal SAP, |ocal host,
account, authentication info, < foreign host,
SAPByt es, foreign SAP, options >*, flow spec,
precedence, group nane, optional paraneters )
->result, id, streamnane, < foreign host,
forei gn SAPBytes, foreign SAP, result, flow spec
rnane, optional paranmeters >*

Note that an open by a target in "listen node" nmay cause ST to
create a state block for the streamto facilitate rendezvous.

add( id, SAPBytes, |local SAP, |ocal host, < foreign host,
SAPByt es, foreign SAP, options >*, flow spec,
precedence, group nane, optional paraneters )
->result, < foreign host, foreign SAPBytes,
foreign SAP, result,
fl ow spec, rnane, optional paraneters >*

send( id, buffer address, byte count, priority )
->result, next send tinme, burst send tine

recv( id, buffer address, max byte count )
-> result, byte count

recvsignal ( id)
->result, signal, info

Cl P Wrking G oup [ Page 72]



RFC 1190 I nternet Stream Protocol Cct ober 1990

recei vecontrol ( id)
->result, id, streamnane, < foreign host,
foreign SAPBytes, foreign SAP, result, flow spec
rname, optional paraneters >*

sendcontrol ( id, flow spec, precedence, options,
< foreign host, SAPBytes, foreign SAP, options >*)
->result, < foreign host, foreign SAPBytes,
foreign SAP, result, flow spec, rnane
optional paraneters >*

change( id, flow spec, precedence, options,
< foreign host, SAPBytes, foreign SAP, options >*)
->result, < foreign host, foreign SAPBytes,
foreign SAP, result, flow spec, rnane
optional paraneters >*

close( id, < foreign host, SAPBytes, foreign SAP >*,
optional paraneters )
-> result

status( id/stream nane/group name )
-> result, account, group name, protocol
< stream nane, < foreign host, SAPbytes
foreign SAP, state, options, flow spec,
routing info, rname >*, precedence, options >*

creat egroup( nenbers* )
-> result, group nane

del et egroup( group nane, nenbers* )
-> result
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4, ST Protocol Data Unit Descriptions

The ST PDUs sent between ST agents consist of an ST Header

ncapsul ating either a higher layer PDU or an ST Control Message.
Since ST operates as an extension of |IP, the packet arrives at the
sanme network service access point that |P uses to receive IP
datagrans, e.g., ST would use the sane ethertype (0x800) as does IP
The two types of packets are distinguished by the I P Version Nunber
field (the first four bits of the packet); |IP currently uses a val ue
of 4, while ST has been assigned the value 5 [18]. There is no

requi renent for conpatibility between I P and ST packet headers beyond
the first four bits.

The ST Header also includes an ST Version Nunber, a total length
field, a header checksum and a H D, as shown in Figure 21. See
Appendi x 1 (page 147) for an explanation of the notation.

ST is the I P Version Nunber assigned to identify ST packets. The
value for ST is 5.

Ver is the ST Version Nunber. This docunent defines ST Version 2.

Pri is the priority of the packet. It is used in data packets to
i ndi cate those packets to drop if a streamis exceeding its
all ocation. Zero is the lowest priority and 7 the highest.

T (bit 11) is used to indicate that a Tinmestanp is present

foll owi ng the ST Header but before any next higher |ayer protocol
data. The Tinmestanp is not permtted on ST Control Messages

(whi ch may use the OiginTi nestanp option).

Bits 12 through 15 are spares and should be set to O.

1 2 3
1234567890123456789012345678901
+- B S S s s o i S S S S S
Pri |T|] Bits | Tot al Byt es |
B T o e e e t s i R SR R R SRS
H D | Header Checksum |
B i T o S o i S S i s S S S S S S

+— +

+-
|

+- +-
|

+-

T T S T i s L i S S S S S S S e T s

| |
+- Ti mest anp -+
| |

B S i S S S S S T2 s S S S o S S S S

Figure 21. ST Header
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Total Bytes is the length, in bytes, of the entire ST packet, it

i ncludes the ST Header and optional Tinmestanp but does not include
any | ocal network headers or trailers. |In general, all length
fields in the ST Protocol are in units of bytes.

HDis the 16-bit hop-by-hop streamidentifier. It is an
abbreviation for the Nanme of the streamand is used both to reduce
t he packet header length and, by the receiver of the data packet,
to make the forwarding function nore efficient. Control Messages
have a H D value of zero. H Ds are negotiated by the next-hop and
previ ous- hop agents to nake the abbreviation unique. It is used
here in the ST Header and in various Control Messages. HI D val ues
1-3 are reserved for future use.

Header Checksum covers only the ST Header and Ti nmestanp, if

present. The ST Protocol uses 16-bit checksuns here in the ST
Header and in each Control Message. The standard Internet
checksum al gorithmis used: "The checksumfield is the 16-bit
one’s conpl enent of the one’'s conplenment sumof all 16-bit words
in the header. For purposes of conputing the checksum the val ue
of the checksumfield is zero." See [1] [12] [15] for suggestions
for efficient checksum al gorithns.

Tinmestanp is an optional tinestanp inserted into data packets by
the origin. It is only present when the T bit, described above,
is set (1). Its use is negotiated at connection setup time; see
Sections 4.2.3.5 (page 108) and 4.2.3.1 (page 100). The Ti nestanp
has the NTP format; see [13].

4. 1. Dat a Packets

ST packets whose HHDis not zero to three are user data packets.
Their interpretation is a matter for the higher layer protocols
and consequently is not specified here. The data packets are not
protected by an ST checksumand will be delivered to the higher

| ayer protocol even with errors.

ST agents will not pass data packets over a new hop whose setup is

not conplete, i.e., a H D nust have been negotiated and either an
ACCEPT or REFUSE has been received for all targets specified in
t he CONNECT.
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4. 2. ST Control Message Protocol Descriptions

ST Control Messages are between a previous-hop agent and its
next - hop agent(s) using a H D of zero. The control protocol

foll ows a request-response nodel with all requests expecting
responses. Retransnission after tinmeout (see Section 3.7.6 (page
66)) is used to allow for lost or ignored nmessages. Control
messages do not extend across packet boundaries; if a control
nmessage is too large for the MU of a hop, its information
(usually a TargetList) is partitioned and a control nessage per
partition is sent. Al control nessages have the foll ow ng
format:

OpCode identifies the type of control nessage. Each is
described in detail in follow ng sections.

Options is used to convey OpCode-specific variations for a
control nessage.

Total Bytes is the length of the control nessage, in bytes,
including all OpCode specific fields and optional paraneters.
The value is always divisible by four.

RVLId is used to convey the Virtual Link lIdentifier of the
recei ver of the control nessage, when known, or zero in the
case of an initial CONNECT or diagnostic nmessage. The RVLId is
intended to pernit efficient dispatch to the portion of a
streami s state machine containing information about a specific
operation in progress over the link. RVLId values 1-3 are
reserved; see Sections 3 (page 17) and 3.7.1.2 (page 49).

0 1 2 3

01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S
| OpCode | Opti ons | Tot al Byt es |
T e e i i e T S ettt i s s SN S
I RvLId | SVLI d |
T T i i e e e e e E et e i s s SR R SR
| Ref er ence | LnkRef er ence |
B T e o i S I i i S S N iy St S I S S
| Sender | PAddr ess |
e e i i e T S i S e e e R

| Checksum | :
T e et i i o S S o SR S -+

OpCode Specific Data :
B e s i e e e s i i ST RIE CRIE TR TR TR S T S S S s sl S S S

Figure 22. ST Control Message Fornat
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SVLId is used to convey the Virtual Link Identifier of the
sender of the control nessage. Except for ERROR- | N- REQUEST and
di agnosti c nmessages, it must never be zero. SvVLId values 1-3
are reserved; see Sections 3 (page 17) and 3.7.1.2 (page 49).

Reference is a transaction nunber. Each sender of a request
control nessage assigns a Reference nunber to the nessage that
is unique with respect to the stream The Reference nunber is
used by the receiver to detect and discard duplicates. Each
acknow edgnment carries the Reference nunmber of the request
bei ng acknow edged. Reference zero is never used, and

Ref erence nunbers are assuned to be nonotonically increasing
with wraparound so that the ol der-than and nore-recent-than
relations are well defined.

LnkRef erence contains the Reference field of the request

control nessage that caused this request control message to be
created. It is used in situations where a single request |eads
to nultiple "responses”. Exanples are CONNECT and CHANGE
messages that nust be acknow edged hop-by-hop and will al so

|l ead to an ACCEPT or REFUSE from each target in the TargetlList.

Sender | PAddress is the 32-bit | P address of the network
interface that the ST agent used to send the control nessage.
Thi s val ue changes each tinme the packet is forwarded by an ST
agent (hop-by-hop).

Checksumis the checksum of the control nmessage. Because the
control nessages are sent in packets that may be delivered with
bits in error, each control nessage nust be checked before it
is acted upon; see Section 4 (page 76).

OpCode Specific Data contains any additional information that
is associated with the control nessage. It depends on the
specific control nessage and is explained further below In
sonme response control nessages, fields of zero are included to
allow the format to natch that of the correspondi ng request
message. The OpCode Specific Data may al so contain any of the
optional Paraneters defined in Section 4.2.2 (page 80).
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4.2. 1. ST Control Messages

The CONNECT and CHANCE nessages are used to establish or nodify
branches in the stream They propagate in the direction from
the origin toward the targets. They are end-to-end nessages
created by the origin. They propagate all the way to the
targets, and require ERROR- | N REQUEST, ACK, H D-REJECT, H D
APPROVE, ACCEPT, or REFUSE nessages in response. The CONNECT
nmessage i s the stream setup nessage. The CHANGE nessage i s
used to change the characteristics of an established stream
The CONNECT message is al so used to add one or nore targets to
an existing stream and during recovery of a broken stream
Bot h nessages have a Targetlist paraneter and are processed
simlarly.

The DI SCONNECT nessage is used to tear down streans or parts of
streams. It propagates in the direction fromthe origin toward
the targets. It is either used as an end-to-end nessage
generated by the origin that is used to conpletely tear down a
stream or is generated by an internediate ST agent that
preenpts a streamor detects the failure of its previous-hop
agent or network in the stream 1In the latter case, it is used
to tear down the part of the streamfromthe failure to the
targets, thus the nessage propagates all the way to the
targets.

The REFUSE nessage is sent by a target to refuse to join or
renove itself froma stream in these cases, it is an end-to-
end nessage. An internediate ST agent issues a REFUSE if it
cannot find a route to a target, can only find a route to a
target through the previous-hop, preenpts a stream or detects
a failure in a next-hop ST agent or network. In all cases a
REFUSE propagates in the direction toward the origin.

The ACCEPT nessage is an end-to-end nessage generated by a
target and is used to signify the successful conpletion of the
setup of a streamor part of a stream or the change of the
Fl owSpec. There are no other nessages that are sinilar to it.

The follow ng sections contain descriptions of common fields
and paraneters, followed by descriptions of the individua
control nessages, both listed in al phabetical order. A brief
description of the use of the control nessage is given. The
packet format is shown graphically.
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4. 2. 2. Conmon SCVP El enent s

Several fields and paranmeters (referred to generically as

"el enents") are common to two or nore PDUs. They are described
in detail here instead of repeating their description severa
tinmes. In nany cases, the presence of a paraneter is optional
To pernit the paraneters to be easily defined and parsed, each
is identified with a PCode byte that is followed by a PBytes
byte indicating the Iength of the parameter in bytes (including
the PCode, PByte, and any padding bytes). |If the length of the
information is not a multiple of 4 bytes, the paraneter is
padded with one to three zero (0) bytes. PBytes is thus always
a multiple of four. Paraneters can be present in any order

4.2.2. 1. Det ect or | PAddr ess
Several control messages contain the Detectorl PAddress
field. It is used to identify the agent that caused the
first instance of the nmessage to be generated, i.e., before
it was propagated. It is copied fromthe received nessage
into the copy of the nmessage that is to be propagated to a
previ ous-hop or next-hop. It use is primarily diagnostic.

4,2.2.2. Err or edPDU

The ErroredPDU paraneter (PCode = 1) is used for diagnostic
pur poses to encapsul ate a received ST PDU that contained an
error. It may be included in the ERROR- | NN REQUEST, ERROR-

I N RESPONSE, or REFUSE nessages. It use is prinarily

di agnosti c.

PDUByt es i ndi cates how many bytes of the PDUI nError are
actual ly present.

ErrorOffset contains the nunber of bytes into the errored
PDU to the field containing the error. At |east as nuch
of the PDU in error nust be included to

0 1 2 3
01234567890123456789012345678901

B Lt r s i i i o o T s ks S R S
| PCode = 1 | PByt es | PDUBYyt es | ErrorOfset
B T T T o o S S S e i S S Tk e e Y S
: PDUI nEr r or : Paddi ng

i S S S T i i S S i i S S S S R T T

Fi gure 23. ErroredPDU
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include the field or paraneter identified by ErrorOfset;
an ErrorOffset of zero would inply a problemwith the IP
Ver si on Nurmber or ST Version Number fields.

PDUI nError is the PDU in error, beginning with the ST
Header .

4.2.2.3. Fl owSpec & RFl owSpec

The Fl owSpec is used to convey stream service requirenents
end-to-end. W expect that other versions of FlowSpec will
be needed in the future, which nay or may not be subsets or
supersets of the version described here. PBytes will allow
new constraints to be added to the end w thout having to

si mul t aneously update all inplenmentations in the field.

I mpl enent ati ons are expected to be able to process in a
graceful manner a Version 4 (or higher) structure that has
nore el ements than shown here.

The Fl owSpec paraneter (PCode = 2) is used in several
nmessages to convey the Fl owSpec.

0 1 2 3

01234567890123456789012345678901
R R R R e e s o S e R S S S S S S e e e e e
| PCode | PByt es | Version =3 | 0 |
B e s i e e e s i i ST RIE CRIE TR TR TR S T S S S s sl S S S
| DutyFactor | ErrorRate | Precedence | Reliability |
B s S S i i i ks a ks st S S S S S S
| Tradeoffs | Recover yTi meout |
R R R R e e s o S e R S S S S S S e e e e e
| Li m t OnCost | Li m t OnDel ay |
B e s i e e e s i i ST RIE CRIE TR TR TR S T S S S s sl S S S
| Li m t OnPDUBYt es | Li m t OnPDURat e |
B s S S i i i ks a ks st S S S S S S
| M nByt esXRat e |
R R R R e e s o S e R S S S S S S e e e e e
| AccdMeanDel ay |
B e s i e e e s i i ST RIE CRIE TR TR TR S T S S S s sl S S S
| AccdDel ayVari ance |
B s S S i i i ks a ks st S S S S S S
| DesPDUByt es | DesPDURat e |
R R R R e e s o S e R S S S S S S e e e e e

Figure 24. Fl owSpec & RFl owSpec
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The RFl owSpec paraneter (PCode = 12) is used in conjunction
with the FDx option to convey the FlowSpec that is to be
used in the reverse direction

Version identifies the version of the Fl owSpec. Version
3 is defined here.

DutyFactor is the estinmated proportion of the time that
the requested bandwidth will actually be in use. Zero is
taken to represent 256 and signify a duty factor of 1.

O her values are to be divided by 256 to yield the duty
factor.

ErrorRate expresses the error rate as the negative
exponent of 10 in the error rate. One (1) represents a
bit error rate of 0.1 and 10 represents 0.0000000001

Precedence is the precedence of the connection being
established. Zero represents the | owest precedence.
Not e that non-zero val ues of this paranmeter should be
subj ect to authentication and authorization checks, which
are not specified here. 1In general, the distinction
bet ween precedence and priority is that precedence
specifies streans that are pernitted to take previously
committed resources fromanother stream while priority
identifies those PDUs that a streamis nost willing to
have dropped when the stream exceeds its guaranteed
limts.

Reliability is nodified by each intervening ST agent as a
measure of the probability that a given offered data
packet will be forwarded and not dropped. Zero is taken
to represent 256 and signify a probability of 1. O her
val ues are to be divided by 256 to yield the probability.

Tradeoffs is inconpletely defined at this tine. Bits
currently specified are as foll ows:

The nmost significant bit in the field, bit 0 in the
Fi gure 24, when one (1) neans that each ST agent nust
"inmplenment” all constraints in the Fl owSpec even if
they are not shown in the figure, e.g., when the

FIl owSpec has been extended. Wen zero (0), unknown
constraints may be ignored.

The second nost significant bit in the field, bit 1
when one (1) neans that one or nore constraints are
unknown and have been ignored. Wen zero (0), al
constraints are known and have been processed.
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The third nost significant bit in the field, bit 2, is
used for RevChrg; see Section 3.6.5 (page 46).

O her bits are currently unspecified, and should be
set to zero (0) by the origin ST agent and not changed
by ot her agents unless those agents know their

meani ng.

RecoveryTi meout specifies the nom nal nunber of
mlliseconds that the application is willing to wait for
a failed system conponent to be detected and any
corrective action to be taken.

Li mi t OnCost specifies the maxi mumcost that the originis
willing to expend. A value of zero indicates that the
application is not willing to incur any direct charges
for the resources used by the stream The neani ng of
non-zero values is left for further study.

Li mi t OnDel ay specifies the maxi num end-to-end delay, in
m | 1iseconds, that can be tolerated by the origin.

LimtOnPDUBytes is the small est packet size, in terms of
ST-user data bytes, that can be tolerated by the origin.

LimtOnPDURate is the | owest packet rate that can be
tolerated by the origin, expressed as tenths of a packet
per second.

M nBytesXRate i s the m ni nrum bandwi dth that can be
tolerated by the origin, expressed as a product of bytes
and tenths of a packet per second.

AccdMeanDel ay is nodified by each intervening ST agent.
This provides a neans of reporting the total expected
delay, in mlliseconds, for a data packet. Note that it
is inplicitly assuned that the requested nean delay is
zero and there is no limt on the nean delay, so there
are no paraneters to specify these explicitly.

AccdDel ayVari ance is also nodified by each intervening ST
agent as a neasure, in mlliseconds squared, of the
packet dispersion. This quantity can be used by the
target or origin in determ ning whether the resulting
stream has an adequate quality of service to support the
application. Note that it is inplicitly assuned that the
requested delay variance is zero and there is no limt on
the delay variance, so there are no paraneters to specify
these explicitly.
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DesPDUBytes is the desired PDU size in bytes. This is
not necessarily the same as the nininum necessary PDU
size. This value may be nade smaller by intervening ST
agents so long as it is not made snaller than

Limt OnPDUBytes. The *PDUBytes linits neasure the size
of the PDUs of next-higher protocol layer, i.e., the user
informati on contained in a data packet. An ST agent nust
account for both the ST Header (including possible IP
encapsul ati on) and any | ocal network headers and trailers
when conparing a network’s MIU with *PDUBytes. |n an
ACCEPT message, the value of this field will be no Iarger
than the MIU of the path to the specified target.

DesPDURate is the requested PDU rate, expressed as tenths
of a packet per second. This value may be nade snall er
by intervening ST agents so long as it is not nade
smal l er than Limt OnPDURat e.

It is expected that the next paraneter to be added to the
Fl owSpec will be a Burst Descriptor. This paranmeter will
describe the burstiness of the offered traffic. For
exanple, this may include the sinple average rate, peak
rate and variance val ues, or nore conpl ete descriptions
that characterize the distribution of expected burst
rates and their expected duration. The nature of the
algorithms that deal with the traffic’'s burstiness and
the informati on that needs to be described by this
paraneter will be subjects of further experinentation

It is expected that a new Fl owSpec with Version = 4 will
be defined that | ooks like Version 3 but has a Burst
Descri ptor paraneter appended to the end.

4.2.2.4. FreeHl Ds

The FreeH Ds paraneter (PCode = 3) is used to conmunicate to
t he previous-hop suggestions for a HD. |t consists of
BaseH D and FreeH DBitMask fields. Experinments will
determi ne how | ong the mask shoul d be for practical use of
this paranmeter. The paraneter (if inplenmented) should be
included in all H D-REJECTs, and in H D- APPROVEsS that are
linked to a nulticast CONNECT, e.g., one containing the

Mul ti cast Address par aneter.

BaseH D was the suggested value in a H D CHANGE or
CONNECT. BaseHI D is chosen to be the suggested H D val ue
to insure that the masks frommultiple FreeH Ds
paraneters wll overlap

FreeH DBi t Mask identifies available H D val ues as
follows. Bit O in the FreeH DBitMask corresponds to a
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HDwth a value equal to BaseH D with the 5 | east
significant bits set to zero, bit 1 corresponds to that
value + 1, etc. This alignment of the mask on a 32-bit
boundary is used so that nmasks from several FreeH Ds
paraneters might nore easily be conmbined using a bit-w se
AND function to find a free H D

1 2 3
4567890123456789012345678901

B S S T o S S S S s S S S S S S S

PCode

=3 | 4+4*N | BaseHl D |

R I S D ST i S SR S S R I i S S S S S S

Fr eeH DBi t Mask :

T I T S S Tk it S S S S Sk L T T SR A s

4.2

Figure 25. FreeH Ds

.2.5. G oup & RG oup

The G oup paraneter (PCode = 4) is an optional argunent
used only for the creation of a stream This paraneter
contains a GroupNane; the GroupNane may be the same as the
Nanme of one of the group’s streans. |In addition, there
may be some nunber of <SubGroupld, Relation> tuples that
descri be the nmeaning of the grouping and the relation

bet ween the nenbers of the group. The forms of grouping
are for further study.

The RG oup paraneter (PCode = 13) is an optional argunent
used only for the creation of a streamin the reverse
direction that is a nenber of a Goup; see the FDx
option, Section 3.6.3 (page 45). This paraneter has the
same format as the G oup paraneter.

0 1 2 3

01234567890123456789012345678901
T S i o S S e i < S S S S S S S S S S
| PCode | 12+4*N | !
B T T S i S S S -+

G oupNane !

T I T S S T i T S S I S T

SubG oupl d | Rel ati on

T S i S i = T S e e e i I T S S S SIS

i S S S T i i S S i i S S S S R T T

SubG oupl d | Rel ati on

R I T S S ik ik S S S S S S S S S S T

Figure 26. Goup & RG oup
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A GroupNane has the sane fornmat as a Nane; see Figure 29.

4.2.2.6. HD& RHD

The H D paraneter (PCode = 5) is used in the NOTIFY nessage
when the notification is related to a H D, and possibly in
t he STATUS- RESPONSE nessage to convey additional HI Ds that
are valid for a streamwhen there are nore than one. It
consi sts of the PCode and PBytes bytes prepended to a H D
H Ds were described in Section 4 (page 76).

The RHI D paraneter (PCode = 14) is used in conjunction with
the FDx option to convey the HHDthat is to be used in the
reverse direction. It consists of the PCode and PBytes
bytes prepended to a HI D

0 1 2 3
01234567890123456789012345678901
T i i S i i S S e b s
| PCode | 4 | H D |
T S S T i S T S T i S S S S

Figure 27. HD&RHD

4.2.2.7. Mul ti cast Addr ess

The Multicast Address paraneter (PCode = 6) is an optiona
paraneter that is used, when setting up a network |eve

mul ticast group, to comunicate an | P and/or |ocal network
mul ticast address to the next-hop agents that shoul d becone
menbers of the group.

Local NetBytes is the Il ength of the Local Net Milticast
Addr ess.

0 1 2 3
01234567890123456789012345678901
+ T el it o S e e S el I i e I SR e S e e
| PByt es | Local NetBytes | 0 |
B i T T S e ok ik i o S S e S e e e
I P Multicast Address |
B e i i i S e S T i i e st ST S TR SRR S S S SR S S
: Local Net Milticast Address : Paddi ng
e i el T I N N e e T ik IR R R R R RN i el R NI N R R R i el S

- +
PCode =
- +

+ o+

+_ -
|

+-+ -+
|

+-

Figure 28. MilticastAddress
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IP Multicast Address is described in [6]. This fieldis
zero (0) if no IP nulticast address is known or is
applicable. The block of addresses 224.1.0.0 -
224. 1. 255. 255 has been allocated for use by ST.

Local Net Multicast Address is the nulticast address to
be used on the local network. It corresponds to the IP
Mul ti cast Address when the latter is non-zero.

4.2.2.8. Nane & RNane

Each streamis uniquely (i.e., globally) identified by a
Name. A Nane is created by the origin host ST agent and is
conposed of 1) a 16-bit nunmber chosen to nake the Name
unique within the agent, 2) the |IP address of the origin ST
agent, and 3) a 32-bit timestanp. |If the origin has
multiple | P addresses, then any that can be used to reach
target nmay be used in the Nane. The intent is that the
<Unique ID, |IP Address> tuple be unique for the lifetine of
the stream It is suggested that to increase robustness a
Uni que | D val ue not be reused for a period of time on the
order of 5 mnutes

The Tinestanp is included both to nake the Nane uni que over
long intervals (e.g., forever) for purposes of network
managenent and accounting/billing, and to protect against
failure of an ST agent that causes know edge of active
Unique IDs to be lost. The assunption is that all ST agents
have access to sone "clock". |[If this is not the case, the
agent shoul d have access to sone form of non-volatile nenory
in which it can store sonme nunber that at |east gets

i ncrenented per restart.

The Nane paraneter (PCode = 7) is used in nost contro
nmessages to identify a stream

The RNane paraneter (PCode = 15) is used in conjunction wth
the FDx option to convey the Name of the reverse streamin
an ACCEPT nessage.

0 1 2 3
01234567890123456789012345678901
T T R o o i e S  E  E e e s o i N SR

| PCode | 12 | Uni que ID

B s T s s e T o e S T ks et s oot ST S S S o S S 3
| | P Address

B i i i e S i i S S S S S e st S SR S
| Ti mest anp

T T ik e S e e e st i s st s SN R SR

Figure 29. Name & RNanme
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4,.2.2.9. Next Hopl PAddr ess

The Next Hopl PAddr ess parameter (PCode = 8) is an optional
par anet er of NOTIFY (Rout eBack) or REFUSE (Routel nconsist or
Rout eLoop) and contains the | P address of a suggested next-
hop ST agent.

0 1 2 3

01234567890123456789012345678901
B ey St S S s i I I R R S o S S S S S S S S S s S
| PCode = 8 | 8 | 0 |
T S I i i i S T ok i S S SIS
| next-hop | P address |
R e i e e S S e i o S S S S S R SR S

Fi gure 30. Next Hopl PAddress

4.2.2.10. Oigin

The Origin paraneter (PCode = 9) is used to identify the
origin of the stream the next higher protocol, and the SAP
bei ng used in conjunction with that protocol.

Next Pcol is an 8-bit field used in denultiplexing
operations to identify the protocol to be used above ST.
The val ues of NextPcol are in the same nunber space as
the I P Header’s Protocol field and are consequently
defined in the Assigned Nunbers RFC [18].

Ori gi nSAPByt es specifies the length of the Oigi nSAP,
excl usive of any padding required to maintain 32-bit
al i gnment .

Oiginl PAddress is (one of) the | P address of the origin.

OiginSAP identifies the origin’s SAP associated with the
Next Pcol protocol.

0 1 2 3

01234567890123456789012345678901
+ B e T e me s s i i e S e e
| PByt es | Next Pcol | Ori gi nSAPByt es |

B i T T e S i e s i oI T S e S O S S e

+ © +

-+

Oi gi nl PAddr ess |
B i T o S o i S S i s S S S S S S
: Ori gi nSAP : Paddi ng |
R T i T e e b ok ok S S N S N S

+- +-

I

- - - - -
I

+-

Figure 31. Oigin
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4,.2.2.11. Ori gi nTi mest anp

The OiginTi mestanp paraneter (PCode = 10) is used to
indicate the tine at which the control nessage was sent.

The units and format of the tinmestanp is that defined in the
NTP protocol specification [13]. Note that discontinuities
over | eap seconds are expected.

Note that the tine synchronization inplied by the use of
such a paraneter is the subject of systens nanagenent
functions not described in this neno, e.g., NTP

0 1 2 3
01234567890123456789012345678901
B e i ol i i i e S S S e e e T i T sl st ST O S N I S S S SR

| PCode = 10 | 12 | 0

e T o e O O i el o e e ol S S S e S e o s ol s i
| |
+- Ti mest anp -+
| |
B e i ol i i i e S S S e e e T i T sl st ST O S N I S S S SR

Figure 32. OiginTinmestanp

4.2.2.12. ReasonCode

Several errors may occur during protocol processing. Al ST
error codes are taken froma single nunber space. The
currently defined values and their neaning is presented in
the list below Note that new error codes may be defined
fromtime to time. Al inplenentations are expected to
handl e new codes in a graceful manner. |f an unknown
ReasonCode is encountered, it should be assuned to be fatal

0 1
0123456789012345
B il i S S S S S T S S
| ReasonCode |
B T i i S i S S e e

Fi gure 33. ReasonCode
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Nare Val ue Meani ng
Accept Ti meout 2 An Accept has not been
acknow edged.
AccessDeni ed 3  Access deni ed.

AckUnexpect ed 4  An unexpected ACK was received.
Appl Abor t 5 The application aborted the stream
abnornal ly.

Appl Di sconnect 6 The application closed the stream
normal ly.

Aut hent Fai | ed 7 The aut hentication function
failed.

Cant Get Resrc 8 Unabl e to acquire (additional)
resources.

Cant Rel Resrc 9 Unabl e to rel ease excess
resources.

CksunmBadCt | 10 A received control PDU has a bad
message checksum

CksunBadST 11 A received PDU has a bad ST Header
checksum

Dr opExcdDl y 12 A received PDU was dropped because

it could not be processed within
t he del ay specification.

Dr opExcdMIU 13 A received PDU was dropped because
its size exceeds the MU

Dr opFai | Agt 14 A received PDU was dropped because
of a failed ST agent.

Dr opFai | Hst 15 A received PDU was dropped because
of a host failure.

DropFail I fc 16 A received PDU was dropped because
of a broken interface.

Dr opFai | Net 17 A received PDU was dropped because
of a network failure.
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Nare Val ue Meani ng
DropLimts 18 A received PDU was dropped because
it exceeds the resource linmts for
its stream
Dr opNoResr ¢ 19 A received PDU was dropped due to

no avail abl e resources (including
pr ecedence).

Dr opNoRout e 20 A received PDU was dropped because
of no avail able route.

Dr opPri Low 21 A received PDU was dropped because
it has a priority too lowto be
pr ocessed.

Duplicatel gn 22 A received control PDUis a

duplicate and is being
acknow edged.

Dupl i cat eTar get 23 A received control PDU contains a
duplicate target, or an attenpt to
add an existing target.

Er r or Unknown 1 An error not contained in this
li st has been detected.

failure N A An abbreviation used in the text
for any of the nore specific
errors: DropFail Agt, DropFail Hst,
DropFail 1 fc, DropFail Net,
IntfcFailure, NetworkFailure,
STAgent Fai | ure, Fail ureRecovery.

Fai | ureRecovery 24 A notification that recovery is
bei ng attenpted.

Fl owver Bad 25 A received control PDU has a
Fl owSpec Version Nunber that is
not supported.

G oupUnknown 26 A received control PDU contains an
unknown Group Narne.

Hl DNegFai | s 28 H D negotiation fail ed.

H DUnknown 29 A received control PDU contains an
unknown Hi D.
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Nare Val ue Meani ng

I nconsi stH D 30 An inconsi stency has been detected
with a stream Nane and
correspondi ng HI D.

I nconsi st G oup 31  An inconsistency has been detected
with the streanms formng a group.

IntfcFailure 32 A network interface failure has
been det ect ed.

I nval i dH D 33 A recei ved ST PDU contai ns an
invalid H D
I nval i dSender 34 A recei ved control PDU has an

i nval i d Sender | PAddress fi el d.

I nval i dTot Byt 35 Areceived control PDU has an
invalid Total Bytes field.

LnkRef Unknown 36 A received control PDU contains an
unknown LnkRef er ence.

NanmeUnknown 37 A received control PDU contains an
unknown stream Nane.

Net wor kFai | ur e 38 A network failure has been
det ect ed.
NoEr r or 0 No error has occurred.
NoRout eToAgent 39 Cannot find a route to an ST
agent.
NoRout eToDest 40 Cannot find a route to the
desti nati on.
NoRout eToHost 41 Cannot find a route to a host.
NoRout eToNet 42 Cannot find a route to a network.
OpCodeUnknown 43 A received control PDU has an

invalid OpCode field.

PCodeUnknown 44 A received control PDU has a
paraneter with an invalid PCode

Par nval ueBad 45 A received control PDU contains an
invalid paraneter val ue.
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Nare Val ue Meani ng

Pcol | dUnknown 46 A received control PDU contains an
unknown next - hi gher | ayer protoco
identifier.

Pr ot ocol Error 47 A protocol error was detected.

PTPErr or 48 Multiple targets were specified
for a streamcreated with the PTP
option.

Ref Unknown 49 A received control PDU contains an

unknown Ref erence.

Rest art Local 50 The | ocal ST agent has recently
restarted.

Renot eRest ar t 51 The renpte ST agent has recently
restarted.

Ret r ansTi meout 52 An acknow edgnent to a contro

message has not been received
after several retransm ssions.

Rout eBack 53 The routing function indicates
that the route to the next-hop is
t hrough the sane interface as the
previ ous-hop and is not the
pr evi ous- hop.

Rout el nconsi st 54 A routing inconsistency has been
detected, e.g., a route | oop.

Rout eLoop 55 A CONNECT was received that
specified an existing target.

SAPUnknown 56 A received control PDU contains an
unknown next - hi gher | ayer SAP
(port).

STAgent Fai | ure 57 An ST agent failure has been
det ect ed.

St reanExi sts 58 A streamw th the given Nane or

H D al ready exists.

St r eanPr eenpt ed 59 The stream has been preenpted by
one with a hi gher precedence.
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Nare Val ue Meani ng

STVer Bad 60 A received PDU is not ST Version
2.

TooManyHI Ds 61 Attenpt to add nore HIDs to a
streamthan the inplenmentation
supports.

Truncat edCt | 62 A received control PDU is shorter

t han expect ed.

Truncat edPDU 63 A received ST PDU is shorter than
t he ST Header i ndicates.

User Dat aSi ze 64 The UserData paraneter is too
large to pernmit a control nessage
to fit into a network’s MU

4.2.2.13. Recor dRout e

The RecordRoute paraneter (PCode = 11) may be used to
request that the route between the origin and a target be
recorded and returned to the agent specified in the

Det ect or | PAddress fi el d.

FreeOfset is the offset to the position where the next
next-hop | P address should be inserted. It is initialized
to four (4) and increnented by four each tine an agent
inserts its |IP address.

0 1 2 3
01234567890123456789012345678901
T T i e i i e T e b s S S SN S
| PCode = 11 | PByt es | 0 | FreeOfset |
T T i i S e e R e i i S R TR R R SR
| next - hop | P address |
B T e o i S I i i S S N iy St S I S S

B s S S i i i ks a ks st S S S S S S
next-hop | P address
R R R R e e s o S e R S S S S S S e e e e e

Figure 34. RecordRoute
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4.2.2.14. SrcRout e

The SrcRoute paraneter is used, in the Target structure
shown in Figure 36, to specify the I P addresses of the ST
agents through which the streamto the target should pass.
There are two forns of the option, distinguished by the
PCode.

Wth | oose source route (PCode = 18) each ST agent first
exam nes the first next-hop IP address in the option. If
the address is (one of) the address of the current ST agent,
that entry is renoved, and the PBytes field reduced by four

(4). If the resulting PBytes field contains 4 (i.e., there
are no nore next-hop | P addresses) the paraneter is renoved
fromthe Target. |In either case, the Target’'s TargetBytes

field and the TargetlList’s PBytes field nust be reduced
accordingly. The ST agent then routes toward the first
next-hop I P address in the option, if one exists, or toward
the target otherwise. Note that the target’'s |IP address is
not included as the last entry in the |list.

Wth a strict source route (PCode = 19) each ST agent first
exam nes the first next-hop IP address in the option. If
the address is not (one of) the address of the current ST
agent, a routing error has occurred and should be reported
with the appropriate reason code. Oherwi se that entry is
removed, and the PBytes field reduced by four (4). |If the
resulting PBytes field contains 4 (i.e., there are no nore
next - hop | P addresses) the paraneter is renmoved fromthe
Target. In either case, the Target’'s TargetBytes field and
the TargetList’'s PBytes field nust be reduced accordingly.
The ST agent then routes toward the first next-hop IP
address in the option, if one exists, or toward the target
otherwise. Note that the target’s IP address is not
included as the last entry in the list.

0 1 2 3
01234567890123456789012345678901
B s T s s e T o e S T ks et s oot ST S S S o S S 3

| PCode | 4+4*N | 0

B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| next - hop | P address

B Lt r s i i i o o T s ks S R S

B T T T o o S S S e i S S Tk e e Y S
next - hop | P address

i S S T i S S S s s S Sl S S S

Figure 35. SrcRoute
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Since it is possible that a single hop between ST agents is
actual ly conposed of multiple IP hops using IP

encapsul ation, it might be necessary to also specify an IP
source routing option. Two additional PCodes are used in
this case. See [15] for a description of IP routing
options.

An | P Loose Source Route (PCode = 16) indicates that PDUs
for the next-hop ST agent should be encapsulated in | P and
that the I P datagram should contain an | P Loose Source Route
constructed fromthe list of IP router addresses contained
in this option.

An I P Strict Source Route (PCode = 17) is simlarly used
when the corresponding IP Strict Source Route option should
be construct ed.

Consequently, the "routing paraneter” nay consist of a
sequence of one or nore separate paraneters with PCodes 16
17, 18, or 19.

4.2.2.15. Target and Target Li st

Several control nessages use a paraneter called TargetlList
(PCode = 20), which contains information about the targets
to which the nmessage pertains. For each Target in the
TargetList, the information includes the |IP addresses of the
target, the SAP applicable to the next higher |ayer

protocol, the length of the SAP (SAPBytes), and zero or nore
optional SrcRoute paraneters; see Section 4.2.2.14 (page
95). Consequently, a Target structure can be of variable

I ength. Each entry has the format shown in Figure 36.

The optional SrcRoute paraneter is only neaningful in a
CONNECT nessages; if present in other nessages, they are
ignored. Note that the presence of SrcRoute paraneter(s)
reduces the nunber of Targets that can be contained in a
Target Li st since the maxi num size of a TargetList is 256
bytes. Consequently an inplenmentation should be prepared to
accept multiple TargetLists in a single nessage.

Target| PAddress is the | P Address of the Target.
TargetBytes is the length of the Target structure,
begi nning with the Targetl| PAddress and i ncl udi ng any
SrcRout e Paraneter(s).

SAPBytes is the length of the SAP, excluding any paddi ng
required to maintain 32-bit alignnent. |.e.,
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0
0123

S

- - - - -
| Target
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0
0123
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| PCode
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O e
e o

o e e e e
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there woul d be no padding required for SAPs with | engths
of 2, 6, etc., bytes.

1 2 3
4567890123456789012345678901
e T S e i S s S o S SR S

Tar get | PAddr ess |

e et o e o T e e  EE e R et
Bytes | SAPByt es |

R ol I S S S e e e R e T S S T S S

SAP : Paddi ng |

i e T S e i s S o S SR S

i i S i i S S s T i R

SrcRout e Paraneter (s)
B T T o e e e e i ik i S o S S S i T e e R s

Fi gure 36. Target

We assune that the ST agents nust know t he maxi mum packet
size of the networks to which they are connected (the MIU),
and those maxi mum sizes will restrict the nunber of targets
that can be specified in control nessages. W feel that
this is not a serious drawback. High bandw dth networks
such as the Ethernet or the Terrestrial Wdeband network
support packet sizes large enough to allow well over one
hundred targets to be specified, and we feel that
conferences with a |larger nunber of participants will not
occur for quite sone tinme. Furthernore, we expect that
future higher bandwi dth networks will allow even | arger
packet sizes. It may be desirable to send ST voice data
packets in individual B-1SDN ATM cells, which are small, but
network services on ATMw || provide "adaptation | ayers" to
i mpl ement networ k-1 evel fragnentation that may be used to
carry larger ST control nessages.

1 2 3
4567890123456789012345678901
+- +- B s T i S T i i s S S S
= | PByt es | Tar get Count = N |
++++++++++++++++++++++++++++

Target 1
R R R o o i s i i o e R e s o o i
B e e R it e i S e S S e i e S i it I S B
Target N
++++++++++++++++++++++++++++

Fi gure 37. TargetList
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If a nessage nust pass across a network whose maxi nrum packet

size is too snmall, the nmessage nmust be broken up into
mul ti pl e messages, each of which carries part of the
TargetList. The function of the nmessage can still be

performed even if the nmessage is so partitioned. The effect
inthis partitioning is to conprom se the perfornmance, but
still allows proper operation. For exanple, if a CONNECT
message were partitioned, the first CONNECT woul d establish
the stream and the rest of the CONNECTs woul d be processed
as additions to the first. The routing decisions mght
suffer, however, since they would be nade on partia
information. Nevertheless, the stream would be created.

4.2.2.16. User Dat a

The UserData paranmeter (PCode = 21) is an optional paraneter
that may be used by the next higher protocol or an
application to convey arbitrary information to its peers.
Note that since the size of control nessages is linmted by
the smallest MU in the path to the target(s), the maxi num
size of this paraneter cannot be specified a priori. |If the
paraneter is too large for some network’s MIU, a
User Dat aSi ze error will occur. The paranmeter nust be padded
to a multiple of 32 bits.

User Byt es specifies the nunber of valid Userlnformation
byt es.

UserInformation is arbitrary data neani ngful to the next
hi gher protocol |ayer or application

0 1 2 3
01234567890123456789012345678901
B i S S +- i S T s S S S e S T s it Sy SR B S SIS

| PCode = | PByt es | User Byt es |
e e + e T e e i i o e i s o it
User | nf or mati on : Paddi ng

T i S e s e S N AT S S WU S S S iy SR

Figure 38. UserData
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4.2.3. ST Control Message PDUs

Each control nessage is described in a followi ng section. See
Appendi x 1 (page 147) for an explanation of the notation.
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4.2.3. 1. ACCEPT

ACCEPT (OpCode = 1) is issued by a target as a positive
response to a CONNECT nessage. It inplies that the target
is prepared to accept data fromthe origin along the stream
that was established by the CONNECT. The ACCEPT i ncl udes
the Fl owSpec that contains the cunulative information that
was cal cul ated by the intervening ST agents as the CONNECT
made its way fromthe origin to the target, as well as any
nmodi fications made by the application at the target. The
ACCEPT is relayed by the ST agents fromthe target to the
origin along the path established by the CONNECT but in the
reverse direction. The ACCEPT nust be acknow edged with an
ACK at each hop.

The FlowSpec is not nodified on this trip fromthe target
back to the origin. Since the cunulative Fl owSpec
information can be different for different targets, no
attenpt is made to conbi ne the ACCEPTs fromthe various
targets. The TargetlList included in each ACCEPT contains
the I P address of only the target that issued the ACCEPT.

Any SrcRoute paranmeters in the TargetList are ignored

Since an ACCEPT might be the first response froma next-hop
on a control link (due to network reordering), the SVLId
field may be the first source of the Virtual Link ldentifier
to be used in the RVLId field of subsequent control nessages
sent to that next-hop

When the FDx option has been selected to setup a second
streamin the reverse direction, the ACCEPT will contain
bot h RFl owSpec and RNanme parameters. Each agent shoul d
update the state tables for the reverse streamw th this
i nformati on.

TSR (bits 14 and 15) specifies the target’s response for
the use of data packet tinmestanps; see Section 4 (page
76). Its values and semantics are:

00 Not i npl enented.

01 No tinestanps are pernitted.

10 Tinestanps nust always be present.

11 Tinmestanps nay optionally be present.

Ref erence contai ns a nunber assigned by the agent sending
the ACCEPT for use in the acknow edgi ng ACK

LnkReference is the Reference nunber fromthe
correspondi ng CONNECT or CHANGE
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1 2 3
34567890123456789012345678901
B S T e I S R i S e SR S

| TSR| Tot al Byt es |
B Tk i i S i S S ek o h S
Id | SvLid |
S i S S il S S SR S S S S

Ref erence | LnkRef erence |

B S T s i S T I S S e o

Sender | PAddr ess |

B i i i S S R ih s s I S S o O S S

Checksum | 0 |

S i S S il S S SR S S S S

Det ect or | PAddr ess |

B S T s i S T i S S e o

Nanme Par aneter !

B e s i e e e s i i ST RIE CRIE TR TR TR S T S S S s sl S S S
: FI owSpec Par anet er

e e e e e e e e e e e e e e e e e e e e e e e e e e e e A e e et
Target Li st Paraneter

T i i I S i s it I S S 2

oo
+
P
+
NS
+

1

+

+

-+ +
Code =1 0
- -+ +

]
+
]
+
]
+
]
+
+

+

|
+- +-

RVLI

e e S S S S

i S iy T S e il aity SR I S S S

Recor dRout e Par anet er
+++++++++++++++++++++++++++++++++

e I i i S i i S ik S I S S

RFl owSpec Par anet er
B e s i e e e s i i ST RIE CRIE TR TR TR S T S S S s sl S S S

T T T T o S T S T S s
! RNane Par anet er !
B T S T T o e T T S i ST SHI B S S S S

i S iy T S e il aity SR I S S S

User Dat a Par anet er
+++++++++++++++++++++++++++++++++

Fi gure 39. ACCEPT Control Message
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4.2.3. 2. ACK

ACK (OpCode = 2) is used to acknow edge a request. The
Ref erence in the header is the Reference nunber of the
control nessage bei ng acknow edged.

Since a ACK night be the first response froma next-hop on a
control link, the SVLId field nay be the first source of the
Virtual Link Identifier to be used in the RVLId field of
subsequent control nessages sent to that next-hop.

ReasonCode is usually NoError, but other possibilities
exist, e.g., Duplicatelgn.

1 2 3
1234567890123456789012345678901
- R s ol o o S S e i i oIE TR RIS SRR S S
OpCod | 0 | Tot al Byt es |
-4+ B s o o S e e N el ks S TR T e T S e S e s o i

+

+-

L

I RvLId | SVLI d |
B T T T o o S S S e i S S Tk e e Y S
| Ref er ence | LnkRef er ence |
B i ok it I I S e S e S ki ol ik i I TR SR i S S e S e e e e i i 5
| Sender | PAddr ess |
B Lt r s i i i o o T s ks S R S
| Checksum | ReasonCode |
B T T T o o S S S e i S S Tk e e Y S
| 0 |
B i ok it I I S e S e S ki ol ik i I TR SR i S S e S e e e e i i 5
! Nanme Par aneter !
B Lt r s i i i o o T s ks S R S

Fi gure 40. ACK Control Message
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3. 3. CHANGE- REQUEST

CHANGE- REQUEST (OpCode = 4) is used by an internedi ate or
target agent to request that the origin change the Fl owSpec
of an established stream The CHANGE- REQUEST nessage i S
propagat ed hop-by-hop to the origin, with an ACK at each
hop.

Any SrcRoute paraneters in the targets of the TargetlList are
i gnor ed.

G (bit 8) is used to request a global, streamw de
change; the TargetList paranmeter nmay be omitted when the
G bit is specified.

1 2 3
4567890123456789012345678901
B s e i i e S ettt i S SR

| g 0 | Tot al Byt es |

B e o T e e T i i SR SRR R SR

RvLI d | SvLI d |

B T s i I i S S S ek s i

Ref erence | LnkRef erence |

i e T S e i S s S NS S SR S

Sender | PAddr ess |

e et e i o e e R E e et ok s

Checksum | 0 |

B T s i I i S S S ek s i

Det ect or | PAddr ess |

e e T S e i S s S NS S SR S

Nanme Par aneter !

et e i o e e R E e e o s
FI owSpec Par anet er

+-+
=4
+-+

e S iy T S S i o S SR S S S S

i i S S e i it Ui S S S S S S ik Sk e e

Target Li st Paraneter

e I s i S i i S S ik Sir HIE N

i S iy T S e il aity SR I S S S

User Dat a Par anet er

e e e e e e b e e e b e e e e e e e e e e e e e e e e e e e e

Figure 41. CHANGE- REQUEST Control Message
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4.2.3. 4. CHANGE

CHANGE (OpCode = 3) is used to change the Fl owSpec of an
established stream Paraneters are the sanme as for CONNECT
but the TargetList is not required. The CHANCE nessage is
processed simlarly to the CONNECT nessage, except that it
travel s along the path of an established stream

If the change to the FlowSpec is in a direction that makes
fewer demands of the involved networks, then the change has
a high probability of success along the path of the
established stream Each ST agent receiving the CHANGE
message nmakes the necessary requested changes to the network
resource allocations, and if successful, propagates the
CHANGE nessage al ong the established paths. |[|f the change
cannot be made then the ST agent nust recover using

DI SCONNECT and REFUSE nessages as in the case of a network
failure. Note that a failure to change the resources
requested for a specific target(s) should not cause other
targets in the streamto be deleted. The CHANGE nust be
ACKed.

If the CHANGE is a result of a CHANGE- REQUEST t he
LnkReference field of the CHANGE will contain the value from
the Reference field of the CHANGE- REQUEST

It is reconmmended that the origin only have one outstandi ng
CHANGE per target; if the application requests nore that
one to be outstanding at a tinme, it is the application’s
responsibility to deal with any sequencing probl ens that nmay
ari se.

Any SrcRoute paraneters in the targets of the
Tar get Li st Paraneter are ignored.

G (bit 8) is used to request a global, streamw de

change; the TargetList paranmeter nmay be omitted when the
G bit is specified.
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1 2 3
4567890123456789012345678901
Bl T s T e e e Rttt s oI SRR

|G 0 | Tot al Byt es |
B e T i i e I i S SR S e e =
RvLI d | SvLid |
i e T S e i S s S NS S SR S
Ref erence | LnkRef erence |
et e i o e e e R rE e R et
Sender | PAddr ess |
B T T o e e e e i ik i S o S S S i T e e R s
Checksum | 0 |
i e T S e i S s S NS S SR S
Det ect or | PAddr ess |
e et e i o e e R E e et ok s
Nanme Par aneter !
B T T o e e e e i ik i S o S S S i T e e R s
FI owSpec Par anet er

+- +
=3
+-+

e e e e e e e e e e e b e m e e e e e e e e e e e e e e e e e e

e I i i S i i S ik S I S S

Target Li st Paraneter

e S iy S s S S i  Tn i i S S

i i S S e i it Ui S S S S S S ik Sk e e

User Dat a Par anet er

e I i i S i i S ik S I S S

4. 2.

Figure 42. CHANGE Control Message

3. 5. CONNECT

CONNECT (OpCode = 5) requests the setup of a new stream or
an addition to or recovery of an existing stream Only the
origin can issue the initial set of CONNECTs to setup a
stream and the first CONNECT to each next-hop is used to
convey the initial suggestion for a HD. |If the streanis
data packets will be sent to sonme set of next-hop ST agents
by nmulticast then the CONNECTs to that set nust suggest the
sane HHD. Oherwise, the H Ds in the vari ous CONNECTs can
be different.

The CONNECT message nust fit within the maxi mum al | owabl e
packet size (MrU) for the intervening network. [|f a CONNECT
message is too large, it nust be fragnented into nultiple
CONNECT nessages by partitioning the TargetList; see Section
4.2 (page 77). Any UserData paraneter will be replicated in
each fragment for delivery to all targets.
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The next-hop can initially respond with any of the foll ow ng
five responses:

1 ERROR-I N-REQUEST, which inplies that the CONNECT was
not valid and has been ignored,

2 ACK, which inplies that the CONNECT with the H bit not
set was valid and is being processed,

3 H D APPROVE, which inplies that the CONNECT with the
H bit set was valid, and the suggested H D can be
used or was deferred,

4 H D REJECT, which inplies that the CONNECT with the H
bit set was valid but the suggested H D cannot be
used and anot her must be suggested in a subsequent
H D- CHANGE nessage, or

5 REFUSE, which inplies that the CONNECT was valid but
the included list of targets in the REFUSE cannot be
processed for the stated reason.

The next-hop will later relay back either an ACCEPT or
REFUSE from each target not already specified in the REFUSE
of case 5 above (note nultiple targets nmay be included in a
si ngl e REFUSE nessage).

An internediate ST agent that receives a CONNECT sel ects the
next - hop ST agents, partitions the TargetList accordingly,
reserves network resources in the direction toward the
next - hop, updating the Fl owSpec accordingly (see Section
4.2.2.3 (page 81)), selects a proposed H D for each next-
hop, and sends the resulting CONNECTSs.

If the internmediate ST agent that is processing a CONNECT
fails to find a route to a target, then it responds with a
REFUSE with the appropriate reason code. |If the next-hop to
a target is by way of the network fromwhich it received the
CONNECT, then it sends a NOTIFY with the appropriate reason
code (RouteBack). |In either case, the TargetList specifies
the affected targets. The internediate ST agent will only
route to and propagate a CONNECT to the targets for which it
does not issue either an ERROR-| N- REQUEST or a REFUSE.
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The processing of a received CONNECT nessage requires care
to avoid routing | oops that could result fromdelays in
propagating routing information anong ST agents. |If a

recei ved CONNECT contains a new Nane, a new stream shoul d be
created (unless the Virtual Link Identifier matches a known
link in which case an ERROR- | N- REQUEST shoul d be sent). |If
the Name is known, there are four cases:

1 the Virtual Link Identifier matches and the Target
mat ches a current Target -- the duplicate target
shoul d be i gnored.

2 the Virtual Link ldentifier matches but the Target is
new -- the stream shoul d be expanded to include the
new t arget.

3 the Virtual Link Identifier differs and the Target
mat ches a current Target -- an ERROR-| N REQUEST
message shoul d be sent specifying that the target is
involved in a routing loop. |If a reroute, the old
path will eventually tineout and send a DI SCONNECT
a subsequent retransnission of the rerouted CONNECT
wi |l then be processed under case 2 above.

4 the Virtual Link ldentifier differs but the Target is
new -- a new (instance of the) stream should be
created for the target that is deliberately part of
a |l oop using a SrcRoute paraneter.

Note that the test for a known or natching Target includes
conparing any SrcRoute paraneter that night be present.

Option bits are specified by either the origin's service
user or by an internedi ate agent, depending on the specific
option. Bits not specified below are currently unspecified,
and should be set to zero (0) by the origin agent and not
changed by ot her agents unl ess those agents know their

nmeani ng.

H (bit 8) is used for the HD Field option; see Section
3.6.1 (page 44). It is set toone (1) only if the HD
field contains either zero (when the H D selection is
being deferred), or the proposed HID. This bit is zero
(0) if the HHD field does not contain valid data and
shoul d be i gnored.

P (bit 9) is used for the PTP option; see Section 3.6.2
(page 44).

S (bit 10) is used for the NoRecovery option; see Section
3.6.4 (page 46).
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TSP (bits 14 and 15) specifies the origin' s proposal for
the use of data packet tinmestanps; see Section 4 (page
76). Its values and semantics are:

00 No proposal

01 Cannot insert tinestanps.

10 Must always insert tinestanps.

11 Can insert tinmestanps if requested

RVLId, the receiver’s Virtual Link ldentifier, is set to
zero in all CONNECT messages until its value arrives in
the SVLId field of an acknow edgnent to t he CONNECT

SVLId, the sender’s Virtual Link Identifier, is set to a
val ue chosen by each hop to facilitate efficient
di spat chi ng of subsequent control nessages.

HDis the identifier that will be used with data packets
nmovi ng through the streamin the direction fromthe
originto the targets. It is a hop-by-hop shorthand
identifier for the streanis Nanme, and is chosen by each
agent for the branch to the next-hop agents. The
contents of the HHD field are only valid, and a H D
REJECT or HI D- APPROVE reply may only be sent, when the
H D Field option (Hbit) is set (1). |If the HD Field
option is specified and the proposed HDis zero, the
selection of the HHD is deferred to the receiving next-
hop agent. If the HID Field option is not set (Hbit is
0), then the HI D field does not contain valid data and
shoul d be ignored; see Section 3.6.1 (page 44).

TargetList is the list of I P addresses of the target

processes. It is of arbitrary size up to the nmaxi num
al l oned for packets traveling across the specific
net wor k.
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Fi gure 43. CONNECT Control Message
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3. 6. DI SCONNECT

DI SCONNECT (OpCode = 6) is used by an origin to tear down an
established streamor part of a stream or by an

i nternmedi ate agent that detects a failure between itself and
its previous-hop, as distinguished by the ReasonCode. The
DI SCONNECT nessage specifies the list of targets that are to
be di sconnected. An ACK is required in response to a

DI SCONNECT nessage. The DI SCONNECT nmessage i s propagated
all the way to the specified targets. The targets are
expected to term nate their participation in the stream

Note that in the case of a failure it may be advantageous to
retain state informati on as the stream should be repaired
shortly; see Section 3.7.2 (page 52).

G (bit 8) is used to request a DI SCONNECT of all the
streanis targets; the TargetlList paranmeter nay be onitted
when the G bit is set (1).
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R S e e r et i i o o S S S S N e
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B i T S e R e i e ol it T I T R e S i T S S T
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B R E e s s i i o e R E
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B R i s e I T e S T S S i ol S o S S i i s o
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+- +
=6
+-+
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Fi gure 44. DI SCONNECT Control Message
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4.2.3.7. ERRCR- | N- REQUEST

ERROR- | N- REQUEST (OpCode = 7) is sent in acknow edgnent to a
request in which an error is detected. No action is taken
on the erroneous request and no state information for the
streamis retained. Consequently it is appropriate for the
SVLId to be zero (0). No ACK is expected.

An ERROR- I N- REQUEST is never sent in response to either an
ERROR- | N REQUEST or an ERROR- | N- RESPONSE; however, the
event shoul d be | ogged for diagnostic purposes. The

recei ver of an ERROR-I N- REQUEST i s encouraged to try again
without waiting for a retransm ssion tinmeout.

Ref erence is the Reference nunber of the erroneous
request.
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Fi gure 45. ERROR-I N-REQUEST Control Message
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4.2.3.8. ERROR- | N- RESPONSE

ERROR- | N- RESPONSE (OpCode = 8) is sent in acknow edgnent to
a response in which an error is detected. No ACK is
expected. Action taken by the requester and responder will
vary with the nature of the request.

An ERROR- | N- REQUEST is never sent in response to either an
ERROR- | N- REQUEST or an ERROR-| N- RESPONSE; however, the
event shoul d be | ogged for diagnostic purposes. The

recei ver of an ERROR-1 N- RESPONSE i s encouraged to try again
wi thout waiting for a retransnission tineout.

Ref erence identifies the erroneous response.
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Fi gure 46. ERROR-| N-RESPONSE Control Message
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4.2.3.9. HELLO

HELLO (OpCode = 9) is used as part of the ST failure
detecti on mechani sm see Section 3.7.1.2 (page 49).

R (bit 8) is used for the Restarted bit.

Reference is non-zero to informthe receiver that an ACK
shoul d be pronptly sent so that the sender can update its
round-trip time estimates. |If the Reference is zero, no
ACK shoul d be sent.
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Figure 47. HELLO Control Message
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4.2.3.10. HI D- APPROVE

H D- APPROVE (OpCode = 10) is used by the agent that is
responding to either a CONNECT or H D-CHANGE to agree to
either use the proposed H D or to the addition or deletion
of the specified HHD. 1In all cases but deletion, the newy
approved HHD is returned in the HHD field; for deletion,
the HD field nust be set to zero. The H D-APPROVE is the
acknow edgnent of a CONNECT or H D- CHANGE.

The optional FreeH Ds paraneter provides the previous-hop
agent with hints about what other HI Ds are acceptable in
case a nulticast HHD is being negotiated; see Section
4.2.2.4 (page 84).

Since a H D- APPROVE night be the first response froma
next-hop on a control link, the SVLId field may be the first
source of the Virtual Link lIdentifier to be used in the
RVLId field of subsequent control nessages sent to that
next - hop.
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Fi gure 48. H D APPROVE Control Message
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4.2.3.11. HI D- CHANGE- REQUEST

HI D- CHANGE- REQUEST (OpCode = 12) is used by a next-hop agent
that would like, for administrative reasons, to change the
H D that is in use. The receiving previous-hop agent
acknow edges the request by either an ERROR- I NNREQUEST if it
is unwilling to make the requested change, or with a H D
CHANGE if it can accommpdate the request.

A (bit 8) is used to indicate that the specified HD
shoul d be included in the set of H Ds for the specified
Nane. Wien a H D is added, the acknow edgi ng H D- APPROVE
should contain a H D field whose contents is the H D just
added.

D (bit 9) is used to indicate that the specified H D
shoul d be renobved in the set of HI Ds for the specified
Nane. Wien a H D is deleted, the acknow edgi ng H D
APPROVE should contain a H D field whose contents is
zero. Note that the Reference field may be used to
determine the H D that has been del et ed.

If neither bit is set, the specified H D should replace
that currently in use with the specified Nane.
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Fi gure 49. H D CHANGE- REQUEST Control Message
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4.2.3.12. HI D- CHANGE

H D- CHANGE (OpCode = 11) is used by the agent that issued a
CONNECT and received a HD-REJECT to attenpt to negotiate a
suitable HHD. The HID in the H D CHANGE nessage mnust be
different fromthat in the CONNECT, or any previous H D
CHANGE nessages for the given Nanme. The agent receiving the
HI D- CHANGE nust respond with a H D-APPROVE if the new HD is
suitable, or a HD-REJECT if it is not. |In case of an
error, either an ERROR- | N- REQUEST or a REFUSE may be
returned as an acknow edgnent.

Since an agent may send CONNECT nessages with the sane H D
to several next-hops in order to use nulticast data
transfer, any H D CHANGE nust also be sent to the sanme set
of next-hops. Therefore, a next-hop agent nust be prepared
to receive a H D-CHANGE before or after it has sent a H D
APPROVE response to the CONNECT or a previous H D CHANGE.
Only the last H D-CHANGE is rel evant. The previous-hop
agent will ignore H D APPROVE or H D REJECT nessages to
previ ous CONNECT or HI D- CHANGE nessages.

A DI SCONNECT can be sent instead of a H D-CHANGE, or a
REFUSE can be sent instead of a H D APPROVE or H D- REJECT,
to terninate fatally the H D negotiation and the agent’s
know edge of the stream

The A and D bits are used to change a H D, e.g., when adding
a new next-hop to a nmulticast group, in such a way that data
packets that are flowi ng through the network will not be

m shandl ed due to a race condition in processing the H D
CHANGE nessages between the previous-hop and its next-hops.
An inplementation may choose to linit the nunber of

simul t aneous HI Ds associated with a stream but nust allow
at | east two.

A (bit 8) is used to indicate that the specified HD
shoul d be included in the set of H Ds for the specified
Name. When a HID is added, the acknow edgi ng H D APPROVE
should contain a H D field whose contents is the H D just
added.

D (bit 9) is used to indicate that the specified H D
shoul d be renoved fromthe set of H Ds for the specified
Name. Wien a H D is deleted, the acknow edgi ng H D
APPROVE should contain a HI D field whose contents is
zero. Note that the Reference field may be used to
determne the H D that has been del et ed.

If neither bit is set, the specified H D should replace
that currently in use for the specified Nane.
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Fi gure 50. HI D- CHANGE Control Message
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4.2.3.13. HI D- REJECT

H D- REJECT (OpCode = 13) is used as an acknow edgnent that a
CONNECT or HI D- CHANGE was received and is being processed,
but neans that the HI D contained in the CONNECT or HI D
CHANGE i s not acceptable. Upon receipt of this nessage the
agent that issued the CONNECT or HI D- CHANGE nust now i ssue a
H D-CHANGE to attenpt to find a suitable HHD. The H D
CHANGE can cause another H D- REJECT but eventually the H D
CHANGE nust be acknow edged with a H D- APPROVE to end
successfully the H D negotiation. The agent that issued the
H D- REJECT nmay not issue an ACCEPT before it has found an
acceptabl e HI D.

Since a H D-REJECT night be the first response froma next-
hop on a control link, the SVLId field may be the first
source of the Virtual Link Identifier to be used in the
RVLId field of subsequent control nessages sent to that
next - hop.

Ei ther agent nay termi nate the negotiation by issuing either
a DI SCONNECT or a REROQUTE. The agent that issued the H D
REJECT may i ssue a REFUSE, or REROUTE at any tine after the
H D-REJECT. In this case, the stream cannot be created, the
H D negotiation need not proceed, and the previous-hop need
not transmit any further nessages; any further nessages
that are received shoul d be ignored.

The optional FreeH Ds paraneter provides the previous-hop

agent with hints about what H Ds woul d have been accept abl e;
see Section 4.2.2.4 (page 84).
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Figure 51. H D REJECT Control Message
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4.2. 3. 14. NOTI FY

NOTI FY (OpCode = 14) is issued by a an agent to inform other
agents, the origin, or target(s) of events that may be
significant. The action taken by the receiver of a NOTIFY
depends on the ReasonCode. Possible events are suspected
routing problens or resource allocation changes that occur
after a stream has been established. These changes occur
when network conponents fail and when conpeting streans
preenpt resources previously reserved by a | ower precedence
stream W also anticipate that NOTlIFY can be used in the
future when additional resources becone available, as is the
case when network conponents recover or when hi gher
precedence streans are del eted

NOTI FY may contain a Fl owSpec that reflects that revised
guarantee that can be pronised to the stream NOTI FY may

al so identify those targets that are affected by the change.
In this way, NOTIFY is sinmilar to ACCEPT

NOTI FY may be relayed by the ST agents back to the origin,

al ong the path established by the CONNECT but in the reverse
direction. 1t is up to the origin to decide whether a
CHANGE shoul d be subnitted.

Wien NOTIFY is received at the origin, the application
shoul d be notified of the target and the change in resources
al l ocated along the path to it, as specified in the Fl owSpec
contained in the NOTIFY nessage. The application may then
use the information to either adjust or termnate the
portion of the streamto each affected target.

The NOTI FY nay be propagated beyond the previous-hop or
next - hop agent; it nust be acknow edged with an ACK

Ref erence contai ns a nunber assigned by the agent sending
the NOTIFY for use in the acknow edgi ng ACK

ReasonCode identifies the reason for the notification

LnkRef erence, when non-zero, is the Reference nunber from
a conmand that is the subject of the notification

H Dis present when the notification is related to a H D

Name is present when the notification is related to a
stream
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Next Hopl PAddress is an optional paraneter and contains
the | P address of a suggested next-hop ST agent.

TargetList is present when the notification is related to
one or nore targets.

0 1 2 3
01234567890123456789012345678901
B T et S S S i S T ai A S S Y S SIS
| OpCode = 14 0 | Tot al Byt es

S SR B T S T T i Tk s i S S S S S S
| Id | SvLid

e T et e e o e e R b o S R RN
| Ref erence | LnkRef erence

B T sl S S S I T T i s S S S S S T S S S S o
| Sender | PAddr ess

e o T o S e e s i i i L e i ol o S S S S S S S o
| Checksum | ReasonCode

e T et e e o e e R b o S R RN
| Det ect or | PAddr ess

B T et S S S i S T ai A S S Y S SIS

+ 2+

+

|
-+ -

RVLI

+

+

+

+

+
|
+
|
+
|
-+
|
-+
|
+
|
+

B T S S e s e i s S i S S S S S S T S SR S S S i S S S
: Er r or edPDU :
B Lt r s i i i o o T s ks S R S

B T T T o o S S S e i S S Tk e e Y S
: Fl owSpec Par anet er :
B i ok it I I S e S e S ki ol ik i I TR SR i S S e S e e e e i i 5

o S S
! HI D Par anet er !
B s T s s e T o e S T ks et s oot ST S S S o S S 3

i e e e e i i e e e S N e i e e e S e e e el ol
! Nanme Par aneter !
B e o S e i ol o S S S e R T sty STt S SR S

B T T T o o S S S e i S S Tk e e Y S
! Next Hopl PAddr ess Par anet er !
B i ok it I I S e S e S ki ol ik i I TR SR i S S e S e e e e i i 5

B T T i e e S e e e R e ale i S T S e e S e i o e sl i S T
: Recor dRout e Par anet er :
B T T T o o S S S e i S S Tk e e Y S
i T i i o s e e S S S S e el el e S S et o i S

: Target Li st Paranet er
+-+-+-+-+++++++++++++++++++++++++++++

Fi gure 52. NOTIFY Control Message
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4.2.3.15. REFUSE

REFUSE (OpCode = 15) is issued by a target that either does
not wi sh to accept a CONNECT nmessage or w shes to renove
itself froman established stream It mght also be issued
by an internedi ate agent in response to a CONNECT or CHANGE
either to ternminate fatally a failing H D negotiation, to
termnate a routing | oop, or when a satisfactory next-hop to
a target cannot be found. It nmay al so be a separate command
when an exi sting stream has been preenpted by a higher
precedence stream or an agent detects the failure of a

previ ous- hop, next-hop, or the network between them |In al
cases, the TargetlList specifies the targets that are
affected by the condition. Each REFUSE nust be acknow edged
by an ACK

The REFUSE is relayed by the agents fromthe originating
agent to the origin (or internediate agent that created the
CONNECT or CHANGE) along the path traced by the CONNECT

The agent receiving the REFUSE will process it differently
dependi ng on the condition that caused it, as specified in
the ReasonCode field. |In some cases, such as if a next-hop
cannot obtain resources, the agent can rel ease any resources
reserved exclusively for transmissions in the streamin
question to the target specified in the TargetList, and the
previ ous-hop can attenpt to find an alternate route. In
sone cases, such as a routing failure, the previous-hop
cannot deternine where the failure occurred, and nust
propagate the REFUSE back to the origin, which can attenpt
recovery of the stream by issuing a new CONNECT

No special effort is made to conmbine nultiple REFUSE
nmessages since it is considered nost unlikely that separate
REFUSEs wi | | happen to both pass through an agent at the
same time and be easily conbined, e.g., have identica
ReasonCodes and paraneters

Since a REFUSE night be the first response from a next-hop
on a control link, the SVLId field nmay be the first source
of the Virtual Link Identifier to be used in the RVLId field
of subsequent control nessages sent to that next-hop

Ref erence contai ns a nunber assigned by the agent sending
the REFUSE for use in the acknow edgi ng ACK

LnkReference is either the Reference nunber fromthe
correspondi ng CONNECT or CHANGE, if it is the result of
such a nessage, or zero when the REFUSE was origi nated as
a separate comuand
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0 1 2 3
01234567890123456789012345678901
Bl o T e e e e S s i e o S S O e S =
Code = 15 | 0 | Tot al Byt es |
B S T S I i i I I s st S S S
RvLI d | SvLid |
B o e e S e e s i i i T e e e s
Ref erence | LnkRef erence |

Bl o o e e e e s i i e T S N e
Sender | PAddr ess |

B i i i S S R ih s s I S S o O S S
Checksum | ReasonCode |

B o e e S e e s i i i T e e e s
Det ect or | PAddr ess |

Bl o o e e e e s e i i S S S e S S s
Nanme Par aneter !

B e s i e e e s i i ST RIE CRIE TR TR TR S T S S S s sl S S S

Target Li st Paraneter
+++++++++++++++++++++++++++++++++

e e S S S S

e I i i S i i S ik S I S S

Err or edPDU
B e s i e e e s i i ST RIE CRIE TR TR TR S T S S S s sl S S S

L R i el S N S R e i N ik it S R R R R R R R i R S S e S S e i
Recor dRout e Par anet er

R I N i it I I S S R T IR R S i R R R R RN I i R R S S e i i i

i R el it it S R i e S e i ol R R e S e i il S R R

User Dat a Par anet er
+++++++++++++++++++++++++++++++++

Fi gure 53. REFUSE Control Message
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4.2.3.16. STATUS

STATUS (OpCode = 16) is used to inquire about the existence
of a particular streamidentified by either a HD (H bit
set) or Name (Nane Paraneter present).

Wien a stream has been identified, a STATUS- RESPONSE i s
returned that will contain the specified H D and/ or Nane but
no other paraneters if the specified streamis unknown, or
will otherw se contain the current H D(s), Name, Fl owSpec,
TargetList, and possibly G oup(s) of the stream Note that
if a streamhas no current HHD, the HD field in the

STATUS- RESPONSE wi || contain zero; it will contain the
first, or only, HDif a valid H D exists; additional valid
H Ds will be returned in H D paraneters.

Use of STATUS is intended for diagnostic purposes and to
assi st in streamcl eanup operations. Note that if both a
H D and Nane are specified, but they do not correspond to
the sane stream an ERROR- I N-REQUEST with the appropriate
reason code (lnconsistH D) would be returned.

It is possible in cases of nmultiple failures or network
partitioning for an ST agent to have information about a
stream after the stream has either ceased to exist or has
been rerouted around the agent. Wen an agent concl udes
that a stream has not been used for a period of tine and
m ght no longer be valid, it can probe the streams

previ ous-hop or next-hop(s) to see if they believe that the
streamstill exists through the interrogating agent. |If
not, those hops would reply with a STATUS- RESPONSE t hat
contains the H D and/or Nanme but no other paraneters;
otherwise, if the streamis still valid, the hops would
reply with the paraneters of the stream

H (bit 8) is used to indicate whether (when 1) or not
(when 0) a HHD is present in the H D field.

Q(bit 9) is set to one (1) for renote diagnostic

pur poses when the receiving agent should return a
stream s paraneters, whether or not the source of the
message is believed to be a previous-hop or next-hop in
the specified stream Note that this use has potential
for disclosure of sensitive information.

RVLId and SVLId may either or both be zero when STATUS is
used for diagnostic purposes.
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1 2 3
1234567890123456789012345678901
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0
0
+

+-

-

| RvLI d/ O | SVLId/ 0 |
e e i i e i S S e e
| Ref erence | LnkRef erence |
T T i i e e e e e E et e i s s SR R SR
| Sender | PAddr ess |
B ey St S S s i I I R R S o S S S S S S S S S s S
| Checksum | H DO |
e e i i e i S S e e
I 0 I
i T i i o e e e e e e et i S S S R R SR

B e i o e e S o e e e S
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Fi gure 54. STATUS Control Message
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4.2.3.17. STATUS- RESPONSE

STATUS- RESPONSE ( OpCode = 17) is the reply to a STATUS
message. |If the streamspecified in the STATUS nessage is
not known, the STATUS- RESPONSE will contain the specified
H D and/ or Nane but no other paraneters. It wll otherw se
contain the current H D(s), Nane, FlowSpec, TargetlList, and
possibly Group of the stream Note that if a stream has no
current HHD, the Hbit in the STATUS- RESPONSE wi || be zero.
The HD field will contain the first, or only, HHDif a
valid H D exists; additional valid HHDs will be returned in
H D paranet ers.

H (bit 8) is used to indicate whether (when 1) or not
(when 0) a HHD is present in the H D field.

1 2 3

01234567890123456789012345678901

- +-

- +-

B T S e T T

+- - - -+
OpCode = 17 |HAQ 0 | Tot al Byt es |
BT I N

S M S
RVLI d/ O | SVLId/ 0 |

T S S e S T S S e T

Ref er ence | LnkRef er ence |

T e T s

Sender | PAddr ess |

T T S e e T T I S S Tl T S S S

Checksum | H D/ 0 |

T S S e S T S S e T

0 |

T T s

Nane Par anet er !

T i S T Sl S T o i S S S S N

T e i S e et i s i e e

FI owSpec Par anet er

e e e e e e e b e e e b e e e e e e e e e e e e e e e e e e e e

T i S T s e S e AT S S S S S S iy SR

G oup Paraneter

T e i S e i s i e e

T I T S D i it S S S S S R S o S S A S

HI D Par anet er !

T S i o S S e i < S S S S S S S S S S

T e i S e et i s i e e

Target Li st Paranet er

e e e e e e e b e e e b e e e e e e e e b e e e e e e e e e e e

Fi gure 55. STATUS- RESPONSE Control Message
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4. 3.

The ST Protocol
for the protocol
i npl enent ati on nust sel ect.
val ues and suggests initial

Internet Stream Protoco

Suggest ed Prot ocol

to work,

uses severa
and al so severa

Const ant s

Cct ober 1990

fields that nmust have specific val ues
val ues that an

This section specifies the required

values for others. It

i's recommended

that the latter be inplenented as variables so that they nmay be
easi |y changed when experience indicates better val ues.

Eventual |l y,

managenent facilities.

t hey shoul d be nmanaged via the norma

ST uses | P Version Nunber 5.

When encapsul ated in I P, ST uses |P Protocol

ACCEPT

ACK

CHANGE

CHANGE- REQUEST
CONNECT

DI SCONNECT
ERRCR- | N- REQUEST
ERROR- | N- RESPONSE
HELLO

H D- APPROVE

H D- CHANGE

HI D- CHANGE- REQUEST
H D- REJECT

NOTI FY

REFUSE

STATUS

STATUS- RESPONSE

net wor k

Nunber 5.

Err or edPDU

FI owSpec
FreeH Ds

G oup

H D

Mul ti cast Addr ess
Nane

Next Hopl PAddr ess
Oigin

Ori gi nTi mest anp
Recor dRout e

RFl owSpec
RG oup
RH D
RNane

Sr cRout e,
Sr cRout e,
SrcRout e,
SrcRout e,
Tar get Li st
User Dat a

| P Loose
IP Strict
ST Loose
ST Strict

A good choice for the mini mum nunber of bits in the FreeH DBit Mask

el ement of the FreeH Ds paranmeter is not yet known.

m ni mum of 64 bits, i.e.

H D val ue zero (0)

is reserved for ST Contro

values 1-3 are reserved for future use.
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VLId value zero (0) may only be used in the RVLId field of an ST
Control Message when the appropriate value has not yet been
received fromthe other end of the virtual link;’ except for an
ERROR- | N- REQUEST or di agnostic nessage, the SVLId field may never
contain a value of zero except in a diagnostic nessage. VLId
value 1 is reserved for use with HELLO nessages by those agents
whose i npl enentation wishes to have all HELLOs so identified.
VLI d values 2-3 are reserved for future use.

The followi ng permanent I P nulticast addresses have been assigned
to ST:

224.0.0.7 A
224.0.0.8 Al

| ST routers

| ST hosts

In addition, a block of transient IP multicast addresses,
224.1.0.0 - 224.1.255.255, has been allocated for ST nulticast
groups. Note that in the case of Ethernet, an ST Milticast
address of 224.1.cc.dd maps to an Ethernet Milticast address of
01: 00: 5E: 01: cc: dd (see [6]).

SCMP uses retransnission to effect reliability and thus has
several "retransmission tiners". Each "timer" is nodeled by an
initial tinme interval (ToXxx), which gets updated dynam cally

t hrough nmeasurenment of control traffic, and a nunmber of tines
(NXxx) to retransmt a nessage before declaring a failure. Al
time intervals are in units of mlliseconds.

Val ue  Tinmeout Nane Meani ng
1000 ToAccept Initial hop-by-hop tineout for
acknow edgnment of ACCEPT
3 NAccept ACCEPT retries before failure
1000 ToConnect Initial hop-by-hop tineout for
acknow edgment of CONNECT
5 NConnect CONNECT retries before failure
1000 ToDi sconnect Initial hop-by-hop tineout for
acknow edgment of DI SCONNECT
3 NDi sconnect DI SCONNECT retries before
failure
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Val ue Ti reout Nane Meani ng
1000 ToH DAck Initial hop-by-hop tineout for
acknow edgment of
HI D- CHANGE- REQUEST
3 NHI DAck HI D- CHANGE- REQUEST retries
before failure
1000 ToH DChange Initial hop-by-hop tineout for
acknow edgnent of H D- CHANGE
3 NHI DChange H D- CHANGE retries before
failure
1000 ToNotify Initial hop-by-hop tineout for
acknow edgnent of NOTIFY
3 NNotify NOTI FY retries before failure
1000 ToRefuse Initial hop-by-hop tineout for
acknow edgnment of REFUSE
3 NRefuse REFUSE retries before failure
1000 ToReroute Ti meout for receipt of ACCEPT or
REFUSE from targets during
failure recovery
5 NReroute CONNECT retries before failure
5000 ToEnd2End End-to-End tineout for receipt
of ACCEPT or REFUSE fromtargets
by origin
0 NEnd2End CONNECT retries before failure
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Val ue Par aneter Nane Meani ng

10 NH DAbort Number of rejected H D proposals
before aborting the H D
negoti ati on process

10000 Hel | oTi ner Hol dDown Interval that Restarted bit nust
be set after ST restart

5 Hell oLossFact or Number of consecutively nissed
HELLO nessages before decl aring
link failure

2000 Defaul t RecoveryTi meout |nterval between successive
HELLGCs to/from active nei ghbors

2 Defaul tHell oFactor HELLO filtering function factor
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5. Areas Not Addressed

There are a nunber of issues that will need to be addressed in the

Il ong run but are not addressed here. Sone issues are network or

i npl ement ati on specific. For exanple, the managenent of nulticast
groups depends on the interface that a network provides to the ST
agent, and an UP/ DOMN protocol based on ST HELLO nessages depends on
the details of the ST agents. Both these exanples nmay inpact the ST
i mpl erent ations, but we feel it is inappropriate to specify them

her e.

In other cases we feel that appropriate solutions are not clear at
this tinme. The followi ng are exanples of such issues:

Thi s docunent does not include a routing nmechanism W do not fee
that a routing strategy based on mnim zing the nunber of hops from
the source to the destination is necessarily appropriate. An
alternative strategy is to mninize the consunption of internet
resources within sone delay constraints. Furthernore, it would be
preferable if the routing function were to provide routes that

i ncor porated bandwi dth, delay, reliability, and perhaps other
characteristics, not just connectivity. This would increase the

i kelihood that a selected route would succeed. This requirenent
woul d probably cause the ST agents to exchange nore routing
information than currently inplenented. W feel that further
research and experinentation will be required before an appropriate
routing strategy is well enough defined to be incorporated into the
ST specification.

Once the bandwi dth for a stream has been agreed upon, it is not
sufficient torely on the originto transnit traffic at that rate.
The internet should not rely on the origin to operate properly.
Furthernmore, even if the origin sources traffic at the agreed rate,

t he packets may become aggregated unintentionally and cause | oca
congestion. There are several approaches to addressing this problem
such as netering the traffic in each streamas it passes through each
agent. Experinentation is necessary before such a nechanismis

sel ect ed.

The interface between the agent and the network is very linted. A
mechani smis provided by which the ST | ayer can query the network to
determne the likelihood that a stream can be supported. However,
this facility will require practical experience before its
appropriate use is defined.

The sinplex tree nodel of a stream does not easily allow for using
multiple paths to support a greater bandwi dth. That is, at any given
point in a stream the entire incom ng bandwi dth nust be transnitted

to the sanme next-hop in order to get to sone target. |f the
bandwi dth isn't avail abl e al ong any single path, the stream cannot be
built to that target. It may be the case that the bandwi dth is not

avail abl e along a single path, but if the data
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flowis split along nmultiple paths, and so nultiple next-hops,
sufficient bandwi dth woul d be available. As currently specified, the
ST agent at the point where the multiple flows converge will refuse
the second connection because it can only be interpreted as a routing
failure. A mechanismthat allows multiple paths in a stream and can
protect against routing failures has not been defi ned.

If sufficient bandwi dth is not avail able, both preenption and
rerouting are possible. However, it is not clear when to use one or
the other. As currently specified, an ST agent that cannot obtain
sufficient bandwidth will attenpt to preenpt |ower precedence streans
before attenpting to reroute around the bottleneck. This nmay lead to
an undesirably high nunber of preenptions. It nmay be that a higher
precedence stream can be rerouted around | ower precedence streans and
still nmeet its performance requirenents, whereas the preenpted | ower
precedence streamnms cannot be reconstructed and still neet their
performance requirenents. A sinple and effective algorithmto all ow
a better decision has not been identified.

In case a stream cannot be conpl eted, ST does not report to the
application the nature of the trouble in any great detail.
Specifically, the application cannot determ ne where the bottl eneck
is, whether the problemis permanent or transitory, or the likely
tinme before the trouble may be resolved. The application can only
attenpt to build the streamat sone later tine hoping that the
troubl e has been resolved. Schemes can be envisioned by which
information is relayed back to the application. However, only
practical experience can evaluate the kind of trouble that is nost
likely encountered and the nature of information that would be nost
useful to the application

A mechanismis also not defined for cases where a stream cannot be
conpl eted not because of |ack of resources but because of an
unexpected failure that results in an ERROR- | N REQUEST nessage. An
ERROR- | N- REQUEST nessage is returned in cases when an ST agent issues
a mal forned control nessage to a neighbor. Such an occurrence is
unexpected and nay be caused by a bad or inconplete ST

i mpl ementation. |In some cases a nessage, such as a NOTIFY should be
sent to the origin. Such a mechanismis not defined because it is
not clear what information can be extracted and what the origin
shoul d do

No special action is taken when a target is renmoved froma stream
Renmoving a target nmay al so renove a bottleneck either in bandw dth
packet rate or packet size, but advantage of this opportunity is not
taken automatically. The application may initiate a change to the
streami s characteristics, but it is not in the best position to do
this because the application may not know the nature of the

bottl eneck. The ST |layer nay have the best information, but a
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mechanismto do this may be very conplex. As a result, this concept
requires further thought.

An agent sinply discards a streanis data packets if it cannot forward
them The reason may be that the packets are too |large or are
arriving at too high a rate. Alternative actions may include an
attenpt to do sonmething with the packets, such as fragnenting them

or to notify the origin of the trouble. Corrective nmeasures nay be
too conplex, so it may be preferable sinply to notify the origin with
a NOTI FY nessage. However, if the incom ng packet rate is causing
congestion, then the NOTIFY nmessages thensel ves nay cause nore
trouble. The nature of the conmunication has yet to be defined

The Fl owSpec includes a cost field, but its inplenentation has not
been identified. The units of cost can probably be defined
relatively easily. Cost of bandw dth can probably al so be assigned.
It is not clear how cost is assigned to other functions, such as high
precedence or |ow delay, or how cost of the conponents of the stream
are conbined together. It is clear that the cost to provide services
will becone nore inportant in the near future, but it is not clear at
this time how that cost is determ ned.

A nunber of paraneters of the FlowSpec are intended to be used as
ranges, but sonme may be useful as discrete values. For exanple, the
Fl owSpec nmay specify that bandwi dth for a stream carrying voice
shoul d be reserved in a range from 16Kbps to 64Kbps because the voice
codec has a variable coding rate. However, the voice codec nmay be
varied only anong certain discrete values, such as 16Kbps, 32Kbps and
64Kbps. A streamthat has 48Kbps of bandwidth is no better than one
wi th 32Kbps. The paraneters of the Fl owSpec where this nmay be

rel evant should optionally specify discrete values. This is being
consi der ed.

G oups are defined as a way to associate different streans, but the
nature of the association is left for further study. An exanple of
such an association is to allow streans whose traffic is inherently
not simultaneous to share the sane all ocated resources. This may
happen for exanple in a conference that has an explicit floor, such
that only one site can generate video or audio traffic at any given
time. The grouping facility can be inplenented based on this
specification, but the inplenmentation of the possible uses of groups
will require new functionality to be added to the ST agents. The
uses for groups and the inplenentation to support themw Il be
carried out as experience is gained and the need ari ses.

We hope that the ST we here propose will act as a vehicle to study

the use and performance of stream oriented services across packet
sw t ched net wor ks.
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6. d ossary

appropriate reason code
This phrase refers to one or perhaps a set of reason codes that
i ndicate why a particular action is being taken. Typically,
these result fromdetection of errors or anomal ous conditions.
It can also indicate that an application conponent or agent has
presented invalid paraneters

Def aul t Recover yTi meout

The Def aul t RecoveryTi neout is maintained by each ST agent. It
i ndi cates the default tinme interval to use for sending HELLO
nessages.

downst r eam
The direction in a streamfroman origin toward its targets.

el enent
The fields and paraneters of the ST control nessages are
collectively called el enments.

FI owSpec
The Fl ow Specification, abbreviated "Fl owSpec” is used by an
application to specify required and desired characteristics of
the stream The Fl owSpec specifies bandw dth, delay, and
reliability paraneters. Both minimal requirements and desired
characteristics are included. This information is then used to
gui de route selection and resource allocation decisions. The
desired vs. required characteristics are used to guide tradeoff
deci si ons anpbng conpeting streamrequests.

group
A set of related streanms can be associated as a group. This is
done by generating a Group Name and assigning it to each of the
rel ated streanms. The grouping information can then be used by
the ST agents in nmaki ng resource nanagenent and other contro
deci sions. For exanple, when preenption is necessary to
establish a high precedence stream we can exploit the group
information to mninize the number of stream groups that are
pr eenpt ed.

G oup Nane
The Group Nane is used to indicate that a collection of streans
are related. A Goup Nane is structured to ensure that it is
uni que across all hosts: it includes the address of the host
where it was generated conbined with a uni que nunber generated
by that host. A tinmestanp is added to ensure that the overal
nane is unique over all tinme. (A Goup Nane has the sane fornat
as a stream Nane.)
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Hel | oLossFact or
The Hel l oLossFactor is a paraneter nmintai ned by each ST agent.
It identifies the expected nunber of consecutive HELLO nessages

typically lost due to transient factors. Thus, an agent will be
assuned to be down after we nmiss nore than Hel | oLossFact or
nessages.

Hel | oTi mer
The HelloTiner is a millisecond tinmer maintai ned by each ST
agent. It is included in each HELLO nmessage. It represents the
time since the agent was restarted, nodul o the precision of the
field. It is used to detect variations in the delay between the

two agents, by conparing the arrival interval of two HELLO
messages to the difference between their HelloTinmer fields.

Hel | oTi mer Hol dDown
The Hel | oTi ner Hol dDown val ue i s nai ntai ned by each ST agent.
When an ST agent is restarted, it will set the "Restarted" bit
in all HELLO nessages it sends for Hell oTi mer Hol dDown seconds.

H D
The Hop IDentifier, abbreviated as H D, is a nuneric key stored
in the header of each ST packet. It is used by an ST agent to
associ ate the packet with one of the incom ng hops nanaged by
the agent. It can be used by receiving agent to map to
the set of outgoing next-hops to which the nmessage shoul d be
forwarded. The HID field of an ST packet will generally need to
be changed as it passes through each ST agent since there may be
many Hl Ds associated with a single stream

hop
A "hop" refers to the portion of a streanis path between two
nei ghbor ST agents. It is usually represented by a physica
networ k. However, a multicast hop can connect a single ST agent
to several next-hop ST agents.

host agents
Synonym for host ST agents.

host ST agents
Host ST agents are ST agents that provide services to higher
| ayer protocols and applications. The services include nethods
for sourcing data fromand sinking data to the higher |ayer or
application, and nethods for requesting and nodifyi ng streans.

i nternmedi ate agents
Synonym for internediate ST agents.

i nternedi ate ST agents

Internediate ST agents are ST agents that can forward ST
packets between the networks to which they are attached.
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MruU
The abbreviation for Maxi mum Transm ssion Unit, which is the
maxi mum packet size in bytes that can be accepted by a given
network for transm ssion. ST agents determnine the nmaximum
packet size for a streamso that data witten to the stream can
be forwarded through the networks w thout fragnentation

mul ti-destination sinplex
The topol ogy and data flow of ST streams are described as being
multi-destination sinplex: all data flow ng on the stream
originates froma single origin and is passed to one or nore
destination targets. Only control information, invisible to the
application program ever passes in the upstreamdirection.

NAccept
NAccept is an integer paraneter maintained by each ST agent. It
is used to control retransm ssion of an ACCEPT message. Since
an ACCEPT request is relayed by agents back toward the origin,
it nmust be acknow edged by each previous-hop agent. |f this ACK
is not received within the appropriate tineout interval, the
request will be resent up to NAccept tines before giving up

Nanme
Cenerally refers to the nane of a stream A stream Nane is
structured to ensure that it is unique across all hosts: it
i ncludes the address of the host where it was generated conbi ned
with a uni que nunber generated at that host. A tinestanp is
added to ensure that the overall Nane is unique over all tine.
(A stream Nane has the sane format as a G oup Nane.)

NConnect
NConnect is an integer parameter maintained by each ST agent.
It is used to control retransnmission of a CONNECT nessage. A
CONNECT request nust be acknow edged by each next-hop agent as
it is propagated toward the targets. |[If a H D ACCEPT,
H D- REJECT, or ACK is not received for the CONNECT between any
two agents within the appropriate tinmeout interval, the request
will be resent up to NConnect tines before giving up

NDi sconnect
NDi sconnect is an integer paraneter maintained by each ST
agent. It is used to control retransm ssion of a DI SCONNECT
message. A DI SCONNECT request nust be acknow edged by each
next-hop agent as it is propagated toward the targets. |If this
ACK is not received for the DI SCONNECT between any two agents
within the appropriate timeout interval, the request will be
resent up to NDi sconnect times before giving up
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next protocol identifier
The next protocol identifier is used by a target ST agent to
identify to which of several higher layer protocols it should
pass data packets it receives the network. Exanples of higher
| ayer protocols include the Network Voice Protocol and the
Packet Video Protocol. These higher |ayer protocols wll
typically performfurther denultiplexing anong multiple
application processes as part of their protocol processing
activities.

next - hop
Synonym for next-hop ST agent.

next - hop ST agent
For each origin or internediate ST agent managi ng a stream
there are a set of next-hop ST agents. The internedi ate agent
forwards each data packet it receives to all the next-hop ST
agents, which in turn forward the data toward the target host
agent (if the particular next-hop agent is another internediate
agent) or to the next higher protocol layer at the target (if
the particul ar next-hop agent is a host agent).

Next Pcol
Next Pcol is a field in each Target of the CONNECT nessage used
to convey the next protocol identifier. See definition of next
protocol identifier above for nore details.

NHI DAbor t
NH DAbort is an integer paraneter naintained by each ST agent.
It is the nunber of unacceptable H D proposals before an ST
agent aborts the HI D negotiation process.

NHI DAck
NHI DAck is an integer paraneter maintai ned by each ST agent.
It is used to control retransm ssion of H D CHANGE- REQUEST
messages. HI D- CHANGE- REQUEST is sent by an ST agent to the
previ ous-hop ST agent to request that the H D in use between
those agents be changed. The previous-hop acknow edges the
HI D- CHANGE- REQUEST nessage by sending a H D- CHANGE nessage. |If
the HHD-CHANGE is not received within the appropriate tineout
interval, the request will be resent up to NHI DAck tinmes before

gi ving up.

NHI DChange
NHI DChange is an integer paraneter maintai ned by each ST agent.
It is used to control retransm ssion of the H D CHANGE nessage.
A HI D- CHANCE nessage nust be acknow edged by the next-hop agent.
If this ACKis not received within the appropriate tineout
interval, the request will be resent up to NH DChange tines
bef ore gi ving up.
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NRef use
NRef use is an integer paraneter maintai ned by each ST agent.
It is used to control retransnission of a REFUSE nessage. As a
REFUSE request is relayed by agents back toward the origin, it
must be acknow edged by each previous-hop agent. |If this ACKis
not received within the appropriate tineout interval, the
request will be resent up to NRefuse tines before giving up

NRet r yRout e
NRetryRoute is an integer paraneter naintained by each ST
agent. It is used to control route exploration. Wen an agent
recei ves a REFUSE nessage whose ReasonCode indicates that the
originally selected route is not acceptable, the agent should
attenpt to find an alternate route to the target. |If the agent
has not found a viable route after a maxi num of NRetryRoute
choices, it should give up and notify the previous-hop or
application that it cannot find an acceptable path to the
target.

origin
The origin of a streamis the host agent where an application
or higher level protocol originally requested that the stream be
created. The origin specifies the data to be sent through the

stream

par anet er
Paraneters are additional values that may be included in
control nmessages. Parameters are often optional. They are

di stinguished fromfields, which are al ways present.

partici pants
Participants are the end-users of a stream

PDU
Abbrevi ation for Protocol Data Unit, defined bel ow

peer
The termpeer is used to refer to entities at the sane protoco
layer. It is used here to identify instances of an application

or protocol |ayer above ST. For exanple, data is passed through
a streamfroman originating peer process to its target peers.

previ ous- hop
Synonym for previous-hop ST agent.

previ ous- hop ST agent

The origin or internediate agent from which an ST agent receives
its data.
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protocol data unit
A protocol data unit (PDU) is the unit of data passed to a
protocol layer by the next higher |ayer protocol or user. It
consi sts of control information and possibly user data.

Recover yTi meout
RecoveryTi neout is specified in the Fl owSpec of each stream
The m ni num of these val ues over all streans between a pair of
adj acent agents deternines how often those agents nust send
HELLO nmessages to each other in order to ensure that failure of
one of the agents will be detected quickly enough to neet the
guarantee inplied by the Fl owSpec.

Restarted bit
The Restarted bit is part of the HELLO nessage. Wen set, it
i ndi cates that the sending agent was restarted recently (within
the | ast Hel |l oTi ner Hol dDown seconds).

round-trip time
The round-trip-tine is the tine it takes a nmessage to be sent,
delivered, processed, and the acknow edgnent received. It
i ncl udes both network and processing del ays.

RTT
Abbreviation for round-trip-tine.

RVLI d
Abbrevi ation for Receiver’s Virtual Link ldentifier. It
uniquely identifies to the receiver the virtual link, and this

stream used to send it a nessage. See definition for Virtua
Link ldentifier bel ow

SAP
Abbrevi ati on for Service Access Point.

SCwP
Abbrevi ation for ST Control Message Protocol, defined bel ow

Servi ce Access Poi nt
A point where a protocol service provider nmakes avail able the
services it offers to a next higher |ayer protocol or user

setup phase
Before data can be transnitted through a stream the ST agents
nmust distribute state informati on about the streamto all agents
along the path(s) to the target(s). This is the setup phase.
The setup phase ends when all the ACCEPT and REFUSE nessages
sent by the targets have been delivered to the origin. At this
poi nt, the data transfer phase begins and data can be sent.
Requests to nodify the stream can be issued after the setup
phase has ended, i.e., during the data transfer phase w thout
di srupting the flow of data.
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ST agent
An ST agent is an entity that inplenents the ST Protocol

ST Control Message Protoco
The ST Control Message Protocol is the subset of the overall ST
Prot ocol responsible for creation, nodification, maintenance,
and tear down of a stream It also includes support for event
notification and status nonitoring.

stream
A streamis the basic object nanaged by the ST Protocol for
transm ssion of data. A stream has one origin where data are
generated and one or nore targets where the data are received
for processing. A flow specification, provided by the origin
and negoti ated anong the origin, internediate, and target ST
agents, identifies the requirenents of the application and the
guarantees that can be assured by the ST agents.

subset s
Subsets of the ST Protocol are pernitted, as defined in various
sections of this specification. Subsets are defined to allow
sinmplified inplenmentations that can still effectively
interoperate with nore conplete inplenmentations w thout causing
di sruption.

SvLld
Abbreviation for Sender’s Virtual Link lIdentifier. It uniquely
identifies to the receiver the virtual link identifier that
shoul d be placed into the RVLId field of all replies sent over
the virtual link for a given stream See definition for Virtua
Link ldentifier bel ow

t ar get
An ST target is the destination where data supplied by the
origin will be delivered for higher |ayer protocol or
appl i cation processing.

tear down
The tear down phase of a stream begi ns when the origin indicates
that it has no further data to send and the ST agents through
whi ch the stream passes should disnmantle the stream and rel ease
its resources.

ToAccept
ToAccept is a tineout in seconds maintai ned by each ST agent.
It sets the retransmi ssion interval for ACCEPT nessages.

ToConnect

ToConnect is a timeout in seconds naintai ned by each ST agent.
It sets the retransmi ssion interval a CONNECT nessages.
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ToDi sconnect
ToDi sconnect is a timeout in seconds naintai ned by each ST
agent. It sets the retransmission interval for DI SCONNECT
nessages.

ToH DAck
ToH DAck is a tineout in seconds maintai ned by each ST agent.
It sets the retransm ssion interval for H D CHANGE- REQUEST
nessages.

ToHI DChange
ToHl DChange is a tineout in seconds nmintained by each ST agent.
It sets the retransm ssion interval for H D CHANGE nessages.

ToRef use
ToRefuse is a tineout in seconds maintai ned by each ST agent.
It sets the retransm ssion interval for REFUSE nessages.

upstream
The direction in a streamfroma target toward the origin.

Vi rtual Link
A virtual link is one edge of the tree describing the path of
data flow through a stream A separate virtual link is assigned
to each pair of neighbor ST agents, even when nultiple next-hops
are be reached through a single network |evel nulticast group.
The virtual link allows efficient demultiplexing of ST Contro
Message PDUs received froma single physical Iink or network

Virtual Link Identifier
For each ST Control Message sent, the sender provides its own
virtual link identifier and that of the receiver (if known).
Either of these identifiers, conbined with the address of the
correspondi ng host, can be used to identify uniquely the virtua
control link to the agent. However, virtual link identifiers
are chosen by the associated agent so that the agent may
precisely identify the stream state nachine, and other protoco
processing data el ements nmanaged by that agent, without regard
to the source of the control nessage. Virtual link identifiers
are not negotiated, and do not change during the lifetinme of a
stream They are discarded when the streamis torn down.
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Appendi x 1. Dat a Not ati ons

The convention in the docunentation of Internet Protocols is to
express nunbers in decimal and to picture data with the nost
significant octet on the left and the | east significant octet on the
right.

The order of transnission of the header and data described in this
docunent is resolved to the octet level. Wenever a diagramshows a
group of octets, the order of transm ssion of those octets is the
normal order in which they are read in English. For exanple, in the
followi ng diagramthe octets are transnmitted in the order they are
nunber ed.

0 1 2 3
01234567890123456789012345678901
T S T sy
| 1 | 2 | 3 | 4 |
T T i S e S S e i S S S e
| 5 | 6 | 7 | 8 |
T T S S i < S St S S S S
| 9 | 10 | 11 | 12 |
T T T S L T s

Fi gure 56. Transnission Order of Bytes

Whenever an octet represents a numeric quantity the left nost bit in
the diagramis the high order or nost significant bit. That is, the
bit labeled 0 is the nobst significant bit. For exanple, the

foll owi ng diagramrepresents the value 170 (decinal).

01234567
B T
[1 02101010
s

Figure 57. Significance of Bits

Simlarly, whenever a nulti-octet field represents a nunmeric quantity
the left nost bit of the whole field is the nost significant bit.
When a multi-octet quantity is transmitted the nost significant octet
is transmtted first.

Fi el ds whose length is fixed and fully illustrated are shown with a
vertical bar (|) at the end; fixed fields whose contents are
abbreviated are shown with an exclamation point (!); variable fields
are shown with colons (:).
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Optional paraneters are separated fromcontrol nessages with a bl ank
line. The order of any optional paraneters is not neaningful.
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