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| sochronous Applications Do Not Require Jitter-Controlled Networks

Status of this Meno

This meno provides information for the Internet conmunity. It does
not specify an Internet standard. Distribution of this nmeno is
unlimted.

Abstract

This meno argues that jitter control is not required for networks to
support isochronous applications. A network providing bandw dth and
bounds delay is sufficient. The inplications for gigabit

i nternetworking protocols are briefly considered.

I nt roducti on

An oft-stated goal of many of the ongoing gigabit networking research
projects is to nake it possible to support high bandw dth isochronous
applications. An isochronous application is an application which
must generate or process regular amounts of data at fixed intervals.
Exanpl es of such applications include tel ephones, which send and
recei ve voice sanples at regular intervals, and fixed rate video-
codecs, which generate data at regular intervals and which nust
receive data at regular intervals.

One of the properties of isochronous applications like voice and
video data streans is that their users may be sensitive to the
variation in interarrival tines between data delivered to the fina
out put device. This interarrival tinme is called "jitter" for very
smal | variances (less than 10 Hz) and "wander" if it is sonewhat

| arger (less than one day). For convenience, this neno will use the
termjitter for both jitter and wander.

A coupl e of exanples help illustrate the sensitivity of applications
to jitter. Consider a user watching a video at her workstation. |If
the screen is not updated regularly every 30th of a second or faster
the user will notice a flickering in the image. Simlarly, if voice
sanples are not delivered at regular intervals, voice output may
sound distorted. Thus the user is sensitive to the interarrival time
of data at the output device.

bserve that if two users are conferring with each other fromtheir
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wor kst ati ons, then beyond sensitivity to interarrival tinmes, the
users will also be sensitive to end-to-end delay. Consider the

di fference between conferencing over a satellite link and a
terrestrial link. Furthernore, for the data to be able to arrive in
time, there must be sufficient bandwi dth. Bandwi dth requirenents are
particularly inportant for video: HDTV, even after conpression
currently requires bandwidth in excess of 100 Mits/second.

Because nultinedia applications are sensitive to jitter, bandw dth
and delay, it has been suggested that the networks that carry
multimedia traffic nust be able to allocate and control jitter
bandwi dth and delay [1, 2].

This meno argues that a network which sinply controls bandw dth and
delay is sufficient to support networked nul ti nedia applications.
Jitter control is not required.

I sochrony without Jitter Control

The key argument of this neno is that an isochronous service can be
provi ded by sinply boundi ng the maxi nrum del ay through the networKk.

To prove this argunment, consider the follow ng scenario.
The network is able to bound the maxinumtransit delay on a channe

bet ween sender and receiver and at |east the receiver knows what the
bound is. (These assunptions conme directly fromour assertion that

the network can bound delay). The term "channel" is used to nean
some anount of bandwi dth delivered over sonme path between sender and
receiver.

Now i magi ne an operating systemin which applications can be
schedul ed to be active at regular intervals. Further assune that the
recei ving application has buffer space equal to the channel bandwi dth
times the maxinuminterarrival variance. (Observe that the maxi num
interarrival variance is always known - in the worst case, the

recei ver can assune the nmaxi num vari ance equal s the nmaxi num del ay).

Now consider a situation in which the sender of the isochronous data
ti mestanps each piece of data when it is generated, using a universa
time source, and then sends the data to the receiver. The receiver
reads a piece data in as soon as it is received and and pl aces the

ti mestanped data into its buffer space. The receiver processes each
pi ece of data only at the tine equal to the data’s tinmestanp plus the
maxi nrum transit del ay.

| argue that the receiver is processing data isochronously and thus
we have shown that a network need not be isochronous to support
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i sochronous applications.
A few issues have to be resolved to really make this proof stick

The first issue is whether the operating systemcan be expected to
schedul e applications to be active at regular intervals. | wll
argue that whether or not the network is isochronous, the operating
system nust be able to schedule applications at regular intervals

Consi der an isochronous network which delivers data with a tight
bound on jitter. If the application on the receiving system does not
wake up when new data arrives, but waits until its next turn in the
processor, then the isochrony of the network service would be | ost
due to the vagaries of operating system scheduling. Thus, we nmay
reasonably expect that the operating system provides sonme nmechani sm
for waking up the application in response to a network interrupt for
a particular packet. But if the operating system can wake up an
application in response to an interrupt, it can just as easily wake
the application in response to a clock interrupt at a particular
time. Waking up to a clock interrupt provides the regul ar scheduling
service we wanted

hserve that the | ast paragraph suggests an application of the End-
To-End Principle [3]. Gven that the operating system nust provide a
mechani sm sufficient for restoring isochrony, regardl ess of whether
the network is isochronous, it seens unreasonable to require the
network to redundantly provide the sanme service.

Anot her issue is the question of whether all receiving systens wll
have nenory for buffering. For exanple, the tel ephone network is
required to deliver its data isochronously because many tel ephones do
not have nmenory. However, nost receiving devices do have nenory, and
t hose devices, |ike tel ephones, that do not currently have menory
seemlikely to have nenory in the future. Many tel ephones have a
nodest amount of nenory now. Furthernore, even if the end nodes
require isochronous traffic it is possible that last switch before
delivery to the end node could provide the necessary buffer space to
restore isochrony to the data fl ow

Readers may wonder if the assunption of a universal time source is
reasonabl e. The Network Tinme Protocol (NTP) has been wi dely tested
on the Internet and is capable of distributing tinme accurately to the
mllisecond [4]. |Its designer is currently contenplating the
possibility of distributing time accurate to the nicrosecond.

Some | nplications

The nopst inportant observation that can be nade is that jitter
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control is not required for networks to be able to support

i sochronous applications. A corollary observationis that if we are
to design an internetworking protocol for isochronous applications,
that internetworking protocol should probably only offer control over
del ay and bandwi dth. (There may exi st networks that sinply manage
del ay and bandwi dth. W know that’'s sufficient for nultinedia
net wor ki ng so our nultinedia internetworking protocol should be
capabl e of running over those networks. But if the nultinmedia

i nternetworking protocol requires control over jitter too, then
jitter control nust be inplenented on those subnetworks that don’t
have it. Inplenenting jitter control is clearly feasible - the

met hod for restoring jitter in the last section could be used on a
single network. But if we know jitter control isn't needed, why
requi re networks to inplenment it?)

Note that the argunent sinply says that jitter control is not
required to support isochronous applications. It may be the case
that jitter control is useful for other reasons. For exanple, work
at Berkel ey suggests that jitter control nakes it possible to reduce
the anount of buffering required in internedi ate network nodes [Y]
Thus, even if applications express their requirenments only in terns
of bandwi dth and delay, a network may find it useful to try to limt
jitter and thereby reduce the anount of nmenmory required in each node.
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Security Considertaions

Security issues are not discussed in this nmeno.
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