Net wor k Wor ki ng Group S.E. Hardcastle-Kille
Requests for Comments 1276 Uni versity Col | ege London
Novenber 1991

Replication and Distributed Operations extensions
to provide an Internet Directory using X 500

Status of this Meno
This RFC specifies an | AB standards track protocol for the
Internet comunity, and requests discussion and suggestions for

i mprovenents. Please refer to the current edition of the ‘1 AB

Oficial Protocol Standards’’ for the standardization state and

status of this protocol. Distribution of this meno is unlinited.
Abstract

Some requirenents on extensions to X. 500 are described in the
RFC[ HK91b], in order to build an Internet Directory using
X.500(1988). This docunent specifies a set of solutions to the
probl ens rai sed. These solutions are based on sone work done for
the QU PU inpl ementation, and denonstrated to be effective in a
nunber of directory pilots. By docunenting a de facto standard
rapi d progress can be made towards a full-scale pilot. These
procedures are an | NTERI M approach. There are known
deficiencies, both in terns of nmanageability and scalability.
Transition to standard approaches are planned when appropriate
standards are available. This RFOwill be obsoleted at this
poi nt .
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1 Approach

There are a nunber of non-negotiable requirenents which nust be net
before a directory can be depl oyed on the Internet [HKO1lb]. These
probl ems are being tackled in the standards arena, but there is
currently no stable solution. One approach would be to attenpt to
intercept the standard. Difficulties with this would be:

o Defining a coherent intercept would be awkward, and the effort
woul d probably be better devoted to working on the standard. It
is not even clear that such an intercept could be defined.

o The target is noving, and it is always tenpting to track it, thus
causi ng nore del ay.

0 There would be a delay involved with this approach. It would be
too late to be useful for a rapid start, and sufficiently close to
the tinmng of the final standard that many woul d choose not to
i mpl ement it.

Therefore, we choose to take a sinple approach. This is a good dea
simpler than the full X 500 approach, and is based on operationa
experience. The advantages of this approach are:

0o It is proven in operation. This RFCi s sinply docunenting what is
bei ng done al r eady.

0o There will be a minimumof delay in starting to use the approach

o The approach is sinpler, and so the cost of inplenentation is nuch
less. It will therefore be nuch nore attractive to add into an
i mpl enentation, as it is less effort, and can be further ahead of
t he standard.

These procedures are an | NTERI M approach. There are known
deficiencies, both in terns of manageability and scalability.
Transition to standard approaches are planned when appropriate
standards are available. This RFOwi |l be obsoleted at this point.
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2 Extensions to Distributed Operations

The distributed operations of X 500 assune that all DUAs and DSAs are
fully interconnected with a global network service. For the Internet
Pilot, this assunption is invalid. DSAs may be operated over TCP/IP
TP4/ CLNS, or TPO/ CONS.

The extension to distributed operations to support this situation is
straightforward. W define the termcomunity as an environnent where
direct (network) communication is possible. Comunities nmay be
separ at ed because they operate different protocols, or because of |ack
of physical connectivity. Exanple comunities are the DARPA/ NSF
Internet, and the Janet private X 25 network. A network entity in a
community is addressed by its Network Address. |[If two network
entities are in the sane comunity, they can by definition

conmuni cate. A community is identified by a set of network address
prefixes. For the approach to be useful, this set should be snall
(typically 1). For TCP/IP Networks, and X 25 Networks not providing
CONS, the approach is described in [HK91la] allows for communities to
be defined for the networks of operational interest.

This nodel can be used to determ ne whether a pair of application
entities can communi cate. For each entity, determ ne the presentation
address (typically by directory |ookup). Each network address in the
presentation address will have a single associated community. The set
of comunities to which each application entity belongs can thus be
determined. |If the two application entities have a common conmunity,
then they can communicate directly.

Two extensions to the standard distributed operations are needed.

1. Consider a DSA (the | ocal DSA) which is contacted by either a DUA
or DSA (the calling entity) to resolve a query. The |ocal DSA
determ nes that the query nust be progressed by anot her DSA (the
referred-to DSA). The DSA will nake a chain/referral choice. |If
chaining is prohibited by service control, a referral will be
passed back. Oherwise, if the local DSA prefers to chain (e.g.
for policy reasons) it will then chain. The remaining situation
is that the local DSA prefers to give a referral. It shall only
do so if it believes that the calling entity can directly connect
to the referred-to DSA. If the calling entity is a DUA, it should
be assuned to belong only to the community of the called network
address. If the calling entity is a DSA, its communities should
be determ ned by | ookup of the DSA's presentation address in the
directory. The comunities of the referred-to DSA can be
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determined fromits presentation address, which will either be
present in the reference or can be |looked up in the directory. |If
the calling entity and the referred-to DSA do not have a common
community, then chaining shall be used. Oherwise, a referral may
be passed back to the calling entity.

2. Consider that a DSA (or DUA), ternmed here the local entity is
following a referral (to a referred-to DSA). In sone cases, the
local entity and referred-to DSA will not be able to communicate
directly (i.e., not have a commopn community). There are two
approaches to solve this:

(a) Pass the query to a DSA it would use to resolve a query for
the entry one level higher in the DIT. This will work,
provided that this DSA follows this specification. This
default nmechanismw Il work wi thout additional configuration

(b) Use a ‘‘relay DSA"’' to access the conmunity. A relay DSA is
one which can chain the query on to the remote community. The
rel ay DSA nust belong to both the renpte comunity and to at
| east one community to which the local entity belongs. The
choice of relay DSA for a given comunity will be manually
configured by a DSA manager to enable access to a community to
which there is not direct connectivity. Typically this wll
be used where the default DSA is a poor choice (e.g., because
relaying is not authorised through this DSA).

A DSA confornming to this specification shall follow these
procedures. A DUA nmay also follow these procedures, and this will
gi ve inprovenments in sone circunstances (i.e., the ability to
resol ve certain queries wthout use of chaining). However, this
speci ficati on does not place requirenments on DUAs.

3 Aternati ve DSAs

There is a need to give information on slave copies of data. This can
be done using the standard protocol, but nodifying the senmantics.

This relies on the fact that there may only be a single subordinate
reference or cross reference.

If there is a need to include references to naster and sl ave data (EDB
copies) in a referral, then this should be done in a referral by
speci fying a subordinate reference with nultiple values. This cannot
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be a standard subordinate reference, which would only have a single
value. Therefore, this usage does not conflict with standard
references. The first reference is the master copy, and subsequent
ref erences are sl ave copi es.

4 Data Mdel

The X. 500 data nodel takes the unit of mastering data as the entry. A
DSA may hold an arbitrary collection of entries. W restrict this
nodel so that for the replication protocol defined in this
specification the base unit of replication (shadowing) is the conplete
set of imediate subordinate entries of a given entry, termed an Entry
Data Bl ock (EDB). An EDB is named by its parent entry. It contains
the relative distinguished nanes of all of the children of the entry,
and each of the child entries. For each entry, this conprises al
attributes of the entry, the relative distinguished nane, and

know edge informati on associated with the entry. |[If a DSA holds
(non-cached) information on an entry, it will hold information on all
of its siblings. One DSA will hold a master EDB. This will contain
two types of entry:

1. Entries for which this DSA is the naster.

2. Slave copies of entries which are nmastered in another DSA,
i ndi cated by a subordinate reference. This copy nust be
mai nt ai ned automatically by the DSA hol ding the naster EDB

Thus the naster EDB contains a mixture of master entries, and entries
whi ch are nmastered el sewhere and shadowed by the DSA hol di ng the
master EDB on an entry by entry basis. Oher DSAs may hold sl ave
copies of this EDB (slave EDBs), which are replicated in their
entirity directly or indirectly fromthe naster EDB. This approach has
the foll owi ng advant ages.

0 Name resolution is sinplified, and performance inproved.

o Single level searching and |isting have good perfornance, and are
straightforward to inplement. 1In a nore general case of applying
the standard, wi thout sophisticated replication, these operations
m ght require to access very many DSAs and be prohibitively
expensi ve.
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5 DSA Nami ng

Al DSAs nust be nanmed in the DIT, and the master definition of the
presentation address stored in this entry. X 500 (including sone of
the extension work) inplies that the presentation address infornmation
is extensively replicated (rmanually). The managenent overhead inplied
by this is not acceptable.

Care nmust be taken to prevent deadlock in determ ning a DSAs address.
This is solved bhy:

1. Use of a well known DSA with *‘root know edge’

2. Naming DSAs in a manner which prevents deadl ocks. Currently this
is done by giving DSAs nanes high in the DT.

The Internet Pilot will need to define detailed policies for naning
DSAs, in conjunction with the replication policy. This will be
defined in a future RFC

6 Know edge Representation

Know edge information is represented in the DIT. It seens unreasonabl e
to manage this by any other means. Know edge information is
represented in an entry by use of know edge attributes. These
attributes are considered separately fromall the other attributes in
the entry which are ternmed ' ‘user attributes’’. Each entry in a
master EDB will be in one of four categories.

1. The entry is a leaf entry mastered in this EDB, and so only
contains user attributes

2. The level below has an associated EDB (i.e., the DT continues
downwards to use the data nodel of this specification). Al
attributes of this entry will be nastered in this entry. The
entry will contain an attribute with the nane of the DSA which
hol ds the naster of the associated EDB. Optionally, it wll
contain an attribute hol ding the nanes of DSAs whi ch hold slave
EDBs. The entry may not hold a subordinate reference attribute.
The DIT is followed by use of the master and slave attributes.
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3. The entry is nastered in a DSA which does not follow this
specification. The entry in the EDB will contain a naster
attribute, which holds a subordinate reference (or cross
reference) to the DSA which holds the master entry. The user
attributes of the entry will be mastered in the DSA pointed to by
the reference. The DSA hol ding the master EDB, which actually
acts as an internedi ate shadow for this entry, will read these
attributes fromthe DSA indicated by the reference, so that it
will have a full copy of the entry, using a standared DSP Read
operation. This technique is called *‘spot shadowing'’'. Any
access control on the entry being spot shadowed nust be confi gured
so that all attributes can be copied by the DSA hol di ng the master
EDB. DSAs taking slave copies of the EDB will not do spot
shadowi ng. However, the know edge attributes will be copied, and
may be used by this DSA (e.g., for nodify operations).

4. The entries at the level below are held in DSAs which do not
follow this specification, and all of these are indicated by a set
of NSSRs (Non Specific Subordi nate Reference). The NSSRs are
stored as an attribute of the entry. The user attributes are
either mastered in the EDB
It is inmportant to note that NSSRs are stored at the | evel above
subordinate references. At a given point in the DIT, if there are
subordi nate references, these are stored in shadow entries bel ow
that point, and nanmed by the RDN. If there are NSSRs, they are
stored in the entry itself, as there is no RDN associated with an
NSSR. This approach is cleanest where there are either NSSRs or
subordi nate references, but not both. For exanple, consider an
Organi sation HP, whose many OUs are stored in a set of DSAs
i ndicated by by NSSRs. Here, the NSSR attributes will be used to
identify these DSAs.

This nodel of replication is not tightly integrated with NSSRs.
Wiere there is a mxture of NSSRs and Subordi nate references at a
given point in the DIT, this is handled by giving a single
subordinate reference to a DSA which follows standard X 500

di stributed operations and can cleanly handle this nmixture. In
practice, this is equivalent to not allow ng a mxture of

subordi nate references and NSSRs.

The information franework needed to support this is defined in
Fi gure_1.
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I nt er net DSNonLeaf Cbj ect ::= OBJECT- CLASS
SUBCLASS OF top
MUST CONTAI N {mast er DSA}
MAY CONTAI N {sl aveDSA}

Ext er nal DSCbj ect ::= OBJECT- CLASS
SUBCLASS OF top
MAY CONTAI N { Subor di nat eRef erence, CrossReference, 10
NonSpeci f i cSubor di nat eRef er ence}
-- will contain exactly one of these references

Mast er DSA :: = ATTRI BUTE
W TH ATTRI BUTE- SYNTAX di st i ngui shedNaneSynt ax
SI NGLE VALUE

Sl aveDSA :: = ATTRI BUTE
W TH ATTRI BUTE- SYNTAX di st i ngui shedNaneSynt ax
20
Subor di nat eRef erence ::= ATTRI BUTE
W TH ATTRI BUTE- SYNTAX AccessPoi nt
S| NGLE VALUE

CrossReference ::= ATTRI BUTE
W TH ATTRI BUTE- SYNTAX AccessPoi nt
S| NGLE VALUE

NonSpeci fi cSubor di nat eRef erence ::= ATTRI BUTE
W TH ATTRI BUTE- SYNTAX AccessPoi nt 30

AccessPoint ::= SET {
ae-title [0] Nane,
address [2] PresentationAddress OPTI ONAL }
-- Sanme definition as X 500 AccessPoi nt,
-- but presentation address is optional

Figure_1: Know edge Attributes

Two object classes are defined to support this approach:
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I nt er net DSNonLeaf Cbj ect This is for where the level below foll ows the
nodel defined here, and there is an Entry Data Bl ock (EDB)
containing the sibling entries. The Entry itself contains naster
data. The associated attributes are:

Mast er DSA The nane of the DSA where the naster EDB i s hel d.

Sl aveDSA The names of DSAs which hold sl ave copies of the EDB for
public access.

Ext ernal DSQhj ect This is for where the entry and | evels bel ow are
mastered according to X. 500. There are attributes correspondi ng
to the standard know edge references, which are used to resolve
queries. The presentation address is optional in these
attributes. |If not present, it should be | ooked up in the DSAs
own entry. For NonSpecificSubordi nat eRef erence, the nmaster of the
entry will be in the master EDB, For SubordinateReference or
CrossReferencel the DSA which nasters the EDB will **'spot shadow '’
the entry, by reading it at intervals. This will ensure that the
mast er EDB contains a copy of each entry. Single |evel searching
can then be done efficiently where it is not required to access
the master copy of the data. DSAs hol ding sl ave copies of the EDB
do not perform spot shadowi ng, but do receive copies of the
ref erences.

7 Replication Protoco

CGet Ent r yDat aBl ock ABSTRACT- OPERATI ON
ARGUMENT Get Ent r yDat aBl ockAr gunent
RESULT Cet EntryDat aBl ockResul t
ERRORS { naneError, Servi ceError, SecurityError, EDBVersi onError}

EDBVer si onErr or ABSTRACT- ERROR
PARAMETER ver si onHel d EDBVer si on

CGet Ent r yDat aBl ockAr gunment ::= SET { 10

1. These references are really the same. The function and val ue
are the sanme. The nane depends on where the reference is stored. It
may be preferable to have only one attribute.
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entry [0] D stingui shedNane,

CHO CE {
sendl f Mor eRecent Than [ 1] EDBVersi on,
get Ver si onNunber [2] NULL,

get EDB [ 3] NULL, -- force retrieval
continuation [4] SEQUENCE {
EDBVer si on,

next EntryPosition | NTECGER }

}!
maxEntries [5] | NTEGER OPTI ONAL 20
-- if onmtted return whole EDB in
-- one operation

}
Get Ent ryDat aBl ockResul t :: = SEQUENCE {
versi onHel d [ 0] EDBVersi on,
[1] SEQUENCE OF Rel ativeEntry OPTI ONAL,
-- if onmtted, only version is returned
next EntryPosti on | NTEGER OPTI ONAL
-- if omtted there are no nore entries 30
}
Rel ati veEntry ::= SEQUENCE {
Rel ati veDi st i ngui shedNane,
SET OF Attribute
}
EDBVer si on ::= UTCTi e 40

Figure_2: Replication_Protocol

A RCS operation to support replication is defined in Figure 2. This
pulls an entire copy of the EDB. In nornal use, the initiator
specifies the EDB Version held. |f the responder has a nore recent
version, then all of the entries in the EDB are returned. There are
options to rerequest only the version of EDB held, or to return the
full EDB irrespective of the version held by the initiator

For large EDBs, transfer of an entire EDB in a single operation would
lead to very large ROS PDUs. This gives a definite scaling
limtation. To overconme this, the protocol allows an EDB to be
retrived in chunks of a size (in nunmber of entries) specified by the
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initiator. The responder specifies a nunber which indicates the next
entry to be transferred. The sanme operation can be used to retrieve
the next chunk of the EDB, with EDBVersion and the sane integer as
paraneters

This approach is sinple to inplement. It is less efficient than an

i ncremental technique. Wen scaling dictates that an increnenta
techni que nust be used, it is expected that a suitable standard wll
be avail abl e.

An inplenentation issue that nust be noted is how to deal with updates
whilst a nulti-operation transfer is in progress. There are two
possi bl e approaches:

1. Refuse/block updates until the EDB is transferred. This may cause
probl ens where the rate of update and transfer is high, as this
may nmake update very difficult (for the nmanager).

2. Create a new version of the EDB, whilst retaining the old EDB to
complete the bulk transfer. A suitable retentions strategy woul d
be to hold an EDB version as |ong as the association on which it
is being pulled it remains active.

3. Allowthe update and fail subsequent transfer requests for the
EDB. This may cause both transfer failure and excessive waste of
bandwi dth due to retries if the rate of update and transfer is
hi gh.

If option 1. or 3. is chosen, for a widely replicated EDB where the
update rate is greater than a few changes per day, it is recomended
to configure the naster EDB in a DSA which only replicates to one
other DSA. This second DSA can then control its update rate, and
safely performa |l arge fanout of replications (option 3). The first
DSA wi Il have reasonable availability for nodifications (option 1).

This protocol will be used by DSAs to obtain copies of EDBs high in
the tree (typically root and national EDBs). DSAs which need these
copi es shoul d establish bilateral agreenments to access then?.

This protocol should only transfer user attributes. 1In particular

i npl enentation specific attributes such as those needed to support

2. QU PU defines sone attributes to register such agreenents, but
these are probably not appropriate for this specification
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private access control should not be transferred. There may be

bil ateral agreenents on access control policy of the information
(e.g., size limts on listing), which are inplenmented by (different)
system speci fic techni ques.

8 New Application Context

A DSA which follows these procedures will support a new
ApplicationContext ‘‘Internet DSP' ' defined in Appendix A This wll
be stored in the DSAs entry, so that support of the extensions defined
here can easily be deterni ned.

9 Policy on Replication Procedures

To be effective, a directory configuration nust be laid out. These
protocols will need to be used in the framework of a pilot, and
service providers making avail able data for replication.

There is a requirenment to manage the replication process. This can be
done by a conbination of local configuration (to register shadow ng
agreenents) and directory operations to set pointers to nmaster and

sl ave copi es of the data.

10 Use of the Directory by Applications

Care nmust be taken by users of the directory when replication is
available. This is not a change fromcurrent use of X 500, but is
noted here as it is inmportant. Normal read requests should allow use
of copy information. |If the user of the directory believes that

i nformati on may be out of date (e.g., because an association could not
be established), then the request should be repeated and use of copy
data prohibited by service controls.

11 Mgration and Scaling
The major scaling linmt of this approach is the non-increnental
update. This will put a linmt on the maxi mum DI T fanout which can be

supported. G ven an average entry size of around a thousand bytes,
and a maxi mum reasonabl e transfer size is tens of negabytes, then the
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fanout limt of this approach is of order 10 000. Note that smaller
organi sations will tend to be registered geographically (e.g., in the
US, by State), so that the linmt of the nunber of Organisations is
somewhat larger. It should be noted that although the replication

t echni que described here is general, it is only intended for high
levels of the DIT. These figures assune this.

These techni ques do not preclude use of other techniques for
replication. It would be quite reasonable to replicate data using
this approach, and that which will be defined in X 500(92).

Ref er ences

[HK91la] S.E. Hardcastle-Kille. Encoding network addresses to support
operation over non-osi |ower |layers. Request for Comments
RFC 1277, Departnent of Conputer Science, University College
London, Novenber 1991

[HK91b] S.E. Hardcastle-Kille. Replication requirenment to provide an
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12 Security Considerations

Security considerations are not discussed in this neno.
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A ASN. 1 Sunmary and Object ldentifier Allocation

There_are_a few object _identifiers _needed. These are_defined here.
InternetDSP TAGS :: =
BEG N

| MPORTS
APPLI CATI ON- SERVI CE- ELEMENT, PORT, APPLI CATI ON- CONTEXT,
aCSE, ABSTRACT OPERATI ON
FROM Renot e- Oper ati ons- Not ati on-extension {joint-iso-ccitt
renot e- operati ons(4) notation-extension(2)}

10
id-as-nrse, id-as-mase, id-as-ms
FROM MISAccessProtocol {joint-iso-ccitt mhs-notis(6)
protocol s(0) nodul es(0) object-identifiers(0)}

chai nedReadASE, chai nedSear chASE, chai nedModi f yASE
FROM Di rect orySystenProt ocol {joint-iso-ccitt ds(5)
nodul es(1) dsp(12)}

Di sti ngui shedName, Rel ativeDi stingui shedName, Attribute
FROM | nf or mati onFramework {joint-iso-ccitt ds(5) 20
nmodul es(1) | nformationFranework(1)}

ATTRI BUTE, OBJECT- CLASS
FROM I nf or mati onFramewor k {joint-iso-ccitt ds(5)
nmodul es(1) informationFranmework(1)};

internet-dsp OBJECT IDENTIFIER ::= {ccitt data(9) pss(2342) 30
ucl (19200300) internet-dsp(107)}

-- Genera

at OBJECT | DENTI FI ER : :
oc OBJECT | DENTI FI ER ::

{internet-dsp at(1)}
{internet-dsp oc(2)}

-- (bject Casses needed for association
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40
id-ac-idsp OBJECT IDENTIFIER ::= {internet-dsp ac-idsp(3))}
id-as-idsp OBJECT IDENTIFIER ::= {internet-dsp as-idsp(4))}

i d-ase-replication OBJECT IDENTIFIER ::= {internet-dsp ase-replication(5))}
-- Attribute Types

mast er-dsa MasterDSA ::= {at 1}

sl ave-dsa Sl aveDSA ::= {at 2}

subordi nat e-ref erence Subordi nat eReference ::= {at 3} 50
cross-reference CrossReference ::= {at 4}

nssr NonSpeci fi cSubordi nat eRef erence ::= {at 5}

-- (bject Casses

i nt ernet -ds-non-1 eaf -object Internet DSNonLeaf Cbject ::= {oc 1}

ext ernal - ds- obj ect External DSCbject ::= {oc 2}

-- Qperation and Error bindings 60
get EntryDat aBl ock Get EntryDat aBl ock ::= 10

eDBVer si onError EDBVersi onError ::= 10

-- Protocol Definitions

replicati onASE APPLI CATI ON- SERVI CE- ELEMENT
OPERATI ONS { get Ent r yDat aBl ock} 70
1= id-ase-replication

i nternet-dsp APPLI CATI ON- CONTEXT

APPL| CATI ON SERVI CE ELEMENTS { aCSE}

BI ND MSBi nd

UNBI ND MSUnbi nd

REMOTE OPERATI ONS {r CSE}

OPERATI ONS OF { chai nedReadADSm chai nedSear chASE
chai nedMbdi f yASE, replicati onASE }

ABSTRACT SYNTAXES { 80
i d-as- acse,
id-as-idsp }

::=id-ac-idsp
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90
I nt er net DSNonLeaf Cbj ect ::= OBJECT- CLASS
SUBCLASS OF top
MUST CONTAI N {mast er DSA}
MAY CONTAI N {sl aveDSA}

Ext er nal DSCbj ect ::= OBJECT- CLASS
SUBCLASS OF top
MAY CONTAI N { Subor di nat eRef erence, CrossReference,
NonSpeci f i cSubor di nat eRef er ence}
-- will contain exactly one of these referencesl00

Mast er DSA :: = ATTRI BUTE
W TH ATTRI BUTE- SYNTAX di st i ngui shedNaneSynt ax
SI NGLE VALUE

Sl aveDSA :: = ATTRI BUTE
W TH ATTRI BUTE- SYNTAX di st i ngui shedNaneSynt ax

Subor di nat eRef erence ::= ATTRI BUTE
W TH ATTRI BUTE- SYNTAX AccessPoi nt 110
S| NGLE VALUE

CrossReference ::= ATTRI BUTE
W TH ATTRI BUTE- SYNTAX AccessPoi nt
S| NGLE VALUE

NonSpeci fi cSubor di nat eRef erence ::= ATTRI BUTE
W TH ATTRI BUTE- SYNTAX AccessPoi nt

AccessPoint ::= SET { 120
ae-title [0] Nane,
address [2] PresentationAddress OPTI ONAL }

-- Sanme definition as X 500 AccessPoi nt,
-- but presentation address is optional

Get Ent r yDat aBl ock ABSTRACT- OPERATI ON
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ARGUMENT Get Ent r yDat aBl ockAr gunent
RESULT Cet EntryDat aBl ockResul t
ERRORS { naneError, Servi ceError, SecurityError, EDBVersi onError} 130

EDBVer si onErr or ABSTRACT- ERROR
PARAMETER ver si onHel d EDBVer si on

Get Ent ryDat aBl ockAr gunent ::= SET {
entry [0] D stingui shedNane,
CHO CE {
sendl f Mor eRecent Than [ 1] EDBVer si on,
get Ver si onNunber [2] NULL, 140
get EDB [ 3] NULL, -- force retrieval
continuation [4] SEQUENCE {
EDBVer si on,
next EntryPosi tion | NTEGER }

}1
maxEntries [5] | NTEGER OPTI ONAL
-- if omtted return whole EDB in
-- one operation

}
150
Get Ent ryDat aBl ockResul t :: = SEQUENCE {
versi onHel d [ 0] EDBVersi on,
[1] SEQUENCE OF Rel ativeEntry OPTI ONAL,
-- if omtted, only version is returned
next EntryPosti on | NTEGER OPTI ONAL
-- if omtted there are no nore entries
}
160
Rel ati veEntry ::= SEQUENCE {
Rel ati veDi st i ngui shedNane,
SET OF Attribute
}
EDBVer si on ::= UTCTi ne
END

Figure_3:__ Sunmary_of _the_ASN. 1
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