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Status of this Meno

This RFC provides information for the Internet comunity. It does not
specify an Internet standard. Distribution of this neno is unlimted.

Abstract

Thi s docunent proposes a set of technical services that each Internet
m d-1evel network can offer within the nmid-level network itself and
and to its peer networks. The term"mid-level" is used as a generic
termto represent all regional and sinmilar networks, which, due to
conti nuous evol utions and transitions, can no |onger be terned
"regional” [MAN]. It discusses the pros and cons of offering these
services, as well as areas in which nmid-1level networks can work

t oget her.

A large portion of the ideas stemfrom discussions at the | ETF
Qperational Statistics (OPstat), User Connectivity Problenms (UCP) and
Net wor k Joi nt Managenment (NJM wor ki ng groups.
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1

I ntroduction

Over the past few years, the Internet has grown to be a very large
entity and its dependability is critical to its users. Furthernore,
due to the size and nature of the network, the trend has been to
decentralize as many network functions (such as donmi n nanme-service
whois, etc.) as possible. Efforts are being made in resource

di scovery [SHHHI90] so that the work of researchers is not lost in the
volumes of data that is available on the Internet.

A side result of this growh has been the |ogical structure inposed
in the Internet of networks classified by function. Tangi bl e exanpl es
in the present state are the NSFnet national backbone, the md-

| evel /regi onal networ ks and canmpus networks. Each of these can be

vi ewed as hierarchies within an organi zation, each serving a slightly
different function than the other (canmpus LANs providi ng access to

| ocal resources, md-level networks providing access to renote
resources, etc.). The functions of each hierarchy then becone the
"services" offered to the organi zational layer belowit, who in turn
depend on these services.

Thi s docunent proposes a set of basic technical services that could
be offered by a md-level network. These services would not only

i ncrease the robustness of the nmid-level network itself, but would

al so serve to structure the distribution of resources and services
within the Internet. It also proposes a uniform naning convention for
| ocating the hosts offering these services.

The CGeneric Mde

The Internet nodel that is used as the basis for this docunent is a
graph of md-1evel networks connected to one another, each in turn
connecting the canpus/organi zati on networks and with the end users
attached to the campus networks. The nodel assunes that the mid-Ievel
networ ks constitute the highest |evel of functional division within
the Internet hierarchy described above (this could change in the
unforeseen future). Wth this nodel in perspective, this docunent
addresses the objectives of mnimzing unnecessary traffic within the
Internet as well as making the entire structure as robust as
possi bl e.

The proposed structure is a derived extension of organi zational LANs
where certain services are offered within the organi zati onal LAN
itself, such as nanmeservice, mail, shared files, single or

hi erarchi cal points of contact for problens, etc.

The following are the services that are di scussed as possible
functions of a md-Ilevel network:
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o Technical services

0 Experinental sites for testing and di ssenination of new
software and technology to end sites on the network

In addition, the follow ng services are nentioned briefly which are
di scussed in detail elsewhere [ SSWB1, M.91]:

0 Network Operation services and the interaction between
different md-level networks in this area

o Network Information services
3. Technical Services

The Internet has grown to be an essential entity because of the
services that it offers to its end users. The list of services is

| ong and growi ng, but sone services are nore w dely used and depl oyed
than others. This section attenpts to list and discuss those

techni cal services that could help a nmid-level network provide robust
and inproved services to its end sites.

3.1 Domai n Nane Service

According to the NSFnet traffic statistics collected for May 1991
about 7% of the packets on the NSFnet backbone were donai n naneserver
(DNS) packets. This is a significant amount of traffic, and since
nmost of the other network applications depend on this service, a
robust DNS service is critical to any Internet site.

Proper | ocation of secondary naneservers so that they are | ocated on
di f ferent physical networks can increase the reliability of this
service to a large extent [MOC87a, MOC87b]. However, the nature of
the service requires that the naneservers for the next highest |eve
be available in order to resolve nanmes outline-node side of one's
domain. Thus, for "foo.princeton.edu" to resolve "a.md.net", the
root naneservers which point to nmid.net’s naneservers have to be
reachabl e.

To nmake the service nore reliable, the md-Ievel network could have
at | east one nameserver that is able to resolve naneserver queries
for all domamins directly connected to it. Thus, in the event that the
entire md-level network becones isolated fromthe rest of the
Internet, applications can still resolve queries for sites directly
connected to the mid-1evel network. Wthout this functionality, there
is no way of resolving a name if the root (or higher |evel)
naneservers become unreachable, even if the query is for a site that
is directly connected and reachabl e.
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Strategies for inplenenting this architecture are discussed in
appendi x B.

To locate such a "neta-domain" server within a md-1evel network, it
is proposed that a nameserver entry for "neta-dns" exist within the
m d-| evel network’s donai n.

3.2 Public Domai n Software

File transfer traffic constituted 23% of the NSFnet backbone traffic
for May 1991. Public shareware is a very valuable resource within the
Internet and a consi derable anount of effort is being put into
devel opi ng applications to track all avail able resources in the
public archives [ SHHHIO].

It would be difficult, if not inpossible to create an up-to-date
repository for every public domain package avail abl e on the Internet,
simply because of the volune of software and the rate at which new
software is being devel oped every day. Some hosts have gai ned

popul arity as good public archives (such as uunet.uu.net, sunex-

ai m st anford. edu, wuarchive.wistl.edu) and new devel opers tend to
distribute the software to these sites as distribution points. The
econom cs of maintaining centralized archives is another deterrent to
centralization (the UUnet archives at uunet.uu.net take up roughly
1GB of disk storage).

Recently however, a nunber of nethods for resource discovery have
been devel oped and are available on the Internet ("ftp-list" file
conpi l ed by John Granose - odin@ilot.njin.net, Archie at
archie.cs.ntgill.ca and Prospero [NEU]).

It is desirable that the nmid-Ievel networks be able to provide up-
to-date pointers to the distribution hosts for available public
software archives. Coordinating the distribution of a static list is
difficult (though not inpossible) and the use of automated resource
di scovery nechani sns such as Archie and Prospero is recomended
Under ideal conditions, any software that is popular and significant
(e.g., X11, TeX, RFC s) could be archived and distributed within the
m d-1 evel network, but neasuring "popularity" and "significance" are
debatabl e and left for further evaluation. Furthernore, a nameserver
entry for host "swdist” within the domain can provide information on
the various available alternatives for software distribution and

di scovery (static file location, pointers to Archie servers, etc.) --
this nameserver entry can be an alias for a CNAME or a TXT entry.
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3.3 Network Tine

An inmportant feature of any conputer network providing distributed
services is the capability to synchronize the I ocal clocks on the
various systems in the network. Ideally, the clocks of all the

ref erence sources woul d be synchroni zed to national standards by wire
or radio. The inportance and i nmense popularity of this service nakes
Network Tinme a very useful potential service that can be provi ded by
a md-level network. No specific protocol for maintaining tinme is
proposed, and any avail able protocol that maintains tine with
reasonabl e accuracy coul d be used.

Network Tine Protocol (NTP) traffic constituted 1% of the NSFnet
traffic during May 1991. The traffic mi ght seeminsignificant, but
t here have been instances where a particular stratum 1 tinmeserver
(e.g., one of the stratum 1 servers at University of Del aware) has
reached a point of overload with too many different sites trying to
peer with it.

It is proposed that at |east one stratum1 and two stratum 2 servers
be located within a md-1evel network (the selection of three servers
is based on the NTP standards docunmentation [ML89]). Note that the
servers can be located at any of the directly connected sites in the
network as long as they are publicly accessible. Al sites connected
to the nmid-level network can then coordinate their systemtinmes wth
the servers within the nmid-level network itself. Besides increasing
the reliability of the tinmekeeping network, this approach would al so
limt the oad on each tineserver.

For locating the network time servers within a domai n, naneserver
entries for "tinmekeeper-x" (where x= 1,2,3..) can be made within the
domai n. The servers are nunbered in order of preference and accuracy.
Thus, "tinmekeeper-1.foo.net" would be the prinmary tinmekeeper and
"timekeeper-2.foo.net" would be additional (possibly secondary)

ti mekeepers within domain "foo.net". If such hosts are not avail able
within a domain, a TXT entry pointing to other recomended ti ne-
servers could be provided instead.

3.4 Network News

Net work News (or Usenet News) constituted 14% of the NSFnet traffic
in May 1991. Netnews is an expensive service, both in terns of disk
and CPU power, as well as network bandw dth consuned.

The present structure of Network News consists of several hub sites
which are distributed over the Internet. End sites get news feeds

fromother sites, and an article gets injected into the news stream
by sending it to the nearest "upstreant site, which then forwards it
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to its connected news sites, and so on. There is no preset normfor
finding a site willing to provide a news feed, and it usually ends up
being a site with whomthe site adninistrator happens to be

acquai nted. However, this could easily result in sone sites not being
able to get an econonical news feed fromw thin the md-I|evel network
and actually having to derive the feed froma site |ocated on anot her
nm d-1 evel network.

A md-level network could alleviate such occurrences by being able to
provide a newsfeed to any or all of its directly connected end sites.
Though an expensi ve resource, sone of the costs can be noderated by
acting as a transit news feeder so that the news needn’'t be stored
for a long tine on disk. The software for providing the news feed is
not specific and depends entirely on the newsfeed provider

3.5 Mailing Lists

Internet mailing lists are another popul ar source of information in
parallel to Network News. However, like public software, there is no
central repository of all the possible nailing lists available on the
Internet, and it would require considerable effort to conmpile one (at
the tine of witing this docunent, a fairly conprehensive list is
avail abl e on the Internet and nentioned in appendi x A

At this tinme, there is no clear strategy for distributing or

mai ntaining mailing lists. However, it can be very expensive for a
site to distribute mail to all individual end users directly, and if
a clear strategy for maintaining a list of mailing-lists can be
devised, then mail exploders can be set up at the md-Ievel networks,
each of which forwards the mail to exploders at the end sites. This
mechani sm woul d reduce the | oad on the originating systems, and
provides a clean path for tracking down nailer problens. Also, in
order to prevent bounced nail from propagating back to the origi nator
of the nmessage, the mailing lists should be set up in a way so that
bounced mail goes to the the "owner"” of the Iist and not to the
originator of the mail nessage.

Alist of major mailing lists for the services discussed in this
docunment are listed in appendix A

4. Experinmental Testbeds

Due to the working relationships that they have with their end sites
and peer networks, the nmid-level networks are very good nedia for

di stribution of new ideas and technol ogy. Exanples of this function
are the Wiite Pages pilot project [RS90] established by NYSERnet, the
NSAP routing schema for OSI transitioning [CGC91], etc.
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The m d-1evel networks could establish cooperative experinental
testbeds for testing and depl oyment of new technologies sinmlar to
the ones nentioned above. Besides depl oynent and testing of new
technol ogy, this could also serve to provide a "hel p" service to the
end-sites and to get themstarted with the new software.

The exact interaction between the md-level networks in this area is
not very clear. It is conplicated by conpetition for nenbers between
the md-level networks and needs to be discussed further

5. Network Information Services

There are a variety of new and useful user services available on the
Internet that are difficult to docunent and provide a conprehensive
list of. Sonme attenpt has been nade at docunenting such resources
[NNS] and a mid-1evel network can be the initial point of contact for
di stribution of such information on a wide basis. The information can
be dissem nated in a nore controlled and conpl ete nmanner using this
hi erarchi cal approach if each md-|1evel network maintains up-to-date
informati on about its directly connected sites. Network Information
services (NIC) also nmake the network easier and nore attractive to
end users. Exanples of these services are:

0 provide information resources
- security advisory nessages
- list of library catal ogs [ G.91]
- geographical infornmation servers
- password generators
0 resolve end user problens (user support)
These services are NNC related and di scussed in detail el sewhere
[ SSMB1]. For accessibility information, an entry for "nic" could
exist in the DNS for the domain (this could be a TXT entry listing
emai | or phone number information for users or other NIC s).
6. Network Operations
The Network Operation Center’s (NOC s) at the nid-Ilevel networks need
to cooperate with each other to resolve network problems. |In the
event of a network problem between two nid-1evel networks or if an
end-site has trouble getting to any host, the nid-1evel network NOCs

can serve to be the initial point of contact. The procedures for
i nteracti on anong NOCs and the formats for exchange of trouble-
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tickets between the NOCs are described el sewhere [JOH91, M.91].

It is inmportant for cooperating NOCs to have contact information for
their directly connected canpus/organi zati onal sites and al so about
their peer md-level networks. A distributed nechani smfor

mai nt ai ni ng contact information could be inplenented by using a
naneserver TXT entry for "noc" or by maintaining "finger" information
for user "noc@lomain" or "noc@oc. dormain". A NOC "phonebook" listing
the contact information for the various NOCs can be used as a static
non-di stri buted mechanism (it is understood that the phonebook can
contain outdated information, but the distributed nmechani sms can
provi de correct and updated NOC i nfornmati on provided that the hosts
are reachable at the desired tine). |If it is undesirable to publish
t he phone nunmber or enmil address of the NOC for any reason, an entry
sayi ng "unpublished" (or words to that effect) could exist in the
naneserver or "finger" entry instead.
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endix A - Miiling Lists

The following is a list of popular mailing lists for the services
listed in this docunment. To subscribe to a particular mailing |ist,
send a request to "mailing-list-request” (do not send a request to
the entire mailing list).

ietf@si.edu: The general mailing list for the Internet

Engi neering Task Force. This group is concerned with the evolution
and devel opment of Internet related protocols and standards. dd
mail is archived at "venera.isi.edu" in directory ftp/irg/ietf.

ntp@rantor.und. edu: For discussions on the Network Tine
Prot ocol (NTP)

nanedr oppers@i c.ddn.mi|: Miiling list for discussions on DNS
topics. Add mail is archived at "nic.ddn. m|".

At the time of witing this docunent, a list of nailing lists on the
Internet is available via anonynmous FTP from host "ftp.nisc.sri.conf
inthe file "netinfo/interest-groups"”

endix B - DNS Architecture Strategy

This section discusses practical strategies for inplenenting a
naneserver architecture within a md-level network, so that it can
resol ve nameserver queries for all domains directly attached to it.

In order to resolve queries for all directly connected networks, a
host that is authoritative for all directly attached donmmins will
need to exist within the md-1evel network. Nanmeservers at the end
sites would then treat this "group-of-donmai ns" nanmeserver as a
forwardi ng server to resolve all non-local queries.

This can be done by adding a line to the naned. boot file on the end
site nanmeservers such as:

forwarders 128.121.50.7 128.32.0.4

Thi s method has the added advantage that the forwardi ng server builds
up a very rich cache of data [BOG and acts |ike a nmetacache that all
hosts can benefit from Note that the forwardi ng server is queried
only if the end-site server cannot service a query locally -- hence
the "neta-domain" server is not overloaded with queries for al
nameserver | ookups.
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