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1. I nt roduction

Thi s docunent describes a flow controlled, atonmic nulticasting
transport protocol (MIP). The purpose of this docunment is to present
sufficient information to inplenment the protocol

The MIP design has been influenced by the | arge body of the
networ ki ng and distributed systens literature and technol ogy that has
been introduced during the |ast decade and a half. Representative
sources include [Xer81], [BSTMr9] and [Pos81] for transport design
and [Bog83] and [Dl X82] for general concepts of broadcast and

mul ticast. [CLZ87] influenced MIP' s retransni ssion nechani sms, and

[ Fre84] influenced the transport timngs. MIP over |P uses nechanisns
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described in [Dee89]. MIP' s ordering and agreenent protocols were
i nfluenced by work done in [CMB7], [JB89] and [Cri88]. Finally, a
description of MIP's philosophy and its notivation can be found in
[ AFMD1] .

2. Pr ot ocol description

MIP is a transport in that it is a client of the network |ayer (as
defined by the OSI networking nodel) [1]. MIP provides reliable
delivery of client data between one or nore conmuni cating processes,
as well as a predefined principal process. The collection of
processes is called a web.

In addition to transporting data reliably and efficiently, MIP

provi des the synchroni zati on necessary for web nenbers to agree on
the order of receipt of all nmessages and can agree on the delivery of
the message even in the face of partitions. This ordering and
agreenent protocol uses serialized tokens granted by the master to
producers.

The processes nmay have any one of three levels of capability. One
menber nust be the master. The master instantiates and controls the
behavi or of the web, including its nmenbership and perfornmance. Non
mast er nenbers nay be either producer/consuners or pure CONSUNers.
The forner class of nenber is pernmitted to transnit user data to the
entire nmenbership (and expected to logically hear itself), while the
latter is prohibited fromtransnitting user data.

MIP is a negative acknow edgenent protocol, exploiting the highly
reliable delivery of the |local area and w de area network
technol ogi es of today. Successful delivery of data is accepted by
consumi ng stations silently rather than having the successfu
delivery noted to the producing process, thus reducing the anmount of
reverse traffic required to maintain synchronization

2.1 Definition of terns

The following terns are used throughout this docunent. They are
defined here to elininate anbiguity.

consurner A consuner is a transport that is capable only of
receiving user data. It nmay transmt control packets,
such as negative acknow edgenents, but nmay never transnit
any requests for the transnmit token or any form of data
or enpty nessages

hear t beat A heartbeat is an interval of tine, nomnally measured in
mlliseconds. It is a key paraneter in the transport’s
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state and can be adapted to the requirenents of the
transport’s client to provide the desired quality of
servi ce.

The master is the principal menber of the web. The master
capability is a superset of a producer nenber. The
master is nainly responsible for giving out transnit
tokens to nmenmbers who wish to send data, and overseeing
the web’' s nmenbershi p and operational paraneters.

A web nenber is any process that has been permitted to
join the web (by the master) as well as the naster
itself.

Every menber is classified as to its intentions for
joining the web. Menbership classes are defined to be
consumer, producer and master. Each successive class is a
formal superset of the previous.

An MIP nmessage is a concatenation of the user data
portions of a series of data packets with the |ast packet
in the series carrying an end of nessage indication. A
message may contain any nunber of bytes of user data,

i ncludi ng zero.

The network service access point. This is the network
address, or the node address of the machi ne, where a
service is avail abl e.

Producer is a class of nenbership that is a fornal
superset of a consuner. A producer is pernitted (and
expected) to transnmit client data as well as consune data
transmitted by other producers.

Retention is one of the three fundanental paraneters that
make up the transport’s state (along with heartbeat and
wi ndow). Retention is a nunber of heartbeats, and though
applied in several different circunstances, is primarily
used as the nunber of heartbeats a producing client nust
mai ntain buffered data should it need to be
retransmtted

In order to transnit, a producer nust first be in
possesi on of a token. Tokens are granted only by the
mast er and include the nessage sequence nunber
Consequently, they are fundanmental in the operation of
the ordering and agreenent protocol used by MIP
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The transport service access point. This is the address
that uniquely defines particular instantiation of a
service. TSAPs are forned by logically concatenating the
node’s NSAP with a transport identifier (and perhaps a
packet / protocol type).

User data is the client information carried in MIP data
packets and treated as uninterpreted octets by the
transport. The end of message and subchannel indicators
are also be treated as user data.

A coll ection of processes collaborating on the solution
of a single problem

The wi ndow is one of the fundanental elenments of the
transport’s state that can be controlled to affect the
quality of service being provided to the client. It
represents the nunber of user data carrying packets that
may be nulticast into the web during a heartbeat by a

si ngl e nmenber.
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2.2 Packet format

An MIP packet consists of a transport protocol header followed by a
vari abl e amount of data. The protocol header, shown in Figure 1, is
part of every packet. The renai nder of the packet is either user data
(packet type = data) or additional transport specific information

The fields in the header are statically defined as n-bit w de
quantities. There are no undefined fields or fields that may at any
ti me have undefined values. Reserved fields, if they exist, nust

al ways have a val ue of zero

| protocol | packet | type | client
| wversion | type | nodi fier | channel

---------------------------------------------------------- transport
| | header
| nmessage acceptance criteria
__________________________________________________________ |
| | |
| heart beat | |
__________________________________________________________ |
| | | |
| w ndow | retention |
|
|
|
(data content and format
dependent on packet type dat a

| |
| |
| |
| |
| and nodifier) | fields
| |
| |
| |
| |

Figure 1. MIP packet fornat
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2.2.1. Protocol version

The first 8 bits of the packet are the protocol version nunber. This
docunent describes version 1 of the Miulticast Transport Protocol and
thus the version field has a value of 0x01

2.2.2. Packet type and nodifier

The second byte of the header is the packet type and the follow ng
byte contains the packet type nodifier. Typical control message
exchanges are in a request/response pair. The nodifier field
sinmplifies the construction of responses by pernitting reuse of the
i ncom ng message with mininal nodification. The follow ng table gives
t he packet type field values along with their nodifiers. The

nmodi fiers are valid only in the context of the type. In the prose of
the definitions and later in the docunent, the syntax for referring
to one of the entries described in the following table will be
type[nodifier]. For exanple, a reference to data[eow] would be a
packet of type data with an end of w ndow nodifier.

type nmodi fi er description

dat a(0) dat a(0) The packet is one that contains user
information. Only the process possessing a
transmit token is permtted to send data
unl ess specifically requested to retransnit
previously transnitted data. Al packets of
type data are nulticast to the entire web.

eowm 1) A data packet with the eow (end of w ndow)
nodi fier set indicates that the transnitter
intends to send no nore packets in this
heart beat either because it has sent as many
as permtted given the wi ndow paraneter or
simply has no nore data to send during the
current heartbeat. This is not client
i nformati on but rather a hint to be used by
transport providers to synchronize the
conmput ati on and transmi ssion of naks.

eom 2) Dat a[ eoml marks the end of the nessage to the
consuners, and the surrendering of the
transmt token to the master. And like a
dat a[ eow] a data[eon] packet inplies the end
of wi ndow.

nak(1) request (0) A nak[request] packet is a consuner
requesting a retransm ssion of one or nore
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deny(1)

dal ly(0)

cancel (1)

hi ber nat e( 2)

request (0)

confirn(1l)

deny(2)

request (0)

data packets. The data field contains an
ordered list of packet sequence nunbers that
are being requested. Naks of any formare

al ways uni cast.

A nak[ deny] nessage indicates that the
producer source of the nak[deny]) cannot
retransmt one or nore of the packets
requested. The process receiving the
nak[ deny] nust report the failure to its
client.

An empty[dally] packet is nulticast to
mai nt ai n synchroni zati on when no client data
is avail able.

If a producer finds itself in possession of a
transmt token and has no data to send, it
may cancel the token[request] by nulticasting
an enpty[cancel] nessage

If the master possesses all of the web's
transmit tokens and all outstandi ng nessages
have been accepted or rejected, the naster
may transmit enpty[ hi bernate] packets at a
rate significantly slower than indicated by
the web’ s val ue of heartbeat.

A join[request] packet is sent by a process
wi shing to join a web to the web’s unknown
TSAP (see section 2.2.5).

The join[confirn] packet is the naster’s
confirmation of the destination's request to
join the web. It will be unicast by the
master (and only the master) to the station
that sent the join[request].

A join[deny] packet indicates permission to
join the web was denied. It may only be
transmitted by the naster and will be unicast
to the nenber that sent the join[request].

A quit[request] may be unicast to the naster
by any nenber of the web at any tine to
i ndi cate the sendi ng process w shes to
wi thdraw fromthe web. Any menber nmay uni cast
a quit to another nenber requesting that the
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destination nenber quit the web due to

i ntol erabl e behavior. The nmaster nmay

mul ticast a quit[request] requiring that the
entire web disband. The request will be

mul ticast at regular heartbeat intervals
until there are no responses to retention
requests.

confirn(1l) The quit[confirn] packet is the indication
that a quit[request] has been observed and
appropriate local action has been taken
Quit[confirm are always unicast.

t oken(5) request (0) A token[request] is a produci ng nenber
requesting a transnit token fromthe naster
Such packets are unicast to the master.

confirm(1) The token[confirn] packet is sent by the
master to assign the transnmt token to a
menber that has requested it. token[confirni
will be unicast to the nmenber being granted
t he t oken.

i sMenber (6) request(0) An isMenber[request] is soliciting
verification that the target nenber is a
recogni zed nenber of the web. Al forms of
the i sMenber packet are unicast to a specific
menber .

confirm(1) | sMenber[confirnm packets are positive
responses to i shMenber[requests].

deny(2) If the menber receiving the i sMenber[request]
cannot confirmthe target’s nmenbership in the
web, it responds with a isMenber[deny].

2.2.3. Subchanne
The fourth byte of the transport header contains the client’'s
subchannel value. The default value of the subchannel field is zero.
Semantics of the subchannel value are defined by the transport client
and therefore are only applicable to packets of type data. Al other
packet types nmust have a subchannel val ue of zero

2.2.4. Source connection identifier

The source connection identifier field is a 32 bit field containing a
transmitting system uni que val ue assigned at the tinme the transport
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is created. The field is used in identifying the particular transport
instantiation and is a conponent of the TSAP. Every packet
transmitted by the transport nust have this field set.

2.2.5. Destinati on connection identifier

The destination connection identifier is the 32 bit identifier of the
target transport. Fromthe point of view of a process sending a
packet, there are three types of destination connection identifiers.
First, there is the unknown connection identifier (0x00000000). The
unknown value is used only as the destination connection identifier
in the join[request] packet.

Second, there is the multicast connection identifier gleaned fromthe
join[confirm message sent by the master. The nulticast connection
identifier is used in conjunction with the multicast NSAP to formthe
destination TSAP of all packets multicast to the entire web [2].

The | ast class of connection identifier is a unicast identifier and
is used to formthe destination TSAP when uni casting packets to

i ndi vi dual nenbers. Every nenber of the web has associated with it a
uni cast connection identifier that is used to formits own unicast
TSAP.

2.2.6. Message acceptance

MIP ensures that all processes agree on which nessages are accepted
and in what order they are accepted. The master controls this aspect
of the protocol by controlling allocation of transmt tokens and
setting the status of nessages. Once a token for a nessage has been
assigned (see section 3.2.1) the naster sets the status of that
nmessage according to the follow ng rules [ AFMI1]:

If the master has seen the entire nessage (i.e., has seen the
data[eon] and all intervening data packets), the status is accepted.

If the master has not seen the entire nessage but believes the
message sender is still operational and connected to the naster (as
determined by the naster), the status is pending.

If the master has not seen the entire nessage and believes the
sender to have failed or partitioned away, the status is rejected.

Message status is carried in the nessage acceptance record (see
Figure 2) of every packet, and processes learn the status of earlier
nmessages by processing this information.

The acceptance criteriais a nultiple part record that carries the
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rul es of agreenent to deternine the nessage acceptance. The nost
significant 8 bits is a flag that, if not zero, indicates
synchroni zation is required. The field may vary on a per nessage
basis as directed by producing transport’s client. The default is
that no synchronization is required.

The second part of the record is a 12 el enent vector that represents
the status of the last 12 nmessages transnitted into the web.

0 7 8 15 16 23 24 31
| | _ _ |
| synchro | tri-state bitmask[12] |
| nmessage | packet sequence |
| sequence numnber | nunber

Fi gure 2. Message acceptance record

Each el enent of the array is two bits in length and nmay have one of
three val ues: accepted(0), pending(l) or rejected(2). Initially, the
bit mask is set to all zeros. \When the token for nessage mis
transmitted, the first (left-nost) elenent of the vector represents
the the state of message m- 1, the second el enent of the vector is
the status of nessage m- 2, and so forth. Therefore the status of
the last 12 nmessages are visible, the status of ol der nessages are
lost, logically by shifting the elenments out of the vector. Only the
master is permtted to set the status of nessages. The master is not
pernmitted to shift a status of pending beyond the end of the vector
If that situation arises, the nmaster nust instead not confirmany
token[request] until the ol dest nessage can be marked as either
rejected or accepted.

Message sequence nunbers are 16 bit unsigned values. The field is
initialized to zero by the master when the transport is initialized,
and increnented by one after each token is granted. Only the naster
is permitted to change the value of the nessage sequence nunber. Once
granted, that nessage sequence nunber is consuned and the state of

t he message must eventual ly becone either accepted or rejected. No
transmit tokens may be granted if the assignnent of a message
sequence nunber that woul d cause a val ue of pending to be shifted
beyond the end of the status vector

Packet sequence nunbers are unsigned 16 bit nunbers assigned by the
produci ng process on a per nmessage basis. Packet sequence nunbers

start at a value of zero for each new nessage and are increnented by
one (consuned) for each data packet making up the nmessage. Consuners

Arnmstrong, Freier & Marzullo [ Page 11]



RFC 1301 Mul ti cast Transport Protocol February 1992

2. 2.

2. 2.

2. 2.

2.3

2.3.

detecting mi ssing packet sequence nunbers nmust send a nak[request] to
the appropriate producer to recover the missed data.

Control packets always contain the nessage acceptance criteria with a
synchroni zation flag set to zero (0x00), the highest nessage sequence
nunber observed and a packet sequence nunber one greater than
previously observed. Control packets do not consune any sequence
nunbers. Since control nessages are not reliably delivered, the
acceptance criteria should only be checked to see if they fall within
the proper range of message nunbers, relative to the current nessage
nunber of the receiving station. The range of acceptabl e sequence
nunmbers should be m11 to m 13, inclusive, where mis the current
message nunber.

7. Heartbeat

Heartbeat is an unsigned 32 bit field that has the units of

m | liseconds. The value of heartbeat is shared by all nenbers of the
web. By definition at | east one packet (either data, enpty or quit
fromthe master) will be nulticast into the web within every

heart beat peri od.

8. W ndow

The al l ocation wi ndow (or sinply window) is a 16 bit unsigned field
that indicates the nmaxi mum nunber of data packets that can be

mul ticasted by a nenber in a single heartbeat. It is the sumof the
retransmtted and new data packets.

9. Retention

The retention field is a 16 bit unsigned value that is the nunber of
heartbeats for which a producer nust retain transnitted client data
and state for the purpose of retransm ssion.

Transport addresses

Associated with each transport are logically three transport service
access points (TSAP), logically forned by the concatenation of a
networ k service access point (NSAP) and a transport connection
identifier. These TSAPs are the unknown TSAP, the web’s nulticast
TSAP and each indivi dual nenber’s TSAP

1. Unknown transport address
Stations that are just joining nmust use the multicast NSAP associ at ed

with the transport, but are not yet aware of either the web' s
nmul ticast TSAP the naster process’ TSAP. Therefore, joining stations
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fabricate a tenporary TSAP (referred to as a unknown TSAP) by using a
connection identifier reserved to nmean unknown (0x00000000). The
join[confirm nmessage will be sourced fromthe master’s TSAP and wil |l
i nclude the nulticast transport connection identifier in the data
field. Those values nmust be extracted fromthe join[confirn] and
renenbered by the joining process.

2.3.2. Web’s nulticast address

The multicast TSAP is formed by logically concatenating the nulticast
NSAP associated with the transport creation and the transport
connection identifier returned in the data field of the join[confirni
packet. If nore than one network is involved in the web, then the

mul ticast transport address becones a list, one for each network
represented. This list is supplied in the data field of

token[ confirm packets.

The nmulticast TSAP is used as the target for all nessages that are
destined to the entire web, such as data and enpty. The naster’s
deci sion to abandon the transport (quit) is also sent to the

mul ticast transport address.

2.3.3. Menber addresses

The menber TSAP is fornmed by using the process’ unicast NSAP
concatenated with a locally generated uni que connection identifier
That TSAP nust be the source of every packet transmitted by the
process, regardless of its destination, for the lifetine of the
transport.

Packets unicast to specific menbers nust contain the appropriate
TSAP. For producers and consuners this is not difficult. The only
TSAPs of interest are the master and the station(s) currently
transmitting data.

3. Pr ot ocol behavi or

This section defines the expectations of the protocol inplenentation
These expectations shoul d not be considered guidelines or hints, but
rat her part the protocol

3.1 Establ i shing a transport

Bef ore any rendezvous can be affected, a process nust first acquire
an NSAP that will be the service access point for the instantiation
[3]. The process that first establishes at that NSAP is referred to
as the master of the web. The decision as to what process acts as the
master nust be nade a priori in order to guarantee unanbi guous
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creation in the face of network partitions. The process should nake a
robust effort to verify that the NSAP being used is not already in
service. It may do so by repeatedly sending join[requests] to the
web’ s unknown TSAP. |If there is no response to repeated transm ssions
the process may be relatively confident that the NSAP is not in use
and proceed with the creation of the web. If not, the creation nust
be aborted and the situation reported to its client.

3.1.1. Join request

Addi tional nenbers may join the web at any tine after the
establ i shnent of the nmaster by the joining process sending a
join[request] to the unknown TSAP. The joining process should have

al ready assigned a unique connection identifier to its transport
instantiation that will be used in the source TSAP of the
join[request]. The join[request] nust contain zeros in all of the
acceptance fields. The heartbeat, w ndow and retention paraneters are
filled in as requested by the transport provider’'s client. The data
of the nmessage nmust contain the type, class and quality of service
paraneters that the client has requested.

field cl ass definition

menber shi p cl ass mast er (0) There can be only a single web
master, and that nenber has al
privileges of a producer class nenber
pl us those acquitted only to the
nast er.

producer (1) A process that has producer class
menbership wi shes to transnit data
into the web as well as consune.

consumer (2) A consunmer process is a read only
process. It will send naks in order
to reliably receive data but wll
never ask for or be pernitted to take
possession of a transmit token

transport cl ass reliable(0) Specifies a reliable transport, i.e.,
one that will generate and process
naks. The inplication is that the
data will be reliably delivered or
the failure will be detected and
reported to the client.

unreliabl e(1) The transport supports best
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effort delivery. Such a transport nmay
still fail if the error rates are too
hi gh, but tolerable | oss or
corruption of data will be pernitted

[4].

transport type NxN( 0) The transport will accept multiple
processes with producing capability.

IxN(1) A 1xN transport pernits only a single
producer whose identity was
established a priori.

The client’s desire for mnimum throughput (expressed in kil obytes
per second) is the lowest value that will be accepted. That

t hroughput is cal cul ated using the heartbeat and w ndow paraneters of
the transport, and the maxi nrum data unit size, not by neasuring
actual traffic. Any nenber that suggests a conbination of those
paraneters that result in an unacceptabl e throughput will be ignored
or asked to wi thdraw from the web.

A joining client may al so suggest a maxi num data unit size. This
field is expressed as a nunber of bytes that can be included in a
dat a packet as client data.

If no response is received in a single heartbeat, the join[request]
shoul d be retransnitted using the same source TSAP so the nmaster can
detect the difference between a new process and a retransm ssion of a
join[request].
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3.1.2. Join confirmdeny

Only the master of the web will respond to join[request]. The
response may either pernmit the entry of the new process or deny it.
The request to join may be deni ed because the new nenber is

speci fying service paraneters that are in conflict with those
established by the master. |If the join is confirnmed the
join[confirm wll be unicast by the master with a data field that
contains the web’s current operating paraneters. |If those paraneters
are unacceptable to the joining process it nay decide to w thdraw
fromthe web. O herwi se the paraneters nust be accepted as the
current operating val ues.

| protocol | packet | type | client
| wversion | type | nmodi fier | channel

---------------------------------------------------------- transport
| | header
| nmessage acceptance criteria
.......................................................... |
| | |
| hear t beat | |
__________________________________________________________ |
| | _ | |
| wi ndow | retention |
| menber | transport | transport | |
| class | cl ass | type | reserved |
| m ni mum | maxi mum dat a | dat a
| t hr oughput | unit size |
.......................................................... |
| mul ti cast connection |
| identifier |
Figure 3. join packet
The join[confirm wll also contain the nulticast connection

identifier. This nust be used to formthe TSAP that will be the
destination for all nulticast nessages for the transport. The source
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of the join[confirn] nessage will be the nmaster’s TSAP and nust be
recorded by the nmenber for |ater use

The master nust be in possession of all the transnmit tokens when it
sends a join[confirn. Requiring the master to have the transmt
tokens insures that the joining nenber will enter the web and observe
only conplete nessages. It also pernmits a notification of the
master’s client of the join so that application state may be
automatically sent to the newy joining nenber. The newly joined
menber may be on a network not previously represented in the web’s
menber ship, thus requiring a new nulticast TSAP be added to the
existing list. The entire list will be conveyed in the data field of
al |l subsequent token[confirn] nessages (described later).

3.2 Mai nt ai ni ng data consi stency

The transport is responsible for maintaining the consistency of the
data submitted for delivery by producing clients. The actual client
data, while representing the bulk of the infornmation that flows

t hrough the web, is acconpanied by significant anmounts of protoco
state information. In addition to the state information piggybacked
with the client data, there is a mni num anount of protocol packets
that are purely for use by the transport, invisible to the transport
client.

3.2.1. Transmt tokens

Bef ore any process may transmt client data or state it nust first
possess a transmt token. It may acquire the token by transmitting a
token[request] to the naster. Requests should be unicast to the
master’s TSAP and should be retransmitted at intervals approxinately
equal to the heartbeat. Since it is the central source for a transmt
token, the naster may apply sone fairness algorithns to the passing
of permission to transmt. At a mnimmthe requests should be queued
inafirst in, first out order. Duplicate requests froma single
menber shoul d be ignored, keeping instead the first unhonored
request. \When appropriate, the naster will send a nmenber with a
request pending a token[confirm. The data field of the response
contains all the nulticast TSAPs that are represented in the current
web at that point in tine.

If the master detects no data or hearthbeat nessages being transnitted
into the web it will assune the token is |ost, presunably because the
menber hol ding the token has failed or has beconme partitioned away
fromthe master. In such cases, the nmaster nmay attenpt to confirmthe
state of the process (perhaps by sending isMenber[request]). If the
menber does not respond it is renoved fromthe active nenbers of the
web, the nessage is marked as rejected, the token is assuned by the
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mast er .

Figure 4 shows a timing diagramof a token pass. Increasing tinme is
towards the bottomof the figure. In this figure, process A has a
token, and process B requests a token when there are no free tokens.

A mast er B

"A" nulticasts data "B" requests

| |
[\ | | transnit token
| \ | /1
[V I
I W I
"A" nmulticasts data | \ | | "B" retransnits
w eom set [\ \| / | token request
| \ \V /|
[\ N
| \ v
| Vo
| \[/ |
| \V |
| |\ |
| | V |
| [\ | Mast er assigns
| | \ | token to "B"
| | v
| | \
| | \
| | Y
| | |
| | /| "B" nulticasts
| | / | data
| | I
| | 7
| | / |
| |/ |
| / |
| /] |
| V| |
| | |
Figure 4. Acquiring the token
Token packets, like other control packets, do not consune sequence

nunmbers. Hence, the master nust be able to use another nechanismto
determi ne whether nultiple token[request] froma single nenber are
actually requests for a separate token, or are a retransm ssion of a
token[request]. To carry out this obligation, the master and the
menbers nust have an inplicit understandi ng of each other’s state.
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| protocol | packet | type | client
| version | type | nmodi fier | channel

---------------------------------------------------------- transport
| | header
| nmessage acceptance criteria
__________________________________________________________ |
| | |
| heart beat | |
__________________________________________________________ |
| | _ | |
| wi ndow | retention |

|

|

TSAPs of all networks

| |

| |

| represented in the web | dat a
| menber shi p

| |

| |

Fi gure 5. token packet
Assume that the token, as viewed by the naster, has three states:

idle The token is not currently assigned. Specifically the
message nunber that it defines is not represented in the
current message acceptance vector

pendi ng The token has been assigned by the naster via a
token[confirm packet, but the master has not yet seen
any data packets to indicate that the fromthe producing
nmenber received the notification.

busy The token has been assigned and the naster has seen data
packets carrying the assigned nessage nunber. The nessage
conpri sed by those packets is still represented in the
nessage acceptance vector

Furthernore, a token that is not idle also has associated with its
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state the TSAP of the process that owns (or owned) the token

Based on this state, the master will respond to any process that has
a token in pending state with a reassignnent of that token. This is
based on the assunption that the original token[confirn] was not
recei ved by the requesting process. The only other possibility is
that the process did receive the token and transmtted data packets
using that token, but the nmaster did not see them But data nessages
are by design nulti-packet nessages, padded with enpty packets if
necessary. The possibility of the master missing all of the packets
of a message is considered | ess than the possibility of the
requesting process nissing a single token[confirn packet.

The process requesting tokens nust consider the actions of the naster
and what pronpted them In nost cases the assunptions nmade by the
master will be correct. However, there are two anbi guous situations.
There is the situation that the naster is nost directly addressing,
not knowi ng whet her the requesting process has failed to observe the
token[confirn] or the nmaster has failed to see data packets
transmitted by the producing process. There is also the possibility
that the requesting process timed out too quickly and the

retransm ssion of the token[request] passed the token[confirn] in the
night. In any case the producing process may find itself in
possession of a token for which it has no need. These can be

di smi ssed by sending an enpty[cancel] packet.

Anot her possibility is that the requesting process has actually nmade
use of the assigned token and is requesting another token. Unless the
mast er has observed data using the token, the master will still

consi der the token pending. Therefore, a process that receives a
duplicate token[confirn] should interpret it as a nak and retransnit
any data packets previously sent using the token’s nessage sequence
numrber .

3.2.2. Data transm ssi on

Data is provided by the transport client in the form of uninterpreted
bytes. The bytes are encapsul ated in packets inmmediately foll ow ng
the protocol’s fixed overhead fields. The packet may have any number
of data bytes between zero and the maxi mum nunber of bytes of a

net wor k protocol packet mnus the network overhead and the fixed
transport overhead. Every packet that consunmes a sequence nunber
nmust contain either client data or client state transitions such as
the end of nessage indicator or a subchannel transition

Packets are transmitted in bursts of packets called wi ndows. The

prot ocol guarantees that no nore than the current val ue of w ndow
data packets will be transmtted by a single process during a
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heartbeat. Every packet transmitted al ways contains the | atest

heart beat, w ndow and retention information. If full packets are
unavail able [5], enpty[dally] messages should be transmtted instead.
The only packets that will be transmtted containing | ess than

maxi mum capacity will be data[eom or those containing client
subchannel transitions.

Ar st rong,
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Packets n..n+w 1 are rel eased,
token i s surrendered.

| |
| |\ |
| | \ |
[\ A\ |
hear t beat | Vv
[V VA
| | '\ V| data(n)
| |\ V]
----- | \ V| data(n+l)
[\ V]
| \ V| data(n+w 1) w eow
[V V]
| V]
[\ V]
| '\ V] data(n+w)
[\ V]
————— | \ V| data(n+wtl)
[\ V]
| \ V| data(n+2w 1) w eow
w = wi ndow = 3 | \ |
r =retention = 2 | '
| \
| V| enpty(n+2w)
| |
----- | |
|\ |
|\ |
|\ |
| \
| \
| V| data(n+2w) w eom
| |
| |
| |
| |
| |
| |
| |
| |
| |
| |

Packets n+w..n+2w 1 are rel eased.

Figure 6. Normal data transm ssion
Figure 6 shows a timng diagramof a process transnmitting into a web

(without any conplicating naks). Increasing tine is towards the
bottom of the figure. The transnitting process is obligated to
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retransmt requested packets for at |east retention heartbeat
intervals after their first transm ssion

| protocol | packet | type | client
| version | type | nodi fier | channel

---------------------------------------------------------- transport
| | header
| nmessage acceptance criteria |
__________________________________________________________ |
| | |
| heart beat | |
__________________________________________________________ |
| | _ | |
| wi ndow | retention |

_ |

uni nterpreted data

Fi gure 7. data packet
3.2.3. Enpty packets

An enmpty packet is a control packet multicast into the web at regul ar
intervals by a producer possessing a transnit token when no client
data is available. Enpty packets are sent to nmaintain synchronization
and to advertise the maxi mum sequence nunber of the producer. It

provi des the opportunity for consuming processes to detect and
request retransm ssion of nissed data as well as identifying the
owner of a transmt token
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| protocol | packet | type | client
| version | type | nmodi fier | channel

---------------------------------------------------------- transport
| | header

Figure 8. enpty packet

There are two situations where the enpty[dally] packet is used. The
first is when there is insufficient data for a full packet presented
by the client during a heartbeat. Partial packets should not be
transmitted unless there is a client transition to be conveyed, yet
sonet hi ng must be transmtted during a heartbeat or the nmaster may
think the process owning a transnit token has failed. Enpty[dally] is
used instead of a data packet until the client provides additiona
data to fill a packet or indicates a state transition such as an end
of message or subchannel transition

The second situation where enpty[dally] is used is after the

transm ssion of short nmessages. Each nessage should consi st of
nmul ti pl e packets in order to enhance the possibility that consuners
will observe at | east one packet of a message and therefore be able
to identify the producer. The transport paraneter retention has
approximately the correct properties for that insurance. Therefore, a
nmessage must consist of at |least retention packets. If the client
data does not require that nmany packets, enpty[dally] packets mnust be
appended. A process that has no transnmittable data and is in
possession of a transmt token nust send an enpty[cancel].
Transm ssi ons of enpty[cancel] packets pass the ownership of the
transmit token back to the master. When the nmaster observes the

control packet, it will mark the referenced to nessage as rejected so
that ot her consuners do not believe the nessage |ost and attenpt to
recover.
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During periods of no activity (i.e., after all nessages have been
either accepted or rejected and there are no outstanding transnit
tokens) the master may enter hibernation node by transnitting

enpt y[ hi bernate] packets. In that node the nmaster will increase the
val ue of the transport paraneter heartbeat in order to reduce network
traffic. Such packets are used to indicate that the packet’s
heartbeat field should not be used for resource conputation by those

processes that observe it.
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3.2.4. Mssed data

The nmost common et hod of detecting data loss will be the reception
of a data or a heartbeat nessage that has a sequence nunber greater
than expected fromthat producer. The second nost comon nethod will
be a nessage fragnent (nissing the end of nessage) and seeing no nore
data or enpty packets fromthe producer of the fragnent for nore than
a single heartbeat. In any case the consuner process directs a
negative acknow edgnment (nak) to the producer of the inconplete
nmessage. The data field of the nak message contains a list of
ascendi ng sequence nunber pairs the consuner needs to recover the

nm ssed dat a.

| protocol | packet | type | client
| wversion | type | nmodi fier | channel

---------------------------------------------------------- transport
| | header
| nmessage acceptance criteria
.......................................................... |

| | |

| hear t beat | |
__________________________________________________________ |

| | _ | |

| wi ndow | retention |

| | | |

| message sequence (| ow) | packet sequence (I ow)
—————————————————————————————————————————————————————————— dat a

|

| nmessage sequence (high) | packet sequence (high) |

Fi gure 9. nak packet
3.2.5. Retrying operations
OQperations nust be retried in order to assure that a single packet
| oss does not cause transport failure. In general the right nunbers

to do that with exist in the transport. The proper interval between
retries is the transport’s tinme constant or heartbeat. The proper
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nunber of retries is retention

Operations that are retriable (and represented by their respective
nmessage types) are join, nak, token, isMenber and quit. Another
application for the heartbeat and retention is when transmtting
enpty nessages. Enpty[dally] nmessages are transnitted any tine data
is not available but the data[eon] has not yet been sent. Any process
not observing data or enpty for nore than retention heartbeat
intervals will assunme to have failed or partitioned away and the
transport will be abandoned.

3.2.6. Retransm ssion

If the producer receives a nak[request] froma consuner process
requesting the retransm ssion of a packet that is no |onger

avai |l abl e, the producer nmust send a nak[deny] to the source of the
request. If that puts the consuner in a failed state, the consuner
wWill initiate the withdrawal fromthe web. If a producer receives a
nak[request] from a consuner requesting the retransm ssion of one or
nore packets, those packets will be nulticast to the entire web [6].
Al will contain the original client information (such as subchanne
and end of message state) and nessage and packet sequence number.
However, the retransmitted packets must contain updated protoco
paraneter information (heartbeat, w ndow and retention).
Retransmitted packets are subject to the sanme constraints regardi ng
heart beat and wi ndow as original transm ssions. Therefore the
producer’s retransni ssions consune a portion of the allocation w ndow
allowing less new data to be transnmitted in a single heartbeat.
Retransmitted packets have priority over (i.e., should be transnmtted
bef ore) new data packets.
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| retransm ssion count = rx=0

|
| |\ |
| | \ |
| [\ A\ |
| [ V]
| [V VA
| | '\ V| data(n)
| |\ V]
| \ *| data(n+l)
hear t beat | \
| V| data(n+w 1-rx) w eow rx=0
| | |
| | /] nak(n') of n+1
| | I
| | I
| |/ |
| | / |
| |V |
----- | |
|\ |
| \ |
[\ A\ |
[ V]
[V VA
w = wi ndow = 3 | '\ *| retransni ssion(n+l) rx=1
r =retention =1 | \ \ |
| \ V| data(n+w)
| \
| V| data(n+2w 1-rx) w eow rx=1
| |
| /] nak(n') of n+1
| I
----- | I
[\ / |
| / |
[V
[V
| VoV
[\ v V] data(n+2wrx) rx=1
| v\ Packets n..n+w 1-0 can be rel eased.
[\ o\
| \ V| nak deny(n+l) rx=2
| \
| V| data(n+3w 1-rx) w eom rx=2
| |
| |

Packets n+w..n+2w1-1 are rel eased.

Fi gure 10. naks and retransm ssion
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3.2.7. Duplicate suppression

The consuner nmust be prepared to ignore duplicate packets received.
They will invariably be the result of the producer’s retransm ssion
in response to anot her consuner’s nak

3.2.8. Bani shnent

If at any tine a process detects another in violation of the protoco
it my ask the offending process to withdraw fromthe web by
unicasting to it a quit[request] that has the target field set to the
val ue of the offender’s TSAP. Any nenber that exhibits a detectable

and recoverable protocol violation and still responds willingly to
the quit[request] will be noted as having truly correct socia
behavi or.

0 7 8 15 16 23 24 31

| protocol | packet | type | client

| version | type | nodi fier | channel

| | header

Figure 11. quit packet
3.3 Term nating the transport
Transport termnation is an advisory process that nay be initiated by

any nenber of the web. No process should intentionally quit the web
while it has retransnittable data buffered. Stations should nake

Arnmstrong, Freier & Marzullo [ Page 29]



RFC 1301 Mul ti cast Transport Protocol February 1992

every reasonabl e attenpt advise the master of their intentions to

wi thdraw, as their departure nmay coll apse the topol ogy of the web and
elimnate the need to carry multicast nessages across network
boundari es.

3.3.1. Voluntary quits

Vol untary quit[requests] are unicast to the master’s TSAP. Wen the
master receives a quit froma nmenber of the web, it responds with a
quit[confirm packet. At that tine the nmenber will be formally
renoved fromthe web. The request should be retransmtted at
heartbeat intervals until the confirmation is received fromthe
master or as nmany tines as the web’'s value of retention

3.3.2. Master quit

If the master initiates the transport termnation it effects al
nmenbers of the web. The master will retain all transnmt tokens and
refuse to assign them Once the tokens are acquired, the naster will
multicast a quit[request] to the entire web. That request should be
acknow edged by every active nmenber. \When the naster receives no
confirmations for retention transnmissions, it nay assune every nenber
has termnated its transport and then may follow suit.

3.3.3. Bani shnent

If the master receives any nmessage other than a join[request] froma
menber that it does not recognize, it should transnmt a quit[request]
with that process as a target. This covers cases where the consumner
did not see the termnation reply and retransmitted its original quit
request, as well as unannounced and rejected consuners.

3.4 Transport paraneters

The follow ng section provides guidelines and rationale for selecting
reasonabl e transport quality of service paraneters. It al so describes
sonme of the reasoni ng behind the ranges of val ues presented.

3.4.1. Quality of service

Active nmenbers of the web may suggest changes in the transport’s
quality of service paraneters during the lifetinme of the transport.
Producers in general adjust the transport’s paraneters to encourage a
hi gher | evel of throughput. Since consuners are responsible for
certifying reliable delivery, it is expected that they will provide
the force encouraging nore reliability and stability. Both are trying
to optimze the quality of service. The negotiation that took place
when nenbers joined the web included the clients’ desires with
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regards to the worst case behavior that will be tolerated. If a
menber cannot nmintain the negotiated | ower bound, it may asked to

wi thdraw fromthe web. That process will be sent a unicast nmessage
(quit[request]) indicating that it should retire. There are
essentially three paraneters maintained by the transport that reflect
the client’s quality of service requirenments: heartbeat, w ndow and
retention. These three paraneters can be adapted by the transport to
reflect the capability of the menbers, the type of application being
supported and the network topol ogy. Wien nmenbers join the web, they
suggest values for the quality of service paraneters to the master.
If the paranmeters are acceptable, the master will respond with the
web’s current operating values. During the lifetine of the web, it is
expected that the paraneters be nodified by its nenbers, though they
may never result in a quality of service less than the | ower bounds
est abl i shed by the joining procedure. Producers may try to inprove
performance by reducing the heartbeat interval and increasing the

wi ndow size. This will have the effect of increasing the resources
conmitted to the transport at any tine. In order to keep the
resources under control, the producer may al so reduce the retention

Consumers nust rely on their clients to consume the data occupyi ng
the resources of the transport. To do so the consuner transport

i npl ementati on nust nonitor the level of comrtted resources to
insure that it does not exceed its capabilities. Since MIP is a NAK
based protocol, the consuner is required to tell the producer if a
change in paraneters is required. The new i nformati on nust be
delivered to the producer(s) before the consuner’s resource situation
becones critical in order to avoid m ssing data.

For nore stable operation, consunmers would try to extend the
heartbeat interval and reduce the window. To a certain degree, they
could also attenpt to reduce the value of retention in order to
reduce the anount of resources required to support the transport.
However, that requires a nore stringent real-tine capability.

3.4.2. Selecting paraneter val ues

The val ue of heartbeat is approximately the transport tine constant.
Assuming that the transport can be nodelled as a closed | oop system
function, reaction to feedback into the transport should settle out
inthree time constants. In a transport that is constrained to a
singl e network, the dom nant cause of processing delay of the
transport will nost likely be page fault resolution tine.

For exanple, using a one MP processor on a ethernet and an industry
standard di sk, the worst case page fault resolution requiring two
seeks (one to wite out a dirty page, another to swap in the new
page) and an average seek tine of 40 nmilliseconds, page fault
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resol ution should be Iess than 80 ml|liseconds. Alow ng for some
addi ti onal overhead and scheduling delays, two tinmes the worst case
page fault resolution time would appear to be the m ninum suitable
transport time constant one could expect. So,

Heartbeat (mninmum = 160 - 200 m | liseconds.

The transmit time for a full (ethernet) packet is approximtely 1.2
mlliseconds. Processing tine should be Iess than 3 nilliseconds
(ignoring possible overlapped processing). Assum ng di sk access (wth
no faulting) is equivalent, and the total tinme per packet is the sum
of the parts, or 8.4 mlliseconds. Therefore, the theoretical nmaxi num
val ue woul d be approximately 17 packets per heartbeat. The transport
shoul d be capabl e of approxi mately 120 packets per second, or 19.2
packets per heartbeat.

W ndow (maxi munm) = 17 - 20 packets per heartbeat.

The (theoretical) throughput with these paraneters in effect is 180
ki | obytes per second.

Reducing retention may introduce instability because the consuners

wi |l have | ess opportunity to react to m ssing data. Data can be

m ssed for a variety of reasons. If constrained to the |ocal net the
data | ost due to data |ink corruption should be in the nei ghborhood
of one packet in every 50,000 (bit error rate of approximately 10-9).
Tel ephony links (between routers, for instance) exhibit simlar
characteristics. Several orders of nmagnitude nore packets are | ost at
recei ving processes, including packet switch routers, than over the
physical links. The |losses are usually a result of congestion and
resource starvation at |ower layers due to the processing of (nearly)
back to back packets. The incidental packet loss of this type is
virtual ly unavoi dable. One can only require that a receiving process
be capabl e of receiving some nunber of back to back packets
successfully, and that nunber nust be at |east greater then the val ue
of wi ndow. And beyond that the probability of success can be nade as
close to unity as required by providing the receiver the opportunity
to observe the data multiple tines.

The receiving process nust detect packet |oss. The sinplest nethod is
to notice gaps in the received nessage/ packet sequence nunbers. Such
det ection should be done after receiving an end of wi ndow or other
state transition indication. As such, the naks cannot be transnitted,
| et alone received, until the follow ng heartbeat. In order to not
have any single packet |oss cause transport failure, the naks should
have the opportunity to be transmtted at |east tw ce.

When the loss is detected, the nak nust be transmitted and shoul d be
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received at the producing process in less than two heartbeats after
the data it references was transnitted. Again, it is the detection
time that domi nates, not the transm ssion of the nak

Retention (m ninum = 3.

The resources conmtted to a producing transport using the above
assunptions are buffers sufficient for 80 packets of 1500 bytes each
Each buffer will be committed for 600 - 800 milliseconds

Transports that span nultiple networks have uni que probl ems. One such
problemis that if a router drops a packet, all the processes on the
renote network nay attenpt to send a nak[request] at the sane tine.
That is not likely to enhance the router’s quality of service.
Furthernmore, it is obvious that any one nak[request] will suffice to
pronmpt the producer to retransmt the desired packet. To reduce the
nunber of nak[requests] in this situation, the foll ow ng schene m ght
be enpl oyed.

First, extend the value of retention to a mininmumvalue of N Then
use a randoni zing function that returns a val ue between zero and N -
2, choose how many heartbeat intervals to dally before sending the
nak[request], thus spreading out the transm ssions over time. In
order for the nethod to be neani ngful, the m ninum val ue of retention
nmust be adj ust ed.

Retention (minimun) = 5 (for internet cases)
3.4.3. Caching nmenber information

In order to reduce transport nenber interaction and to enhance
performance, a certain anmount of caching should be enpl oyed by
produci ng menbers. These caches may be filled by gl eaning information
fromreliable sources such as multicast data or, when all else fails,
fromresponses solicited fromthe web’s naster by use of the

i sMenber[request]. |sMenber[request] requests are unicast to a nenber
that is believed to have an accurate state of the web, at least to
the degree that it can answer the question posed. The destination of
such a nessage is usually the naster. But in cases where a process
(such as the master) wants to verify that a process believes itself
to be valid, it can assign the target TSAP and the destination to be
the sane. It is assuned that every process can verify itself.

I f the menber receiving the i sMenber[request] can confirmthe
target’s active nenbership status in the web, it responds with a
uni cast i sMenber[confirn]. The data field contains the credibility
val ue of the confirmation, that is the time (in mlliseconds) since
the information was confirmed froma reliable source
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Caches are risky as the information stored in themcan becone stale.
Consequently, with only a few exceptions, the entries should be aged,
and when sufficiently old, discarded. Ideally they nmay be renewed by
the sane gl eanabl e sources alluded to in the previous paragraph. |f
not, they are sinply discarded and refilled when needed.

Web menbership nmay be gl eaned from any packet that does not have a
val ue of unknown as the destination connection identifier. A
produci ng transport nmay extract the TSAP from such packets and either
create or refresh local caches. Then, if in the process of
transmtting and NAK is received fromone of the nenbers whose
identity is cached, no explicit request will be needed to verify the
source’ s nenbershi p.

The explicit source of menbership information is the naster

I nformation can be requested by using the i sMenber nessage.
Information gathered in that manner should be treated the sane as
gl eaned information with respect to aging.

The aging is a function of the transport’s tine constant, or
heartbeat, and the retention. Information about a produci ng nenmber
must be cached at | east as long as that producer has inconplete
messages. It may be cached | onger. The nanespace for both sequence
nunbers and connection identifiers is intentionally long to insure
that reuse of those namespaces will not likely collide.

A Appendi x: MIP as an Internet Protocol transport

MIP is a transport |ayer protocol, designed to be | ayered on top of a
nunber of different network | ayer protocols. Such a protocol nust
provide certain facilities that MIP expects. In particular, the
underlying network | evel protocol mnust provide "ports" or "sockets"
to facilitate addressing of processes within a nmachine, and a
mechani sm for rmulticast addressing of datagrams. These two
addressing facilities are also used to forrmulate the NSAP for MIP on
| P.

A1l Internet Protocol nulticast addressing

MIP on Internet Protocol uses the Internet Protocol nulticast
mechani sms defined in RFC 1112, "Host Extensions for IP

Mul ticasting". MIP requires "Level 2" confornmance described in that
paper, for hosts which need to both send and receive multicast
packets, both on the | ocal net and on an internet. MIP on |nternet
Prot ocol uses the pernanent host group address 224.0.1.9.
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A 2

A3

Encapsul ati on

The Internet Protocol does not provide a port mechanism- ports are
defined at the transport level instead. 1In order to encapsul ate MIP
packet within Internet Protocol packets, a sinple convergence or
"bridge" protocol nust be defined to run on top of Internet Protocol
which will provide MIP with the nechani sm needed to deliver packets
to the proper processes. W will call this protocol the
"MIP/ I nternet Protocol Bridge Protocol", or just "Bridge". The

prot ocol header is encapsulated the Internet Protocol data - the
protocol field of the Internet Protocol packet carries the val ue
indicating this packet is an MIP packet (92 decinmal). The MIP packet
itself is encapsulated in the Bridge data. Figure A. 1 shows the
positions of the fields within the MIP packet while table A 1 defines
the contents of those fields.

Fi el ds of the bridge protoco

0 78 15 16 23 24 31
| o | |
| destination port | source port |
| | |
| | ength | checksum |

Figure A.1 MIP bridge protocol header fields
destination port The port to which the packet is destined or sinked.
source port The port from which the packet originates or is sourced.

| ength The length in octets of the bridged packet, including
header and all data (the MIP packet). The m ni mum val ue
inthis field is 8 the maxinumis 65535. The length
does not include any padding bytes that were used to
comput e the checksum Note that though this field all ows
for very long packets, nobst networks have significantly
shorter maxi num frane sizes - the all owabl e and opti nal
packet size nust be determ ned by neans beyond the scope
of this specification

checksum The 16 bit one’s conplinment of the one’s conplinent sum
of the entire bridge protocol header and data, padded
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with a zero octet (if necessary) to nmake nmultiple 16 bit
quanities. A conputed checksum of all zeros should be
changed to all ones. The checksumfield is optional -
all zeros in the field indicate that checksunms are not in
use.

dat a The data field is the field that carries the actual
transport data. A single MIP packet will be carried the
data field of each bridge packet.

A4 Rel ati onship to other Internet Protocol Transports

The astute reader might note that the MIP/Bridge Protocol |ooks nuch
like the User Datagram Protocol (UDP). UDP itself was not used
because the protocol field in the Internet Protocol packet should
reflect the fact that the higher |evel protocol of interest is MIP.
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Foot not es

[1] The network layer is not specified by MIP. One of the goals is to
specify a transport that can be inplenented with equal functionality
on many network architectures.

[2] There's only one such nulticast connection identifier per web. If
there are nmultiple processes on the same nmachine participating in a
web, the transport nust descrininate between those processes by using
the connnection identifier

[3] Determining the network service access point (NSAP) for a given
instantiation of a web is not addressed by this protocol. This
docunent may define sone policy, but the actual neans are left for
ot her nechani sns.

[4] Best effort delivery is also known as highly reliable delivery.
It is sonewhat unique that the qualifying adjective highly weakens
the definition of reliable in this context.

[5] The resource being flow controlled is packets carrying client
data. Consequently, full data units provide the greatest efficiency.

[6] There seenms to be an opportunity to suppress retransm ssions to
networ ks that were not represented in the set of naks received.

Security Considerations

Security issues are not discussed in this nmeno.
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