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| DPR as a Proposed Standard

Status of this Meno

This meno provides information for the Internet conmunity. It does
not specify an Internet standard. Distribution of this nmeno is
unlimted.

1. Introduction

Thi s docunent contains a discussion of inter-domain policy routing
(IDPR), including an overview of functionality and a di scussi on of
experinments. The objective of IDPRis to construct and naintain
routes between source and destination adninistrative domains, that
provide user traffic with the services requested within the
constraints stipulated for the domains transited.

Four docunents describe IDPR in detail:

M Steenstrup. An architecture for inter-donmain policy routing.
RFC 1478. July 1993.

M Steenstrup. Inter-donmain policy routing protoco
specification: version 1. RFC 1479. July 1993.

H. Bowns and M Steenstrup. Inter-donmain policy routing
configuration and usage. Wrk in Progress. July 1991

R Wbodburn. Definitions of nanaged objects for inter-donain
policy routing (version 1). Wrk in Progress. March 1993.

This is a product of the Inter-Donmain Policy Routing Wrking Goup of
the Internet Engineering Task Force (I ETF).

2. The Internet Environnment

As data conmuni cations technol ogi es evol ve and user popul ati ons grow,
the demand for internetworking increases. The Internet currently
conpri ses over 7000 operational networks and over 10,000 registered
networks. In fact, for the |ast several years, the nunber of
constituent networks has approxi mately doubled annually. Al though we
do not expect the Internet to sustain this growth rate, we nust
prepare for the Internet of five to ten years in the future.
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Internet connectivity has increased along with the nunber of
conponent networks. Internetworks proliferate through

i nterconnecti on of autononous, heterogeneous networks adm ni stered by
separate authorities. W use the term"adm nistrative domai n" (AD)
to refer to any collection of contiguous networks, gateways, |inks,
and hosts governed by a single adnmnistrative authority that selects
the intra-domain routing procedures and addressi ng schenes, specifies
service restrictions for transit traffic, and defines service
requirenents for locally-generated traffic.

In the early 1980s, the Internet was purely hierarchical, with the
ARPANET as the single backbone. The current Internet possesses a
senbl ance of a hierarchy in the collection of backbone, regional

met ropol i tan, and canpus domai ns that conpose it. However,

t echnol ogi cal, economical, and political incentives have pronpted the
i ntroduction of inter-domain |links outside of those in the strict

hi erarchy. Hence, the Internet has the properties of both

hi erarchi cal and nesh connectivity.

We expect that, over the next five years, the Internet will growto
contain (10) backbone donmai ns, nost providing connectivity between
many source and destinati on domains and offering a w de range of
qualities of service, for a fee. Mst domains will connect directly
or indirectly to at |east one Internet backbone domain, in order to
communi cate with other donains. |In addition, sone donai ns nay
install direct links to their nost favored destinations. Donmains at
the lower levels of the hierarchy will provide sone transit service,
limted to traffic between sel ected sources and destinations.
However, the majority of Internet domains will be "stubs", that is,
domai ns that do not provide any transit service for any other donains
but that connect directly to one or nore transit domains.

The bulk of Internet traffic will be generated by hosts in the stub
domai ns, and thus, the applications running in these hosts wll
determine the traffic service requirenents. W expect application
di versity enconpassing el ectronic nail, desktop videoconferencing,
scientific visualization, and distributed sinulation, for exanple.
Many of these applications have strict requirenments on | oss, delay,
and t hroughput.

In such a |l arge and heterogeneous Internet, the routing procedures
nmust be capable of ensuring that traffic is forwarded al ong routes
that offer the required services wthout violating donmain usage
restrictions. W believe that IDPR neets this goal; it has been
designed to accompdate an Internet conprising O 10, 000)

adm ni strative domains with diverse service offerings and
requirenents.
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3. An Overview of |IDPR

| DPR generates, establishes, and naintains "policy routes" that
satisfy the service requirenents of the users and respect the service
restrictions of the transit domains. Policy routes are constructed
using infornmation about the services offered by and the connectivity
bet ween admi ni strative domains and information about the services
requested by the users.

3.1 Policies
Wth IDPR, each domain administrator sets "transit policies" that
di ctate how and by whomthe resources in its domai n should be used.
Transit policies are usually public, and they specify offered
servi ces conpri sing:

- Access restrictions: e.g., applied to traffic to or fromcertain
domai ns or cl asses of users.

- Quality: e.g., delay, throughput, or error characteristics.

- Monetary cost: e.g., charge per byte, nessage, or session tine.
Each domain adnministrator also sets "source policies" for traffic
originating in its domain. Source policies are usually private, and
t hey specify requested services conprising:

- Access: e.g., dommins to favor or avoid in routes.

- Quality: e.g., acceptable delay, throughput, and reliability.

- Monetary cost: e.g., acceptable cost per byte, nessage, or session
tinme.

3.2 Functions

The basic I DPR functions include:

- Collecting and distributing routing information, i.e., domain
transit policy and connectivity information. |DPR uses link state
routing information distribution, so that each source domai n nmay
obtain routing information about all other domains.

- Generating and sel ecting policy routes based on the routing

i nformation distributed and on source policy information. |DPR
gi ves each source domain conplete control over the routes it
gener at es.
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- Setting up paths across the Internet, using the policy routes
gener at ed.

- Forwardi ng nessages across and between admi nistrative domai ns al ong
the established paths. |DPR uses source-specified nmessage
forwardi ng, giving each source domain conplete control over the
paths traversed by its hosts’ inter-domain traffic.

- Maintai ning databases of routing information, inter-donmain policy
routes, forwarding information, and configuration information

3.3 Entities

Several different entities are responsible for performng the |IDPR
functions:

- "Policy gateways", the only I DPR-recogni zed connecti ng points
bet ween adj acent donmins, collect and distribute routing
information, participate in path setup, maintain forwarding
i nformati on databases, and forward data nmessages al ong established
pat hs.

- "Path agents”, resident within policy gateways, act on behal f of
hosts to select policy routes, to set up and nanage paths, and to
mai ntain forwardi ng i nformati on databases. Any Internet host can
reap the benefits of IDPR, as long as there exists a path agent
willing to act on its behalf and a nmeans by which the host’s
messages can reach that path agent.

- Speci al -pur pose servers nmintain all other |IDPR databases as
fol | ows:

o Each "route server" is responsible for both its database of
routing information, including domain connectivity and transit
policy information, and its database of policy routes. Also,
each route server generates policy routes on behalf of its
domain, using entries fromits routing i nformati on dat abase
and using source policy information supplied through
configuration or obtained directly fromthe path agents. A
route server may reside within a policy gateway, or it may
exi st as an autononous entity. Separating the route server
functions fromthe policy gateways frees the policy gateways
fromboth the nenory intensive task of routing information
dat abase and route database nmintenance and the
conmputationally intensive task of route generation

o Each "mapping server” is responsible for its database of
mappi ngs that resolve Internet nanes and addresses to
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adm ni strative donains. The mappi ng server function can be
easily integrated into an existing name service such as the
DNS.

o Each "configuration server"” is responsible for its database of
configured information that applies to policy gateways, path
agents, and route servers in the given adninistrative donain
Configuration information for a given domain includes source
and transit policies and nappi ngs between local IDPR entities
and their addresses. The configuration server function can be
easily integrated into a domain’s existing network nmanagement
system

3.4 Message Handling
There are two kinds of |DPR nessages:
"Dat a nessages" containing user data generated by hosts.

"Control nessages" containing | DPR protocol-related contro
i nformati on generated by policy gateways and route servers.

Wthin the Internet, only policy gateways and route servers nust be
abl e to generate, recognize, and process |DPR nessages. Mapping
servers and configuration servers performnecessary but ancillary
functions for IDPR, and they are not required to execute |IDPR
protocols. The existence of IDPRis invisible to all other gateways
and hosts. Using encapsul ati on across each domain, an | DPR nessage
tunnels fromsource to destination across the Internet through
domai ns that nmay enpl oy disparate intra-domai n addressi ng schenmes and
routing procedures.

4. Security

| DPR cont ai ns mechani sns for verifying nessage integrity and source
authenticity and for protecting against certain types of denial of
service attacks. It is particularly inportant to keep | DPR control
messages i ntact, because they carry control information critical to
the construction and use of viable policy routes between domains.

4.1 Integrity and Authenticity

Al'l 1 DPR nessages carry a single piece of information, referred to in
the |1 DPR docunentation as the "integrity/authentication value", which
may be used not only to detect nessage corruption but also to verify
the authenticity of the nessage’s source IDPR entity. The Internet
Assi gned Nunbers Authority (1 ANA) specifies the set of valid

al gorithnms which nay be used to conpute the integrity/authentication
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val ues. This set may include algorithnms that performonly nessage
integrity checks such as n-bit cyclic redundancy checksums (CRCs), as
wel |l as algorithnms that performboth nmessage integrity and source

aut henti cati on checks such as signed hash functions of message

cont ent s.

Each domain adnministrator is free to select any
integrity/authentication algorithm fromthe set specified by the

| ANA, for conputing the integrity/authentication values contained in
its domain’s nmessages. However, we recommend that IDPR entities in
each domai n be capable of executing all of the valid algorithns so
that an I DPR nessage originating at an entity in one domain can be
properly checked by an entity in another donmain.

| DPR control nessages nmust carry a non-null integrity/authentication
value. We recommend that control message integrity/authentication be
based on a digital signature algorithmapplied to a one-way hash
function, such as RSA applied to MD5, which sinultaneously verifies
message integrity and source authenticity. The digital signature nay
be based on either public key or private key cryptography. However,
we do not require that |DPR data nessages carry a non-nul
integrity/authentication value. 1In fact, we reconmend that a higher

| ayer (end-to-end) procedure assune responsibility for checking the
integrity and authenticity of data nessages, because of the anount of
conput ation invol ved.

4.2 Tinmestanps

Each I DPR nessage carries a tinmestanp (expressed in seconds el apsed
since 1 January 1970 0:00 GMI) supplied by the source IDPR entity,
whi ch serves to indicate the age of the nessage. |IDPR entities use
the absolute value of a timestanp to confirmthat the message is
current and use the relative difference between tinmestanps to

det ermi ne whi ch message contains the nost recent information. All
IDPR entities must possess internal clocks that are synchronized to
sone degree, in order for the absolute value of a nessage tinestanp
to be neaningful. The synchronization granularity required by |IDPR
is on the order of minutes and can be achi eved nanual ly.

Each I DPR recipient of an IDPR control nessage nust check that the
message’s tinestanp is in the acceptable range. A nessage whose
tinmestanp lies outside of the acceptable range may contain stale or
corrupted informati on or nay have been issued by a source whose cl ock
has | ost synchronization with the nmessage recipient. Such nessages
nmust therefore be discarded, to prevent propagation of incorrect |IDPR
control information. W do not require IDPR entities to performa

ti mestanp acceptability test for |IDPR data nmessages, but instead

| eave the choice to the individual domain admninistrators
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5.

Si ze Consi derations

| DPR provides policy routing anong adninistrative domai ns and has
been designed to accommpdate an I nternet containing tens of thousands
of dommi ns, supporting diverse source and transit policies.

In order to construct policy routes, route servers require routing
informati on at the domain level only; no intra-donmain details need be
included in IDPR routing information. Thus, the size of the routing
i nformati on database maintained by a route server depends on the
nunber of domains and transit policies and not on the nunber hosts,
gat eways, or networks in the Internet.

We expect that, within a domain, a pair of IDPR entities wll
normal |y be connected such that when the primary intra-domain route

fails, the intra-domain routing procedure will be able to use an
alternate route. In this case, a tenporary intra-domain failure is
invisible at the inter-domain level. Thus, we expect that nost

i ntra-domain routing changes will be unlikely to force inter-donain
routing changes.

Pol i cy gateways distribute routing information when detectable

i nter-domai n changes occur but may also elect to distribute routing
i nformati on periodically as a backup. Thus, policy gateways do not
often need to generate and distribute routing infornmati on nessages,
and the frequency of distribution of these messages depends only
weakly on intra-domain routing changes.

IDPR entities rely on intra-domain routing procedures operating

wi thin donmains to transport inter-domain nessages across domains.
Hence, | DPR nessages nust appear well-formed according to the intra-
domai n routing procedures and addressi ng schenes in each donain
traversed; this requires appropriate header encapsul ati on of |DPR
messages at domai n boundaries. Only policy gateways and route
servers nust be capable of handling | DPR-specific nmessages; other
gat eways and hosts sinply treat the encapsul ated | DPR nessages |ike
any other. Thus, for the Internet to support IDPR only a snall
proportion of Internet entities require special |DPR software.

Wth domain-1evel routes, many different traffic fl ows may use not
only the sanme policy route but also the same path, as long their
source donmi ns, destination donains, and requested services are
identical. Thus, the size of the forwarding i nformati on database
mai ntai ned by a policy gateway depends on the nunber of donmins and
source policies and not on the nunber of hosts in the Internet.

Mor eover, nenory associated with failed, expired, or disused paths
can be reclainmed for new paths, and thus forwarding i nformation for
many paths can be accommopdat ed.
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6. Interactions with Gther Inter-Donmain Routing Procedures

We believe that many Internet donmains will benefit fromthe

i ntroduction of IDPR However, the decision to support IDPRin a
given dormain is an individual one, left to the domain adm nistrator
not all domains nust support | DPR

Wthin a domain that supports |IDPR, other inter-donain routing
procedures, such as BGP and EGP, can confortably coexist. Each

i nter-domain routing procedure is independent of the others. The
domai n adm nistrator determ nes the relationship anong the inter-
domai n routing procedures by deciding which of its traffic flows
shoul d use which inter-donmain routing procedures and by configuring
this information for use by the policy gateways.

Hosts in stub domains may have strict service requirements and hence
will benefit fromthe policy routing provided by IDPR  However, the
stub domain itself need not support IDPR in order for its traffic
flows to use IDPR routes. Instead, a "proxy domain" nay perform | DPR
functions on behalf of the stub. The proxy domai n nmust be reachabl e
fromthe stub domain according to an inter-donain routing procedure

i ndependent of IDPR  Adnministrators of the stub and potential proxy
domai ns nutually negotiate the relationship. Once an agreenent is
reached, the adm nistrator of the stub domain should provide the
proxy domain with its hosts’ service requirenents.

| DPR policy routes nmust traverse a contiguous set of |DPR donains.
Hence, the degree of |IDPR deploynent in transit domains wll
determne the availability of IDPR policy routes for Internet users.
For a given traffic flow, if there exists no contiguous set of |IDPR
domai ns between the source and destination, the traffic flowrelies
on an alternate inter-domain routing procedure to provide a route.
However, if there does exist a contiguous set of |DPR domains between
the source and destination, the traffic flow nay take advant age of
policy routes provided by |IDPR

7. I nplenentati on Experience
To date, there exist two inplenmentations of IDPR one an independent
prototype and the other an integral part of the gated UN X process.
We descri be each of these inplenentations and our experience with
themin the follow ng sections.

7.1 The Prototype
During the sunmer of 1990, the |IDPR devel opment group consisting of

participants from USC, SAIC, and BBN began work on a UNI X- based
software prototype of IDPR, designed for inplenentation in Sun
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wor kstations. This prototype consisted of nmultiple user-I|evel
processes to provide the basic |IDPR functions together with kerne
nodi fications to speed up | DPR data nessage forwarding.

Most, but not all, of the IDPR functionality was captured in the
prototype. In the interests of producing working software as quickly
as possible, we intentionally left out of the |IDPR prototype support
for source policies and for nmultiple policy gateways connecting two
domains. This sinplified configuration and route generation w thout
conprom sing the basic functionality of |DPR

The |1 DPR prototype software was extensively instrunented to provide
detailed information for nonitoring its behavior. The
instrunmentation allowed us to detect events including but not limted
to:

- Change in policy gateway connectivity to adjacent domains.
- Change in transit policies configured for a domain.
- Transnission and reception of link state routing information

- Generation of policy routes, providing a description of the actua
route.

- Transnission and reception of path control infornmation.
- Change of path state, such as path setup or teardown.

Wth the extensive behavioral information available, we were able to
track nost events occurring in our test networks and hence deterni ne
whet her the prototype software provided the expected functionality.

7.1.1 Test Networks

In February 1991, the |DPR devel opnent group began experinenting with
the conpl eted I DPR prototype software. Each | DPR devel opnent site
had its own testing environnent, consisting of a set of

i nterconnected Sun workstations, each workstation perform ng the
functions of a policy gateway and route server:

- USC used a |l aboratory test network consisting of SPARCL+
wor kst ati ons, each pair of workstations connected by an Ethernet
segrment. The topol ogy of the test network could be arbitrarily
confi gured.

- SAI C used Sun3 workstations in networks at Sparta and at M TRE.
These two sites were connected through Alternet using a 9.6kb SLIP
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link and through an X 25 path across the DCA EDN test bed.

- BBN used SPARCl1+ workstations at BBN and | SI connected over both
DARTnet and TWBnet.

7.1.2 Experinents

The principal goal of our experiments with the | DPR prototype
software was to provide a proof of concept. |In particular, we set
out to verify that the IDPR prototype software was able to:

- Monitor connectivity across and between donai ns.

- Update routing informati on when inter-donmain connectivity changed
or when new transit policies were configured.

- Distribute routing information to all domains.

- Generate acceptable policy routes based on current link state
routing information.

- Set up and maintain paths for these policy routes.

- Tear down paths that contained fail ed conponents, supported stale
policies, or attained their naximum age.

Furt hermore, we wanted to verify that the | DPR prototype software
qui ckly detected and adapted to those events that directly affected
policy routes.

The internetwork topol ogy on which we based nost of our experinments
consi sted of four distinct administrative domains connected in a
ring. Two of the four dommins served as host traffic source and
destination, AD S and AD D respectively, while the two intervening
domai ns provided transit service for the host traffic, AD Tl and AD
T2. AD S and AD D each contained a single policy gateway that
connected to two other policy gateways, one in each transit donain.
AD T1 and AD T2 each contained at nost two policy gateways, each
policy gateway connected to the other and to a policy gateway in the
source or destination domain. This internetwork topol ogy provided
two distinct inter-domain routes between AD S and AD D, allow ng us
to experinment with various conponent failure and transit policy
reconfiguration scenarios in the transit domains.

For the first set of experiments, we configured transit policies for
AD T1 and AD T2 that were devoid of access restrictions. W then
initialized each policy gateway in our internetwork, |oading in the
domai n-specific configurations and starting up the | DPR processes.
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In our experinents, we did not use nmapping servers; instead, we
configured address/ donmai n mapping tables in each policy gateway.

After policy gateway initialization, we observed that each policy
gateway i nmedi ately deternmi ned the connectivity to policy gateways in
its own donmain and in the adjacent donmmins. The representative
policy gateway in each domain then generated a routing information
nmessage that was received by all other policy gateways in the

i nt er net wor k.

To test the route generation and path setup functionality of the |IDPR
prototype software, we began a tel net session between a host in AD S
and a host in AD D. W observed that the telnet traffic pronpted the
path agent resident in the policy gateway in AD S to request a policy
route fromits route server. The route server then generated a
policy route and returned it to the path agent. Using the policy
route supplied by the route server, the path agent initiated path
setup, and the telnet session was established i mediately.

Havi ng confirned that the prototype software satisfactorily perforned
the basic IDPR functions, we proceeded to test the software under
changi ng network conditions. The first of these tests showed that
the 1 DPR prototype software was able to deal successfully with a
conponent failure along a path. To sinulate a path conponent
failure, we ternminated the | DPR processes on a policy gateway in the
transit domain, AD T1, traversed by the current path. The policy
gateways on either side of the failed policy gateway inmediately
detected the failure. Next, these two policy gateways, representing
two di fferent domains, each issued a routing information nmessage

i ndi cating the connectivity change and each initiated path teardown
for its remaining path section

Once the path was torn down, the path agent agent in AD S requested a
new route fromits route server, to carry the existing tel net

traffic. The route server, having received the new routing

i nformati on nessages, proceeded to generate a policy route through
the other transit domamin, AD T2. Then, the path agent in AD S set up
a path for the new route supplied by the route server. Throughout
the conponent failure and traffic rerouting, the tel net session

remai ned intact.

At this point, we restored the failed policy gateway in AD T1 to the
functional state, by restarting its |IDPR processes. The restored
policy gateway connectivity pronpted the generation and distribution
of routing information nmessages indicating the change in domain
connectivity.
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Havi ng returned the internetwork topology to its initia
configuration, we proceeded to test that the | DPR prototype software
was able to deal successfully with transit policy reconfiguration

The current policy route carrying the telnet traffic traversed AD T2.
We then reconfigured the transit policy for AD T2 to preclude access
of traffic travelling fromAD Sto ADD. The transit policy
reconfiguration pronpted both the distribution of routing information
advertising the newtransit policy for AD T2 and the initiation of
pat h t eardown.

Once the path was torn down, the path agent in AD S requested a new
route fromits route server, to carry the existing telnet traffic.
The route server, having received the new routing information
nmessage, proceeded to generate a policy route through the origina
transit domain, AD T1l. Then, the path agent in AD S set up a path
for the new route supplied by the route server. Throughout the
policy reconfiguration and rerouting, the telnet session remained

i ntact.

This set of experinments, although sinple, tested all of the ngjor
functionality of the IDPR prototype software and denonstrated that
the prototype software could quickly and accurately adapt to changes
in the internetwork.

7.1.3 Performance Anal ysis

We (USC and SAI C nenbers of the | DPR devel oprment group) eval uated the
performance of the path setup and nmessage forwardi ng portions of the
| DPR prototype software. For path setup, we neasured the anount of
processing required at the source path agent and at internediate
policy gateways during path setup. For nessage forwardi ng, we
conpared the processing required at each policy gateway when using

I DPR forwarding with I P encapsul ati on and when using only IP
forwarding. W al so conpared the processing required when no
integrity/authentication value was cal culated for the nessage and
when the RSA/ MM al gorithns were enpl oyed.

Qur performance nmeasurenments were encouragi ng, but we have not listed
them here. W enphasize that although we tried to produce efficient
software for the I DPR prototype, we were not able to devote nuch
effort to optimzing this software. Hence, the performance
measurenents for the I DPR prototype software should not be blindly
extrapolated to other inplenentations of IDPR  To obtain a copy of

t he performance neasurenents for path setup and nmessage forwarding in
the I DPR prototype software, contact Robert Wodburn
(woody@parta.com) and Deborah Estrin (estrin@isc. edu).
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7.2 The Gated Version

In 1992, SRl joined the |IDPR devel opnent group, and together SR
SAI C, and BBN conpleted the task of integrating IDPR into the gated
UNI X process. As a result, IDPRis now avail able as part of gated
The gated version of IDPR contains the full functionality of |IDPR
together with a sinple yet versatile user interface for |IDPR
configuration. As a single process, the gated version of |DPR
performs nmore efficiently than the multipl e-process prototype
ver si on.

The gated version of IDPRis freely available to the Internet
community. Hence, anyone with a UN X-based nmachi ne can experi nent
with IDPR, w thout investing any noney or inplementation effort. By
maki ng | DPR wi dely accessible, we can gain Internet experience by

i ntroducing IDPR into operational networks with real usage
constraints and transporting host traffic with real service
requirenents. Currently, a pilot deploynment and denonstration of
IDPR is under way in selected |locations in the Internet.

8. Security Considerations

Refer to section 4 for details on security in |IDPR
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