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1. Introduction

In this docunent, we specify the protocols and procedures that
conpose Inter-Domain Policy Routing (IDPR). The objective of IDPR s
to construct and nmaintain routes between source and destination

adm ni strative donains, that provide user traffic with the services
requested within the constraints stipulated for the domains
transited. |DPR supports link state routing information distribution
and route generation in conjunction with source specified nmessage
forwarding. Refer to [5] for a detailed justification of our
approach to inter-domain policy routing.

1.1. Donmmin El enents

The I DPR architecture has been designed to accommbdate an
internetwork with tens of thousands of administrative domains

St eenstrup [ Page 3]



RFC 1479 | DPR Pr ot ocol July 1993

collectively containing hundreds of thousands of |ocal networKks.
Inter-domain policy routes are constructed using information about
the services offered by, and the connectivity between, adnministrative
domai ns. The intra-domain details - gateways, networks, and |inks
traversed - of an inter-domain policy route are the responsibility of
intra-domain routing and are thus outside the scope of |DPR

An "adninistrative domain" (AD) is a collection of contiguous hosts,
gat eways, networks, and |links nanaged by a single adninistrative
authority. The domain admi nistrator defines service restrictions for
transit traffic and service requirenments for |ocally-generated
traffic, and selects the addressing schenes and routing procedures
that apply within the domain. Wthin the Internet, each donain has a
uni que nureric identifier assigned by the Internet Assigned Nunbers
Aut hority (1 ANA).

"Virtual gateways" (VGs) are the only |IDPR-recogni zed connecti ng

poi nts between adjacent dommins. Each virtual gateway is a
collection of directly-connected "policy gateways" (see below) in two
adj oi ni ng donai ns, whose exi stence has been sanctioned by the

adm ni strators of both domains. The domain adninistrators nay agree
to establish nore than one virtual gateway between the two donains.
For each such virtual gateway, the two admi nistrators together assign
a local nunmeric identifier, unique within the set of virtual gateways
connecting the two donains. To produce a virtual gateway identifier
unique within its domain, a domain adm nistrator concatenates the
mutual Iy assigned local virtual gateway identifier together with the
adj acent domain’s identifier.

Pol i cy gateways (PGs) are the physical gateways within a virtua
gateway. Each policy gateway enforces service restrictions on | DPR
transit traffic, as stipulated by the donain adm nistrator, and
forwards the traffic accordingly. Wthin a dormain, two policy

gat eways are "neighbors" if they are in different virtual gateways.
A single policy gateway nmay belong to nmultiple virtual gateways.
Wthin a virtual gateway, two policy gateways are "peers" if they are
in the same domain and are "adjacent" if they are in different

domai ns. Adjacent policy gateways are "directly connected" if the
only Internet-addressable entities attached to the connecting nedi um
are policy gateways in the virtual gateways. Note that this
definition inplies that not only point-to-point |inks but also
networ ks may serve as direct connections between adjacent policy

gat eways. The donai n admi ni strator assigns to each of its policy
gateways a nuneric identifier, unique within that domnain.

A "domai n conmponent" is a subset of a domain’s entities such that all

entities within the subset are mutually reachable via intra-domin
routes, but no entities outside the subset are reachable via intra-
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domain routes fromentities within the subset. Nornally, a donain
consists of a single conponent, nanely itself; however, when
partitioned, a domain consists of multiple conponents. Each donain
component has an identifier, unique within the Internet, conposed of
the domain identifier together with the identifier of the | owest-
nunbered operational policy gateway within the conponent. Al
operational policy gateways within a donmai n conponent can discover
mut ual reachability through intra-donmain routing information. Hence
all such policy gateways can consistently determnmine, wi thout explicit
negoti ati on, which of them has the | owest nunber.

1.2. Policy
Wth IDPR, each domain administrator sets "transit policies" that
di ctate how and by whomthe resources in its domain shoul d be used.
Transit policies are usually public, and they specify offered
services conpri sing:

- Access restrictions: e.g., applied to traffic to or fromcertain
domai ns or classes of users.

- Quality: e.g., delay, throughput, or error characteristics.
- Monetary cost: e.g., charge per byte, nessage, or unit tine.
Each domain admi nistrator also sets "source policies" for traffic
originating in its domain. Source policies are usually private, and
they specify requested services conprising:
- Access restrictions: e.g., domains to favor or avoid in routes.
- Quality: e.g., acceptable delay, throughput, and reliability.
- Monetary cost: e.g., acceptable session cost.

1.3. |IDPR Functions

| DPR conprises the follow ng functions:

- Collecting and distributing routing information including domain
transit policies and inter-domain connectivity.

- Cenerating and selecting policy routes based on the routing
i nformation distributed and on the source policies configured or
request ed.

- Setting up paths across the Internet using the policy routes
gener at ed.
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- Forwar di ng nessages across and between domai ns al ong the
establ i shed pat hs.

- Mai nt ai ni ng dat abases of routing information, inter-domain policy
routes, forwarding information, and configuration information

1.3.1. |IDPR Entities

Several different entities are responsible for performing the |IDPR
functions.

Pol i cy gateways, the only | DPR-recogni zed connecti ng poi nts between
adj acent domains, collect and distribute routing information,
participate in path setup, forward data nessages al ong established
pat hs, and naintain forwarding information databases.

"Path agents", resident within policy gateways and within "route
servers" (see below), act on behalf of hosts to select policy routes,
to set up and nanage paths, and to naintain forwarding information
dat abases. Any Internet host can reap the benefits of IDPR, as long
as there exists a path agent configured to act on its behalf and a
means by which the host’'s nmessages can reach the path agent.
Specifically, a path agent in one domain may be configured to act on
behal f of hosts in another domain. In this case, the path agent’s
domain is an I DPR "proxy" for the hosts’ donain

Rout e servers maintain both the routing information database and the
rout e dat abase, and they generate policy routes using the routing
informati on collected and the source policies requested by the path
agents. A route server may reside within a policy gateway, or it may
exi st as an autononous entity. Separating the route server functions
fromthe policy gateways frees the policy gateways fromboth the
menory intensive task of database (routing information and route)

mai nt enance and the conputationally intensive task of route
generation. Route servers, |like policy gateways, each have a uni que
nuneric identifier within their domain, assigned by the donain

admi ni strator.

G ven the size of the current Internet, each policy gateway can
performthe route server functions, in addition to its message
forwarding functions, with little or no degradation in nessage
forwardi ng performance. Aggregating the routing functions into
policy gateways sinplifies inplenentation; one need only install |IDPR
protocols in policy gateways. Myreover, it sinplifies conmunication
bet ween routing functions, as all functions reside within each policy
gateway. As the Internet grows, the nmenory and processing required
to performthe route server functions may becone a burden for the
policy gateways. Wen this happens, each donain adm ni strator should

St eenstrup [ Page 6]



RFC 1479 | DPR Pr ot ocol July 1993

separate the route server functions fromthe policy gateways in its
domai n.

"Mappi ng servers" maintain the database of nappings that resolve

I nternet names and addresses to domain identifiers. Each host is
contained within a donmain and is associated with a proxy donmai n which
may be identical with the host’s domain. The mappi ng server function
will be integrated into the existing DNS nane service (see [6]) and
wi Il provide mappi ngs between a host and its local and proxy domains.

"Configuration servers” maintain the databases of configured
information that apply to IDPR entities within their donmains.
Configuration information for a given donmain includes transit
policies (i.e., service offerings and restrictions), source policies
(i.e., service requirenments), and mappi ngs between | ocal |DPR
entities and their nanmes and addresses. The configuration server
function will be integrated into a domain’s existing network
managenent system (see [7]-[8]).

1.4. Policy Senmantics

The source and transit policies supported by IDPR are intended to
acconmodate a wi de range of services avail able throughout the
Internet. W describe the senantics of these policies, concentrating
on the access restriction aspects. To express these policies in this
docunent, we have chosen to use a syntactic variant of dark’s policy
termnotation [1]. However, we provide a nore succinct syntax (see
[7]) for actually configuring source and transit policies.

1.4.1. Source Policies
Each source policy takes the formof a collection of sets as follows:

Appl i cabl e Sources and Destinations:
{((H(1,1),s(1,1)),...,(H2,f1),s(2,f1))),...,((Hn,1),s(n,1)),...,
(H(n,fn),s(n,fn)))}: The set of groups of source/destination
traffic flows to which the source policy applies. Each traffic
flow group ((H(i,2),s(i,1)),...,(H(i,fi),s(i,fi))) contains a set
of source hosts and correspondi ng destination hosts. Here, H(i,j)
represents a host, and s(i,j), an element of {SOURCE
DESTI NATI ON}, represents an indicator of whether H(i,j) is to be
consi dered as a source or as a destination

Domai n Preferences: {(AD(1),x(1)),...,(AD(mM,x(m)}: The set of
transit domains that the traffic flows should favor, avoid, or
exclude. Here, AD(i) represents a domain, and x(i), an el enent of
{FAVOR, AVA D, EXCLUDE}, represents an indicator of whether routes
including AD(i) are to be favored, avoided if possible, or
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uncondi tional | y excl uded.
UCl: The source user class for the traffic flows |isted.

Request edServi ces: The set of requested services not related to
access restrictions, i.e., service quality and nonetary cost.

Wien selecting a route for a traffic flow froma source host H(i,j)
to a destination host H(i,k), where 1 <or =i <or =n and 1 < or
j, k <or =1fi, the path agent (see section 1.3.1) nust honor the

source policy such that:

- For each donmmin, AD(p), contained in the route, AD(p) is not equal
to any AD(k), such that 1 < or = k < or = mand x(k) = EXCLUDE.

- The route provides the services listed in the set Requested
Servi ces.

1.4.2. Transit Policies

Each transit policy takes the formof a collection of sets as
fol | ows:

Sour ce/ Desti nati on Access Restrictions:
{((H(1,1),AD(1,1),s(2,1)),...,(H1,f1),AD(1,f1),s(1,f1))),...,
((H(n,1),AD(n,1),s(n,1)),...,(H(n, fn), AD(n,fn),s(n,fn)))}: The set
of groups of source and destination hosts and domains to which the
transit policy applies. Each domain group
((H(i,2),AD(i,1),s(i,1)),...,(H(i,fi),AD(i,fi),s(i,fi))) contains
a set of source and destination hosts and donains such that this
transit domain will carry traffic fromeach source listed to each
destination listed. Here, H(i,j) represents a set of hosts,
AD(i,j) represents a domain containing H(i,j), and s(i,j), a
subset of {SOURCE, DESTI NATI ON}, represents an indicator of
whet her (H(i,j),AD(i,j)) is to be considered as a set of sources,
destinations, or both.

Tenporal Access Restrictions: The set of time intervals during which
the transit policy applies.

User Cl ass Access Restrictions: The set of user classes to which the
transit policy applies.

O fered Services: The set of offered services not related to access
restrictions, i.e., service quality and nonetary cost.
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Virtual Gateway Access Restrictions:
{((vd1,1),e(1,1)),...,.(Vd1,91),e(1,91))),...,.((V&m1),e(m1)),
gateways to which the transit policy applies. Each virtual
gateway group ((VQi,1),e(i,1)),...,(Vdi,qgi),e(i,gi))) contains a
set of domain entry and exit points such that each entry virtual
gateway can reach (barring an intra-donmain routing failure) each
exit virtual gateway via an intra-donmain route supporting the
transit policy. Here, VEi,j) represents a virtual gateway, and
e(i,j), a subset of {ENTRY, EXIT}, represents an indicator of
whet her VEi,j) is to be considered as a dormain entry point, exit
poi nt, or both.

The donai n advertising such a transit policy will carry traffic from
any host in the set H(i,j) in ADXi,j) to any host in the set H(i, k)
in AD(i,k), where 1 <or =i <or =nand 1 <or =j, k <or =fi,
provi ded that:

- SOURCE is an element of s(i,j).
- DESTINATION is an el ement of s(i,Kk).

- Traffic fromH(i,j) enters the donmain during one of the intervals
in the set Tenporal Access Restrictions.

- Traffic fromH(i,j) carries one of the user class identifiers in
the set User O ass Access Restrictions.

- Traffic fromH(i,j) enters via any VEu,v) such that ENTRY is an
el ement of e(u,v), where 1 <or =u <or =mand 1 <or =v <or =
gu.

- Traffic to H(i,k) leaves via any VG u,w) such that EXIT is an
el ement of e(u,w), where 1 < or = w < or = gu.

1.5. | DPR Message Encapsul ation
There are two kinds of | DPR nessages:
"Dat a nessages" containing user data generated by hosts.

"Control nessages" containing | DPR protocol -related control
i nformati on generated by policy gateways and route servers.

Wthin an internetwork, only policy gateways and route servers are
able to generate, recognize, and process |DPR nessages. The

exi stence of IDPRis invisible to all other gateways and hosts,

i ncl udi ng mappi ng servers and configuration servers. Mpping servers
and configuration servers performnecessary but ancillary functions
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for IDPR, and thus they are not required to handl e | DPR nessages.

An IDPR entity places |IDPR-specific information in each |IDPR control
message it originates; this information is significant only to
recipient I1DPR entities. Using "encapsul ation” across each domain,
an | DPR nessage tunnels fromsource to destination across an

i nternetwork through donains that may enpl oy di sparate intra-donain
addressi ng schenes and routing procedures.

As an alternative to encapsul ation, we had consi dered enbeddi ng | DPR
in P, as a set of IP options. However, this approach has the
fol | owi ng di sadvant ages:

- Only donmins that support IP would be able to participate in | DPR
domai ns that do not support |IP would be excl uded.

- Each gateway, policy or other, in a participating domain would at
| east have to recognize the IDPR option, even if it did not execute
the I DPR protocols. However, nobst comercial routers are not
optimzed for IP options processing, and so | DPR nessage handli ng
m ght require significant processing at each gateway.

- For sone IDPR protocols, in particular path control, the size
restrictions on I P options would preclude inclusion of all of the
necessary protocol-related information.

For these reasons, we decided against the | P option approach and in
favor of encapsul ation.

An | DPR nessage travels fromsource to destination between
consecutive policy gateways. FEach policy gateway encapsul ates the

| DPR nessage with information, for exanple an | P header, that will
enabl e the nmessage to reach the next policy gateway. Note that the
encapsul ati ng header and the | DPR-specific information nmay increase
the message size beyond the MIU of the given domain. However,
message fragnentation and reassenbly is the responsibility of the
protocol, for exanple |IP, that encapsul ates | DPR nessages for
transport between successive policy gateways; it is not currently the
responsibility of IDPR itself.

A policy gateway, when forwarding an | DPR nessage to a peer or a

nei ghbor policy gateway, encapsul ates the nessage in accordance with
t he addressing schene and routing procedure of the given domain and
indicates in the protocol field of the encapsul ati ng header that the
nmessage i s indeed an | DPR nessage. |Internediate gateways between the
two policy gateways forward the | DPR nessage as they would any ot her
message, using the information in the encapsul ating header. Only the
reci pient policy gateway interprets the protocol field, strips off
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t he encapsul ati ng header, and processes the | DPR nessage.

A policy gateway, when forwarding an | DPR nessage to a directly-
connect ed adj acent policy gateway, encapsul ates the nessage in
accordance with the addressing schene of the entities within the
virtual gateway and indicates in the protocol field of the
encapsul ati ng header that the nessage is indeed an | DPR nessage. The
recipient policy gateway strips off the encapsul ati ng header and
processes the | DPR nessage. W reconmend that the recipient policy
gateway performthe follow ng validation check of the encapsul ating
header, prior to stripping it off. Specifically, the recipient
policy gateway should verify that the source address and the
destination address in the encapsul ati ng header match t he adj acent
policy gateway's address and its own address, respectively.

Moreover, the recipient policy gateway should verify that the nmessage
arrived on the interface designated for the direct connection to the
adj acent policy gateway. These checks help to ensure that |IDPR
traffic that crosses dommi n boundaries does so only over direct
connecti ons between adjacent policy gateways.

Pol i cy gateways forward | DPR data nessages according to a forwarding
i nformati on database which maps "path identifiers", carried in the
dat a messages, into next policy gateways. Policy gateways forward

I DPR control nessages according to next policy gateways sel ected by
the particular IDPR control protocols associated with the nessages.
Di stingui shing | DPR data nessages and | DPR control nessages at the
encapsul ati ng protocol level, instead of at the |IDPR protocol |evel
elimnates an extra | evel of dispatching and hence nakes | DPR nmessage
forwarding nore efficient. Wen encapsulated within |IP nessages,

| DPR data nessages and | DPR control nessages carry the | P protocol
nunbers 35 and 38, respectively.

1.5.1. | DPR Data Message For mat
The path agents at a source domain determ ne which data nessages
generated by local hosts are to be handled by IDPR.  To each data

message selected for IDPR handling, a source path agent prepends the
foll owi ng header:
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0 1 2 3
01234567890123456789012345678901
T I T S S Tk it S S S S Sk L T T SR A s

| VERSION | PROTO | LENGTH |
oo oo o e e e e eeeemeeao - +
| PATH I D |
| |
o o e e e e e e e e e e e e e e e e eeeeeeo - +
| TI MESTAMP |
e e e e e e e e e e e e e e e e e e e e e e e e e e e m e e e e e - +
| | NT/ AUTH |
| |
o o o e e e e e e e e e e e e e e e e e e e ee e +

VERSI ON (8 bits) Version nunber for |DPR data nessages, currently
equal to 1.

PROTO (8 bits) Nuneric identifier for the protocol with which to
process the contents of the |IDPR data nessage. Only the path agent

at the destination interprets and acts upon the contents of the PROTO
field.

LENGTH (16 bits) Length of the entire |IDPR data nessage in bytes.

PATH ID (64 bits) Path identifier assigned by the source’s path agent
and consisting of the nunmeric identifier for the path agent’s domain
(16 bits), the nuneric identifier for the path agent’s policy gateway
(16 bits), and the path agent’s local path identifier (32 bits) (see
section 7.2).

TI MESTAMP (32 bits) Nunber of seconds el apsed since 1 January 1970
0: 00 QM.

I NT/ AUTH (vari abl e) Conmputed integrity/authentication val ue,
dependent on the type of integrity/authentication requested during
pat h setup.
W describe the IDPR control nessage header in section 2.4.

1.6. Security
| DPR cont ai ns nechani sns for verifying nessage integrity and source
authenticity and for protecting against certain types of denial of
service attacks. It is particularly inportant to keep |IDPR control
nmessages i ntact, because they carry control information critical to
the construction and use of viable policy routes between domains.

Al'l 1 DPR nessages carry a single piece of information, referred to as
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the "integrity/authentication value", which may be used not only to
det ect nessage corruption but also to verify the authenticity of the
nmessage source. In the Internet, the ANA will sanction the set of
valid al gorithnms which may be used to conpute the
integrity/authentication values. This set may include algorithns
that performonly nmessage integrity checks such as n-bit cyclic
redundancy checksuns (CRCs), as well as algorithms that perform both
nmessage integrity and source authentication checks such as signed
hash functions of nessage contents.

Each domain admnistrator is free to sel ect any
integrity/authentication algorithm fromthe set specified by the

| ANA, for conputing the integrity/authentication values contained in
its donmmin's nmessages. However, we recommend that IDPR entities in
each domai n be capabl e of executing all of the valid algorithns so
that an IDPR control nessage originating at an entity in one domain
can be properly checked by an entity in another domain.

Each I DPR control nessage nust carry a non-nul
integrity/authentication value. W reconmend that control nessage
integrity/authentication be based on a digital signature algorithm
applied to a one-way hash function, such as RSA applied to MD5 [17],
whi ch sinultaneously verifies message integrity and source
authenticity. The digital signature may be based on either public-
key or private-key cryptography. Qur approach to digital signature
use in IDPR is based on the privacy-enhanced Internet electronic nail
service [13]-[15], already available in the Internet.

We do not require that | DPR data messages carry a non-nul
integrity/authentication value. In fact, we recommend that a higher
| ayer (end-to-end) procedure, and not |IDPR, assunme responsibility for
checking the integrity and authenticity of data nessages, because of
t he amount of conputation invol ved.

1.7. Timestanps and C ock Synchronization

Each | DPR nessage carries a tinestanp (expressed in seconds el apsed
since 1 January 1970 0:00 GMI, followi ng the UNI X precedent) supplied
by the source IDPR entity, which serves to indicate the age of the
message. |IDPR entities use the absolute value of the tinmestanp to
confirmthat a message is current and use the relative difference

bet ween tinestanps to determ ne which nessage contains the nore
recent information.

All IDPR entities nust possess internal clocks that are synchronized
to some degree, in order for the absolute value of a nessage
timestanp to be neaningful. The synchronization granularity required

by IDPR is on the order of minutes and can be achi eved nmanual ly.
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Thus, a clock synchroni zati on protocol operating anong all |DPR
entities in all domains, while useful, is not necessary.

An IDPR entity can determ ne whether to accept or reject a nmessage
based on the di screpancy between the nmessage’s tinestanp and the
entity’s own internal clock tine. Any |IDPR nessage whose tinestanp
lies outside of the acceptable range nmay contain stale or corrupted
i nformati on or may have been issued by a source whose internal clock
has | ost synchronization with the message recipient’s internal clock
Ti mestanp checks are required for control nessages because of the
consequences of propagating and acting upon incorrect contro

i nformati on. However, tinestanp checks are discretionary for data
messages but may be invoked during probl em diagnosis, for exanple,
when checking for suspected nessage repl ays.

We note that none of the IDPR protocols contain explicit provisions
for dealing with an exhausted tinestanp space. As tinestanp space
exhaustion will not occur until well into the next century, we expect
ti mestanp space viability to outlast the | DPR protocols.

1.8. Network Managenent

In this docunent, we do not describe how to configure and nanage

| DPR.  However, in this section, we do provide a list of the types of
| DPR configuration information required. Also, in later sections
describing the IDPR protocols, we briefly note the types of
exceptional events that nmust be | ogged for network nanagenent.

Conpl ete descriptions of IDPR entity configuration and | DPR managed
objects appear in [7] and [8] respectively.

To participate in inter-domain policy routing, policy gateways and
route servers within a domain each require configuration information.
Sone of the configuration information is specifically defined within
the given domain, while some of the configuration information is

uni versal ly defined throughout an internetwork. A domain

adm ni strator determ nes domai n-specific information, and in the
Internet, the I ANA deternines globally significant information.

To produce valid donmain configurations, the domain adm nistrators
nmust receive the follow ng global information fromthe | ANA

- For each integrity/authentication type, the nuneric
identifier, syntax, and semantics. Available integrity and
aut hentication types include but are not limted to:

0 public-key based si gnatures;

o} privat e-key based signatures
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o] cyclic redundancy checksuns;
0 no integrity/authentication

- For each user class, the nuneric identifier, syntax, and
semantics. Available user classes include but are not limted to:

o] federal (and if necessary, agency-specific such as NSF, DOD
DOE, etc.);

o] research;

o] conmer ci al

0 support.

- For each offered service that may be advertised in transit
policies, the nuneric identifier, syntax, and semantics. Available
of fered services include but are not linited to:

0 aver age nessage del ay;

o} nmessage del ay variation

o] aver age bandw dt h avail abl e;
0 avai | abl e bandwi dth variation
o} maxi mum transfer unit (MIU)

o] charge per byte;

o} charge per nessage

o} charge per unit tine.

- For each access restriction that nmay be advertised in transit
policies, the nunmeric identifier, syntax, and semantics. Available
access restrictions include but are not limted to:

o] Source and destination domai ns and host sets.
o] User cl asses.

0 Entry and exit virtual gateways.

o} Ti re of day.
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- For each requested service that nmay appear within a path setup
message, the nuneric identifier, syntax, and senmantics. Available
requested services include but are not limted to:

0 maxi mum path life in mnutes, nmessages, or bytes;

o} integrity/authentication algorithns to be used on data
nessages sent over the path;

0 upper bound on path del ay;

o} m ni num del ay pat h;

o] upper bound on path delay variation
0 m ni mum del ay vari ati on path;

o} | ower bound on path bandw dt h;

o] maxi mum bandwi dt h pat h;

0 upper bound on nobnetary cost;

o} m ni mum nonetary cost path.

In an internetwork-w de inplenentation of |IDPR the set of gl oba
configuration paraneters and their syntax and semantics nust be
consi stent across all participating domains. The | ANA, responsible
for establishing the full set of global configuration paraneters in
the Internet, relies on the cooperation of the adm nistrators of al
participating donmains to ensure that the gl obal paranmeters are
consistent with the desired transit policies and user service

requi renents of each donmain. Moreover, as the syntax and senmantics
of the global paranmeters affects the syntax and semantics of the
correspondi ng | DPR software, the I ANA nust carefully define each

gl obal paraneter so that it is unlikely to require future
nodi fi cati on.

The | ANA provi des configured global information to configuration
servers in all domains participating in IDPR  Each domain

adm ni strator uses the configured gl obal information maintained by
its configuration servers to develop configurations for each | DPR
entity within its domain. Each configuration server retains a copy
of the configuration for each local IDPR entity and al so distributes
the configuration to that entity using, for exanple, SNW
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1.8.1. Policy Gateway Configuration

Each policy gateway rmust contain sufficient configuration infornmation
to performits IDPR functions, which subsune those of the path agent.
These include: validating IDPR control nessages; generating and

di stributing virtual gateway connectivity and routing infornation
messages to peer, neighbor, and adjacent policy gateways;
distributing routing informati on messages to route servers inits
domai n; resolving destination addresses; requesting policy routes
fromroute servers; selecting policy routes and initiating path
setup; ensuring consistency of a path with its domain’s transit
policies; establishing path forwardi ng i nformation; and forwardi ng

| DPR data nessages al ong existing paths. The necessary configuration
i nformation includes the follow ng:

- For each integrity/authentication type, the nuneric identifier,
syntax, and senanti cs.

- For each policy gateway and route server in the given domain, the
nuneric identifier and set of addresses or nanes.

- For each virtual gateway connected to the given domain, the nuneric
identifier, the nuneric identifiers for the constituent peer policy
gat eways, and the nuneric identifier for the adjacent donain.

- For each virtual gateway of which the given policy gateway is a
menber, the nuneric identifiers and set of addresses for the
constituent adjacent policy gateways.

- For each policy gateway directly-connected and adjacent to the
gi ven policy gateway, the local connecting interface.

- For each local route server to which the given policy gateway
distributes routing information, the nuneric identifier.

- For each source policy applicable to hosts within the given donain,
the syntax and semantics.

- For each transit policy applicable to the domain, the numeric
identifier, syntax, and semantics.

- For each requested service that nmay appear within a path setup
message, the nuneric identifier, syntax, and senmantics.

- For each source user class, the nunmeric identifier, syntax, and
semanti cs.
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1.8.2. Route Server Configuration

Each route server nust contain sufficient configuration information
to performits IDPR functions, which subsune those of the path agent.
These include: validating IDPR control nmessages; deci phering and
storing the contents of routing informati on nessages; exchangi ng
routing information with other route servers and policy gateways;
generating policy routes that respect transit policy restrictions and
source service requirenents; distributing policy routes to path
agents in policy gateways; resolving destination addresses; selecting
policy routes and initiating path setup; establishing path forwarding
i nformation; and forwardi ng | DPR data nessages al ong exi sting paths.
The necessary configuration information includes the foll ow ng:

- For each integrity/authentication type, the nuneric identifier
syntax, and senanti cs.

- For each policy gateway and route server in the given domain, the
nuneric identifier and set of addresses or nanes.

- For each source policy applicable to hosts within the given donain,
the syntax and semantics.

- For access restriction that nay be advertised in transit
policies, the nuneric identifier, syntax, and senmantics.

- For each offered service that may be advertised in transit policies,
the nuneric identifier, syntax, and semantics.

- For each requested service that nmay appear within a path setup
message, the nuneric identifier, syntax, and senmantics.

- For each source user class, the nunmeric identifier, syntax, and
semanti cs.

2. Control Message Transport Protoco

| DPR control nessages convey routing-related infornmation that
directly affects the policy routes generated and the paths set up
across the Internet. FErrors in IDPR control nessages can have

wi despread, deleterious effects on inter-domain policy routing, and
so the I DPR protocols have been designed to nminimze | oss and
corruption of control nessages. For every control nessage it
transmits, each IDPR protocol expects to receive notification as to
whet her the control message successfully reached the intended | DPR
reci pient. Mreover, the IDPR recipient of a control nessage first
verifies that the nmessage appears to be well-fornmed, before acting on
its contents.

St eenstrup [ Page 18]



RFC 1479 | DPR Pr ot ocol July 1993

Al'l 1 DPR protocols use the Control Message Transport Protocol (CMIP)
a connectionl ess, transaction-based transport |ayer protocol, for
conmuni cation with intended recipients of control nessages. CMIP
retransmts unacknow edged control messages and applies integrity and
aut henticity checks to received control nessages.

There are three types of CMIP nessages:

DATAGRAM
Contai ns | DPR control nessages.

ACK: Positive acknow edgenent in response to a DATAGRAM nessage.
NAK: Negative acknow edgenent in response to a DATAGRAM nessage.

Each CMIP nessage contains several pieces of information supplied by
the sender that allow the recipient to test the integrity and
authenticity of the message. The set of integrity and authenticity
checks perforned after CMIP nessage reception are collectively
referred to as "validation checks" and are described in section 2.3.

When we first designed the I DPR protocols, CMIP as a distinct

protocol did not exist. Instead, CMIP-equivalent functionality was
enbedded in each IDPR protocol. To provide a cleaner inplenentation
we | ater decided to provide a single transport protocol that could be
used by all IDPR protocols. W originally considered using an

exi sting transport protocol, but rejected this approach for the

foll owi ng reasons:

- The existing reliable transport protocols do not provide all of the
val idation checks, in particular the tinestanp and authenticity
checks, required by the IDPR protocols. Hence, if we were to use
one of these protocols, we would still have to provide a separate
protocol on top of the transport protocol to force retransmn ssion of
| DPR nessages that failed to pass the required validation checks.

- Many of the existing reliable transport protocols are w ndow based
and hence can result in increased nessage delay and resource use
when, as is the case with IDPR nultiple i ndependent nessages use
the sane transport connection. A single nmessage experiencing
transm ssion probl ens and requiring retransm ssion can prevent the
wi ndow from advanci ng, forcing all subsequent nessages to queue
behind it. Mreover, many of the w ndow based protocols do not
support selective retransnission of failed nessages but instead
require retransm ssion of not only the failed nessage but al so al
precedi ng nessages w thin the w ndow.

For these reasons, we decided agai nst using an existing transport

St eenstrup [ Page 19]



RFC 1479 | DPR Pr ot ocol July 1993

protocol and in favor of devel opi ng CMIP
2.1. Message Transnission

At the transmitting entity, when an |IDPR protocol is ready to issue a
control nessage, it passes a copy of the nmessage to CMIP; it al so
passes a set of paraneters to CMIP for inclusion in the CMIP header
and for proper CMIP message handling. |In turn, CMIP converts the
control nessage and associ ated paraneters into a DATAGRAM by
prependi ng the appropriate header to the control nessage. The CMIP
header contains several pieces of information to aid the nessage
recipient in detecting errors (see section 2.4). Each |DPR protoco
can specify all of the following CMIP paraneters applicable to its
control nessage

- | DPR protocol and nessage type

- Desti nati on.

- Integrity/authentication schene.

- Ti mest anp.

- Maxi mum nunber of transmi ssions allotted.
- Retransmi ssion interval in mcroseconds.

One of these paraneters, the tinmestanp, can be specified directly by
CMIP as the internal clock time at which the nessage is transmtted.
However, two of the IDPR protocols, nanely flooding and path control
t hensel ves require nessage generation tinestanps for proper protoco
operation. Thus, instead of requiring CMIP to pass back a tinmestanp
to an IDPR protocol, we sinplify the service interface between CMIP
and the I DPR protocols by allowi ng an I DPR protocol to specify the
timestanp in the first place

Usi ng the control nessage and acconpanyi ng paraneters supplied by the
| DPR protocol, CMIP constructs a DATAGRAM adding to the header
CMIP-speci fic parameters. In particular, CMIP assigns a "transaction
identifier" to each DATAGRAM generated, which it uses to associate
acknow edgenments wi th DATAGRAM nmessages. Each DATAGRAM reci pi ent

i ncludes the received transaction identifier inits returned ACK or
NAK, and each DATAGRAM sender uses the transaction identifier to

mat ch the received ACK or NAK with the original DATAGRAM

A singl e DATAGRAM for exanple a routing informati on nessage or a

path control nmessage, may be handl ed by CMIP at many different policy
gateways. Wthin a pair of consecutive IDPR entities, the DATAGRAM

St eenstrup [ Page 20]



RFC 1479 | DPR Pr ot ocol July 1993

sender expects to receive an acknow edgenent from the DATAGRAM

reci pient. However, only the IDPR entity that actually generated the
ori gi nal CMIP DATAGRAM has control over the transaction identifier
because that entity may supply a digital signature that covers the
entire DATAGRAM The internedi ate policy gateways that transmt the
DATAGRAM do not change the transaction identifier. Nevertheless, at
each DATAGRAM recipient, the transaction identifier nmust uniquely

di stingui sh the DATAGRAM so that only one acknow edgenment fromthe
next DATAGRAM reci pi ent matches the origi nal DATAGRAM  Therefore,
the transaction identifier nust be globally unique.

The transaction identifier consists of the nuneric identifiers for
the donain and IDPR entity (policy gateway or route server) issuing
the original DATAGRAM together with a 32-bit |ocal identifier
assigned by CMIP operating within that IDPR entity. W recomend

i npl ementing the 32-bit local identifier either as a sinple counter
increnmented for each DATAGRAM generated or as a fine granularity
clock. The former always guarantees uni queness of transaction
identifiers; the latter guarantees uni queness of transaction
identifiers, provided the clock granularity is finer than the m ni num
possi bl e interval between DATAGRAM generations and the cl ock wapping
period is longer than the maxi numround-trip delay to and from any

i nternetwork destination

Before transmitting a DATAGRAM CMIP conputes the I ength of the
entire nessage, taking into account the prescribed
integrity/authentication scheme, and then conputes the
integrity/authentication value over the whol e nessage. CMIP includes
both of these quantities, which are crucial for checki ng nessage
integrity and authenticity at the recipient, in the DATAGRAM header
After sending a DATAGRAM CMIP saves a copy and sets an associ at ed
retransmssion tiner, as directed by the | DPR protocol paraneters.
If the retransnission tiner fires and CMIP has recei ved neither an
ACK nor a NAK for the DATAGRAM CMIP then retransnits the DATAGRAM
provided this retransm ssion does not exceed the transm ssion
allotment. Wenever a DATAGRAM exhausts its transm ssion allotnent,
CMIP di scards the DATAGRAM inforns the | DPR protocol that the
control message transm ssion was not successful, and | ogs the event
for network managerment. In this case, the |IDPR protocol may either
resubmt its control message to CMIP, specifying an alternate
destination, or discard the control nessage altogether
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2.2. Message Reception

At the receiving entity, when CMIP obtains a DATAGRAM it takes one
of the follow ng actions, dependi ng upon the outcone of the nessage
val i dati on checks:

- The DATAGRAM passes the CMIP validation checks. CMIP then delivers
the DATAGRAM wi th encl osed | DPR control nessage, to the appropriate
| DPR protocol, which in turn applies its own integrity checks to
the control message before acting on the contents. The recipient
| DPR protocol, except in one case, directs CMIP to generate an ACK
and return the ACK to the sender. That exception is the up/down
protocol (see section 3.2) which determ nes reachability of
adj acent policy gateways and does not use CMIP ACK nessages to

notify the sender of message reception. Instead, the up/down
prot ocol messages thenselves carry inplicit information about
message reception at the adjacent policy gateway. |In the cases

where the recipient IDPR protocol directs CMIP to generate an ACK
it may pass control information to CMIP for inclusion in the ACK
dependi ng on the contents of the original |IDPR control nessage.
For exanple, a route server unable to fill a request for routing
informati on may informthe requesting IDPR entity, through an ACK
for the initial request, to place its request el sewhere.

- The DATAGRAM fails at |east one of the CMIP validation checks.
CMIP then generates a NAK, returns the NAK to the sender, and
di scards the DATACRAM regardl ess of the type of IDPR contro
nmessage contained in the DATAGRAM The NAK i ndi cates the nature of
the validation failure and serves to help the sender establish
conmmuni cation with the recipient. In particular, the CMIP NAK
provi des a nechani smfor negotiation of |DPR version and
integrity/authentication scheme, two paraneters crucial for
est abl i shing communi cati on between IDPR entities.

Upon receiving an ACK or a NAK, CMIP i medi ately discards the nessage
if at | east one of the validation checks fails or if it is unable to
| ocate the associ ated DATAGRAM CMIP |l ogs the latter event for
network managenment. Oherwise, if all of the validation checks pass
and if it is able to locate the associ ated DATAGRAM CMIP clears the
associ ated retransm ssion tinmer and then takes one of the foll ow ng
actions, depending upon the nmessage type:

- The nessage is an ACK. CMIP discards the associ at ed DATAGRAM and
delivers the ACK, which may contain IDPR control information, to
the appropriate | DPR protocol

- The nessage is a NAK. If the associ ated DATAGRAM has exhausted its
transm ssion allotnent, CMIP discards the DATAGRAM inforns the
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2.

3.

appropriate I DPR protocol that the control nessage transnission was
not successful, and |l ogs the event for network nanagenent.

O herwi se, if the associ ated DATAGRAM has not yet exhausted its
transm ssion allotment, CMIP first checks its copy of the DATAGRAM
against the failure indication contained in the NAK. If its
DATAGRAM copy appears to be intact, CMIP retransnits the DATAGRAM
and sets the associated retransmission tinmer. However, if its
DATAGRAM copy appears to be corrupted, CMIP discards the DATAGRAM
informs the IDPR protocol that the control nessage transni ssion was
not successful, and | ogs the event for network nmanagemnent.

Message Val i dation

On every CMIP nessage received, CMIP perforns a set of validation
checks to test nmessage integrity and authenticity. The order in
whi ch these tests are executed is inmportant. CMIP nust first
determine if it can parse enough of the nessage to conpute the
integrity/authentication value. (Refer to section 2.4 for a
description of CMIP nessage formats.) Then, CMIP nust immedi ately
conmpute the integrity/authentication value before checking other
header information. An incorrect integrity/authentication value
means that the nessage is corrupted, and so it is likely that CMIP
header information is incorrect. Checking specific header fields
before conputing the integrity/authentication value not only nay
waste tine and resources, but also may lead to incorrect diagnoses of
a validation failure

The CMIP validation checks are as foll ows:

- CMIP verifies that it can recognize both the control nessage
version type contained in the header. Failure to recognize either
one of these values neans that CMIP cannot continue to parse the
nessage

- CMIP verifies that it can recognize and accept the
integrity/authentication type contained in the header; no
integrity/authentication is not an acceptable type for CMIP

- CMIP conputes the integrity/authentication value and verifies that
it equals the integrity/authentication value contained in the
header. For key-based integrity/authentication schenes, CMIP may
use the source donain identifier contained in the CMIP header to
i ndex the correct key. Failure to index a key nmeans that CMIP
cannot conpute the integrity/authentication val ue.

- CMIP conputes the nessage length in bytes and verifies that it
equal s the length val ue contained in the header
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- CMIP verifies that the nessage tinestanp is in the acceptable
range. The nessage should be no nore recent than cmtp_new (300)
seconds ahead of the entity’s current internal clock time. |In this
docunent, when we present an | DPR system configuration paraneter,
such as cntp_new, we usually followit with a recormended val ue in
parent heses. The cntp_new value allows sonme clock drift between
IDPR entities. Mreover, each IDPR protocol has its own limt on
the maxi num age of its control messages. The nessage should be no
| ess recent than a prescribed nunber of seconds behind the
recipient entity's current internal clock tinme. Hence, each |IDPR
protocol perforns its own nessage tinestanp check in addition to
that perforned by CMIP

- CMIP verifies that it can recognize the | DPR protocol designated
for the encl osed control nessage.

Whenever CMIP encounters a failure while perform ng any of these

val idation checks, it logs the event for network nmanagenent. |f the
failure occurs on a DATAGRAM CMIP i medi ately generates a NAK
containing the reason for the failure, returns the NAK to the sender
and di scards the DATAGRAM nessage. |If the failure occurs on an ACK
or a NAK, CMIP di scards the ACK or NAK nessage.

2.4, CMIP Message Formats

In designing the format of |DPR control nessages, we have attenpted
to strike a bal ance between efficiency of Iink bandw dth usage and

ef ficiency of nessage processing. In general, we have chosen conpact
representations for IDPR information in order to minimze the link
bandwi dt h consuned by | DPR-specific information. However, we have

al so organi zed IDPR infornation in order to speed nmessage processing,
whi ch does not always result in mininmumlink bandwi dth usage.

To limt Iink bandwi dth usage, we currently use fixed-length
identifier fields in |IDPR nmessages; domains, virtual gateways, policy
gat eways, and route servers are all represented by fixed-length
identifiers. To sinplify nmessage processing, we currently align
fields containing an even nunber of bytes on even-byte boundaries
within a message. In the future, if the Internet adopts the use of
super dormains, we will offer hierarchical, variable-length identifier
fields in an updated version of |IDPR

The header of each CMIP nessage contains the follow ng information:
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0 1 2 3
01234567890123456789012345678901
T I T S S Tk it S S S S Sk L T T SR A s

| VERSI ON | PRT | MSG | DPR | DMS | I/A TYP
S Fomm - Fomm - Fomm - Fomm - S +
| SOURCE AD | SOURCE ENT

o m e e e e e eae oo o m e e e e e eae oo +
| TRANS I D |
o o o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e me o +
| TI MESTAMP

o e e e e e e e e e e e e e e e e e m o o e e e e e e e e e e e e e e e e e m o +
| LENGTH | nessage specific |
o m e e e e e eae oo o m e e e e e eae oo +
| DATAGRAM AD | DATAGRAM ENT |
o m e e e e e e e e a o a oo o m e e e e e e e e a o a oo +
| | NFORM |
o e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e +
| | NT/ AUTH
D L
VERSI ON

(8 bits) Version nunber for |IDPR control nessages, currently
equal to 1.

PRT (4 bits) Numeric identifier for the control nessage transport
protocol, equal to O for CMIP

M5G (4 bits) Nuneric identifier for the CMIP nessage type,equal to O
for a DATAGRAM 1 for an ACK, and 2 for a NAK

DPR (4 bits) Numeric identifier for the original DATAGRAM s | DPR
prot ocol type

DMS (4 bits) Nunmeric identifier for the original DATAGRAM s | DPR
nessage type

I/A TYP (8 bits) Numeric identifier for the integrity/authentication
schene used. CMIP requires the use of an
integrity/authentication scheme; this value nust not be set
equal to O, indicating no integrity/authentication in use.

SOURCE AD (16 bits) Nuneric identifier for the donmain containing the
IDPR entity that generated the nessage.

SOURCE ENT (16 bits) Numeric identifier for the IDPR entity that
gener ated the nessage.
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TRANSACTION I D (32 bits) Local transaction identifier assigned by the
IDPR entity that generated the origi nal DATAGRAM

TI MESTAMP (32 bits) Nunmber of seconds el apsed since 1 January 1970
0: 00 QM.

LENGTH (16 bits) Length of the entire |IDPR control nessage, including
the CMIP header, in bytes.

nmessage specific (16 bits) Dependent upon CMIP nmessage type.
For DATAGRAM and ACK nessages:
RESERVED
(16 bits) Reserved for future use and currently set
equal to O.
For NAK nessages:
ERR TYP (8 bits) Numeric identifier for the type of CMIP
validation failure encountered. Validation failures
i nclude the follow ng types:

1. Unr ecogni zed | DPR control nessage versi on nunber.

2. Unr ecogni zed CMIP nessage type

3. Unrecogni zed integrity/authentication schene.
4, Unacceptabl e integrity/authentication schene.
5. Unabl e to | ocate key using source domain.

6. Incorrect integrity/authentication val ue.

7. I ncorrect nessage | ength.

8. Message tinestanp out of range.

9. Unr ecogni zed | DPR protocol designated for the
encl osed control nessage.
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ERR I NFO (8 bits) CMIP supplies the follow ng additiona
i nformati on for the designated types of validation
failures:

Type 1:
Acceptabl e | DPR control nessage versi on nunber.

Types 3 and 4: Acceptable integrity/authentication
type.

DATAGRAM AD
(16 bits) Nuneric identifier for the domain containing the | DPR
entity that generated the original DATAGRAM Present only in
ACK and NAK nmessages.

DATAGRAM ENT (16 bits) Nuneric identifier for the IDPR entity that
generated the origi nal DATAGRAM Present only in ACK and NAK
nessages.

| NFORM (optional ,variable) Infornmation to be interpreted by the |IDPR
protocol that issued the original DATAGRAM Present only in ACK
nmessages and dependent on the origi nal DATAGRAM s | DPR pr ot oco

type.

I NT/ AUTH (vari abl e) Conputed integrity/authentication val ue,
dependent on the type of integrity/authentication schenme used.

3. Virtual Gateway Protoco

Every policy gateway within a domain participates in gathering

i nformati on about connectivity within and between virtual gateways of
which it is a nenber and in distributing this information to other
virtual gateways in its domain. W refer to these functions
collectively as the Virtual Gateway Protocol (VGP)

The information collected through VG has both |ocal and gl oba
significance for IDPR  Virtual gateway connectivity information,
distributed to policy gateways within a single domain, aids those
policy gateways in selecting routes across and between virtua

gat eways connecting their domain to adjacent domains. |Inter-domain
connectivity information, distributed throughout an internetwork in
routing informati on nessages, aids route servers in constructing
feasible policy routes.

Provi ded that a domain contains sinple virtual gateway and transit
policy configurations, one need only inplement a small subset of the
VGP functions. The connectivity anong policy gateways within a
virtual gateway and the heterogeneity of transit policies within a
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domai n deternine which VG functions nust be inplenented, as we
explain toward the end of this section

3.1. Message Scope

Pol i cy gateways generate VGP nessages containing information about
percei ved changes in virtual gateway connectivity and distribute

t hese nessages to other policy gateways within the sane donai n and
within the sane virtual gateway. W classify VG nessages into three
di stinct categories: "pair-PG', "intra-VG', and "inter-VG', depending
upon t he scope of nessage distribution

Pol i cy gateways use CMIP for reliable transport of VGP nessages. The
i ssui ng policy gateway nust comuni cate to CMIP t he maxi mum nunmber of
transm ssi ons per VGP nessage, vgp_ret, and the interval between VGP
nmessage retransm ssions, vgp_int mcroseconds. The recipient policy
gat eway nust determ ne VGP nessage acceptability; conditions of
acceptability depend on the type of VGP nessage, as we describe

bel ow

Policy gateways store, act upon, and in the case of inter-VG
nmessages, forward the information contained in acceptable VGP
messages. VGP nessages that pass the CMIP validati on checks but fai
a specific VG nessage acceptability check are considered to be
unacceptabl e and are hence di scarded by recipient policy gateways. A
policy gateway that receives an unacceptabl e VG nessage al so | ogs
the event for network nanagenent.

3.1.1. Pair-PG Messages
Pai r - PG nessage conmuni cation occurs between the two nmenbers of a
pai r of adjacent, peer, or neighbor policy gateways. Wth IDPR, the
only pair-PG nessages are those periodically generated by the up/down
protocol and used to monitor mutual reachability between policy
gat eways
A pair-PG nessage is "acceptable" if:
- It passes the CMIP validation checks.

- Its tinmestanp is less than vgp_old (300) seconds behind the
recipient’s internal clock tine.

Its destination policy gateway identifier coincides with the
identifier of the recipient policy gateway.

- Its source policy gateway identifier coincides with the identifier
of a policy gateway configured for the recipient’s donmain or
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associ ated virtual gateway.
3.1.2. Intra-VG Messages

I ntra-VG nmessage conmuni cati on occurs between one policy gateway and
all of its peers. \Whenever a policy gateway discovers that its
connectivity to an adjacent or nei ghbor policy gateway has changed,
it issues an intra-VG nessage indicating the connectivity change to
all of its reachable peers. Wenever a policy gateway detects that a
previ ously unreachabl e peer is now reachable, it issues, to that
peer, intra-VG nessages indicating connectivity to adjacent and

nei ghbor policy gateways. |If the issuing policy gateway fails to
recei ve an anal ogous intra-VG nessage fromthe newy reachabl e peer
within twice the configured VG retransni ssion interval, vgp_int

m croseconds, it actively requests the intra-VG nessage fromthat
peer. These nmessage exchanges ensure that peers maintain a

consi stent view of each others’ connectivity to adjacent and nei ghbor
policy gateways.

An intra-VG nessage is "acceptable" if:
- It passes the CMIP validation checks.

- Its tinmestanp is less than vgp_old (300) seconds behind the
recipient’s internal clock tine.

- Its virtual gateway identifier coincides with that of a virtua
gateway configured for the recipient’s donmain.

3.1.3. Inter-VG Messages

I nter-VG nessage commruni cati on occurs between one policy gateway and
all of its neighbors. Wenever the |owest-nunbered operationa

policy gateway in a set of nutually reachabl e peers di scovers that
its virtual gateway’ s connectivity to the adjacent domain or to

anot her virtual gateway has changed, it issues an inter-VG nessage

i ndi cating the connectivity change to all of its neighbors.
Specifically, the policy gateway distributes an inter-VG nessage to a
"VG representative" policy gateway (see section 3.1.4 below) in each
virtual gateway in the domain. Each VG representative in turn
propagates the inter-VG nessage to each of its peers.

Whenever the | owest-nunbered operational policy gateway in a set of
mutual |y peers detects that one or nore previously unreachabl e peers
are now reachable, it issues, to the | owest-nunbered operationa
policy gateway in all other virtual gateways, requests for inter-VG

i nformati on indicating connectivity to adjacent donmains and to other
virtual gateways. The recipient policy gateways return the requested
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i nter-VG nessages to the issuing policy gateway, which in turn
distributes the nmessages to the newy reachabl e peers. These nessage
exchanges ensure that virtual gateways nmintain a consistent view of
each others’ connectivity, while consuning mnimal domain resources
in distributing connectivity information.

An inter-VG nessage contains information about the entire virtua
gat eway, not just about the issuing policy gateway. Thus, when
virtual gateway connectivity changes happen in rapid succession

reci pients of the resultant inter-VG nessages should be able to
determ ne the nost recent nmessage and that nessage nust contain the
current virtual gateway connectivity information. To ensure that the
connectivity information distributed is consistent and unanbi guous,
we designhate a single policy gateway, nanely the | owest-nunbered
operational peer, for generating and distributing inter-VG nessages.
It is a sinple procedure for a set of nmutually reachable peers to
determ ne the | owest-nunbered nenber, as we describe in section 3.2
bel ow.

To understand why a single nenber of a virtual gateway nust issue

i nter-VG nmessages, consider the follow ng exanple. Suppose that two
peers in a virtual gateway each detect a different connectivity
change and generate separate inter-VG nessages. Recipients of these
messages may not be able to determ ne which nessage is nore recent if
policy gateway internal clocks are not perfectly synchronized.
Moreover, even if the clocks were perfectly synchronized, and hence
nmessage recency could be consistently determined, it is possible for
each peer to issue its inter-VG nmessage before receiving current
information fromthe other. As a result, neither inter-VG nessage
contains the correct connectivity fromthe perspective of the virtua
gateway. However, these problens are elimnated if all inter-VG
messages are generated by a single peer within a virtual gateway, in
particul ar the | owest-nunbered operational policy gateway.

An inter-VG nmessage is "acceptable" if:

- It passes the CMIP validation checks.

Its timestanp is less than vgp_old (300) seconds behind the
recipient’s internal clock tine.

- Its virtual gateway identifier coincides with that of a virtua
gateway configured for the recipient’s donain

- Its source policy gateway identifier represents the | owest nunbered

operational nenber of the issuing virtual gateway, reachable from
the reci pient.
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Distribution of intra-VG nessages anong peers often triggers
generation and distribution of inter-VG nessages anong virtua
gateways. Usually, the | owest-nunbered operational policy gateway in
a virtual gateway generates and distributes an inter-VG nessage

i medi ately after detecting a change in virtual gateway connectivity,
t hrough recei pt or generation of an intra-VG nessage. However, if
this policy gateway is also waiting for an intra-VG nessage froma
new y reachable peer, it does not imediately generate and distribute
the inter-VG nessage

Waiting for intra-VG nessages enabl es the | owest-nunbered operationa
policy gateway in a virtual gateway to gather the nobst recent
connectivity information for inclusion in the inter-VG nessage.
However, under unusual circunmstances, the policy gateway may fail to
receive an intra-VG nessage froma newy reachabl e peer, even after
actively requesting such a nessage. To accommpdate this case, VGP
uses an upper bound of four times the configured retransm ssion
interval, vgp_int mcroseconds, on the amount of tine to wait before
generating and distributing an inter-VG nessage, when receipt of an
i ntra-VG nessage i s pendi ng.

3.1.4. VG Representatives

When distributing an inter-VG nessage, the issuing policy gateway

sel ects as recipients one neighbor, the VG Representative, from each
virtual gateway in the domain. To be selected as a VG
representative, a policy gateway nust be reachable fromthe issuing
policy gateway via intra-domain routing. The issuing policy gateway
gi ves preference to neighbors that are nenbers of nore than one
virtual gateway. Such a neighbor acts as a VG representative for al
virtual gateways of which it is a nmenber and restricts inter-VG
message distribution as follows: any policy gateway that is a peer in
nmore than one of the represented virtual gateways receives at nost
one copy of the inter-VG nessage. This nessage distribution strategy
m ni m zes the nunber of message copies required for di ssem nating
inter-VG information.

3.2. Up/ Down Protoco

Directly-connected adjacent policy gateways execute the Up/Down
Protocol to determ ne nmutual reachability. Pairs of peer or nei ghbor
policy gateways can determ ne nutual reachability through information
provided by the intra-donain routing procedure or through execution
of the up/down protocol. In general, we do not recomrend

i mpl enenting the up/ down protocol between each pair of policy
gateways in a domain, as it results in Q n**2) (where n is the nunber
of policy gateways within the domain) comruni cations conpl exity.
However, if the intra-domain routing procedure is slowto detect

St eenstrup [ Page 31]



RFC 1479 | DPR Pr ot ocol July 1993

connectivity changes or is unable to report reachability at the |IDPR
entity level, the reachability information obtained through the

up/ down protocol may well be worth the extra conmunications cost. In
the remai nder of this section, we decribe the up/down protocol from

t he perspective of adjacent policy gateways, but we note that the

i dentical protocol can be applied to peer and nei ghbor policy

gat eways as wel |l .

The up/down protocol deternines whether the direct connection between
adj acent policy gateways is acceptable for data traffic transport. A
direct connection is presuned to be "down" (unacceptable for data
traffic transport) until the up/down protocol declares it to be "up"
(acceptable for data traffic transport). W say that a virtua
gateway is "up" if there exists at |east one pair of adjacent policy
gat eways whose direct connection is acceptable for data traffic
transport, and that a virtual gateway is "down" if there exists no
such pair of adjacent policy gateways.

When executing the up/down protocol, policy gateways exchange UP/ DOMN
messages every ud_per (1) second. Al policy gateways use the same
default period of ud_per initially and then negotiate a preferred
peri od through exchange of UP/DOAN nmessages. A policy gateway
reports its desired value for ud_per within its UP/DOMNN nessages. It
then chooses the larger of its desired value and that of the adjacent
policy gateway as the period for exchangi ng subsequent UP/ DOMN
messages. Policy gateways al so exchange, in UP/ DONN nessages,

i nformati on about the identity of their respective domai n conponents.
This information assists the policy gateways in selecting routes
across virtual gateways to partitioned domains.

Each UP/ DOMN nessage is transported using CMIP and hence is covered
by the CMIP validation checks. However, unlike other IDPR contro
nmessages, UP/ DOAN nessages do not require reliable transport.
Specifically, the up/down protocol requires only a single
transm ssi on per UP/ DOAN nmessage and never directs CMIP to return an
ACK. As pair-PG nessages, UP/ DOMNN nessages are acceptabl e under the
condi tions described in section 3.1.1.

Each policy gateway assesses the state of its direct connection, to

t he adjacent policy gateway, by counting the nunber of acceptable

UP/ DOMN nessages received within a set of consecutive periods. A
policy gateway comuni cates its perception of the state of the direct
connection through its UP/ DOMNN nessages. Initially, a policy gateway
i ndi cates the down state in each of its UP/DOMNN nmessages. Only when
the direct connection appears to be up fromits perspective does a
policy gateway indicate the up state in its UP/ DOAN nessages

A policy gateway can begin to transport data traffic over a direct
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connection only if both of the follow ng conditions are true:

- The policy gateway receives fromthe adjacent policy gateway at
| east j acceptabl e UP/ DOMNN nessages within the [ ast m consecutive
periods. Fromthe recipient policy gateway s perspective, this
event up. Hence, the recipient policy gateway indicates the up
state in its subsequent UP/ DOMNN nessages.

- The UP/ DOMN nessage nost recently received fromthe adjacent policy
gateway indicates the up state, signifying that the adjacent policy
gat eway considers the direct connection to be up.

A policy gateway nust cease to transport data traffic over a direct
connection whenever either of the follow ng conditions is true:

- The policy gateway receives fromthe adjacent policy gateway at
nost acceptabl e UP/ DOAN nessages within the last n consecutive
peri ods.

- The UP/ DOWN nessage nost recently received fromthe adjacent policy
gateway indicates the down state, signifying that the adjacent
policy gateway considers the direct connection to be down.

Fromthe recipient policy gateway' s perspective, either of these
events constitutes a state transition of the direct connection from
up to down. Hence, the policy gateway indicates the down state in
its subsequent UP/ DOAN nessages.

3.3. Inplenentation

We recommend i npl enenting the up/down protocol using a sliding

wi ndow. Each wi ndow sl ot indicates the UP/ DOAN nessage activity
during a given period, containing either a "hit" for receipt of an
accept abl e UP/ DOMN nessage or a "miss" for failure to receive an
accept abl e UP/ DOMN nessage. |In addition to the sliding w ndow, the
i npl enentation should include a tally of hits recorded during the
current period and a tally of nisses recorded over the current

wi ndow.

When the direct connection noves to the down state, the initial
val ues of the up/down protocol paraneters nust be set as follows:

- The sliding wi ndow size is equal to m
- Each wi ndow sl ot contains a mss.

- The current period hit tally is equal to O.
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- The current window niss tally is equal to m

When the direct connection noves to the up state, the initial values
of the up/down protocol paraneters nust be set as follows:

- The sliding window size is equal to n.

- Each wi ndow sl ot contains a hit.

- The current period hit tally is equal to O.
- The current window niss tally is equal to O.

At the conclusion of each period, a policy gateway conputes the niss
tally and deterni nes whether there has been a state transition of the

direct connection to the adjacent policy gateway. In the down state,
a mss tally of no nore than m- | signals a transition to the up
state. In the up state, a mss tally of no less than n - k signals a

transition to the down state.

Computing the correct mss tally involves several steps. First, the
policy gateway prepares to slide the wi ndow by one slot so that the
ol dest sl ot disappears, making roomfor the newest slot. However,
before sliding the window, the policy gateway checks the contents of
the ol dest window slot. |If this slot contains a nmiss, the policy
gateway decrenents the miss tally by 1, as this slot is no |onger
part of the current w ndow.

After sliding the window, the policy gateway determ nes the proper
contents. If the hit tally for the current period equals 0, the
policy gateway records a miss for the newest slot and increnents the
mss tally by 1. Oherwise, if the hit tally for the current period
is greater than 0, the policy gateway records a hit for the newest

sl ot and decrenents the hit tally by 1. Moreover, the policy gateway
applies any remaining hits to slots containing msses, beginning with
the newest and progressing to the ol dest such slot. For each such
slot containing a nmiss, the policy gateway records a hit in that slot
and decrements both the hit and niss tallies by 1, as the hit cancels
out a mss. The policy gateway continues to apply each remaining hit
tallied to any slot containing a mss, until either all such hits are
exhausted or all such slots are accounted for. Before beginning the
next up/down period, the policy gateway resets the hit tally to O.

Al t hough we expect the hit tally, within any given period, to be no
greater than 1, we do anticipate the occasional period in which a
policy gateway receives nore than one UP/ DOMNN nessage from an

adj acent policy gateway. The nbst comon reasons for this occurrence
are nessage delay and clock drift. Wen an UP/ DOAN nessage is
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del ayed, the receiving policy gateway observes a niss in one period
followed by two hits in the next period, one of which cancels the
previous mss. However, excess hits remaining in the tally after

m ss cancellation indicate a problem such as clock drift. Thus,
whenever a policy gateway accunul ates excess hits, it |logs the event
for network nmanagenent.

When clock drift occurs between two adjacent policy gateways, it
causes the period of one policy gateway to grow with respect to the
period of the other policy gateway. Let p(X) be the period for PG X
let p(Y) be the period for PGY, and let g and h be the snall est
positive integers such that g * p(X) = h * p(Y). Suppose that p(Y) >
p(X) because of clock drift. |In this case, PG X observes g - h

nm sses in g consecutive periods, while PG Y observes g - h surplus
hits in h consecutive periods. As long as (g - h)/g < (n - k)/n and
(g- hy/f/g<or =(m- j)/m the clock drift itself will not cause the
direct connection to enter or remain in the down state.

3.4. Policy Gateway Connectivity

Pol i cy gateways collect connectivity information through the intra-
domai n routing procedure and through VG, and they distribute
connectivity changes through VG in both intra-VG nmessages to peers
and inter-VG nessages to neighbors. Locally, this connectivity

i nformati on assists policy gateways in selecting routes, not only
across a virtual gateway to an adjacent domain but also across a
domai n between two virtual gateways. Mreover, changes in
connectivity between domains are distributed, in routing information
messages, to route servers throughout an internetwork.

3.4.1. Wthin a Virtual Gateway

Each policy gateway within a virtual gateway constantly nonitors its
connectivity to all adjacent and to all peer policy gateways. To
determne the state of its direct connection to an adjacent policy
gateway, a policy gateway uses reachability information supplied by
the up/down protocol. To determine the state of its intra-donain
routes to a peer policy gateway, a policy gateway uses reachability
information supplied by either the intra-domain routing procedure or
t he up/ down protocol

A policy gateway generates a PG CONNECT nessage whenever either of
the following conditions is true:

- The policy gateway detects a change, in state or in adjacent
domai n conponent, associated with its direct connection to an
adj acent policy gateway. 1In this case, the policy gateway
di stributes a copy of the nessage to each peer reachable via
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i ntra-domain routing.

- The policy gateway detects that a previously unreachable peer is
now reachable. 1In this case, the policy gateway distributes a
copy of the nessage to the newly reachabl e peer

A PG CONNECT nessage is an intra-VG nessage that includes infornation
about each adjacent policy gateway directly connected to the issuing
policy gateway. Specifically, the PG CONNECT nessage contains the
adj acent policy gateway’'s identifier, status (reachable or
unreachabl e), and domain conponent identifier. |f a PG CONNECT
message contains a "request", each peer that receives the nessage
responds to the sender with its own PG CONNECT nessage.

Al'l mutually reachabl e peers nonitor policy gateway connectivity
within their virtual gateway, through the up/down protocol, the

i ntra-domain routing procedure, and the exchange of PG CONNECT
messages. Wthin a given virtual gateway, each constituent policy
gateway nmintains the followi ng informati on about each confi gured
adj acent policy gateway:

- The identifier for the adjacent policy gateway.

- The status of the adjacent policy gateway: reachabl e/ unreachabl e,
directly connected/ not directly connected.

- The local exit interfaces used to reach the adjacent policy
gateway, provided it is reachable.

- The identifier for the adjacent policy gateway’s domai n conponent.

- The set of peers to which the adjacent policy gateway is
directly-connect ed.

Hence, all nutually reachabl e peers can detect changes in
connectivity across the virtual gateway to adjacent donain
conponents.

Wien the | owest-nunbered operational peer policy gateway within a
virtual gateway detects a change in the set of adjacent domain
components reachabl e through direct connections across the given
virtual gateway, it generates a VGCONNECT nessage and distributes a
copy to a VG representative in all other virtual gateways connected
toits domain. A VG CONNECT nessage is an inter-VG nessage that

i ncludes information about each peer’s connectivity across the given
virtual gateway. Specifically, the VG CONNECT message contains, for
each peer, its identifier and the identifiers of the domain
conponents reachabl e through its direct connections to adjacent
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policy gateways. Moyreover, the VG CONNECT nessage gives each
reci pi ent enough information to determ ne the state, up or down, of
the issuing virtual gateway.

The issuing policy gateway, nanely the | owest-nunbered operationa
peer, nmay have to wait up to four tines vgp_int microseconds after
detecting the connectivity change, before generating and distributing
t he VGCONNECT nessage, as described in section 3.1.3. Each recipient
VG representative in turn distributes a copy of the VG CONNECT
message to each of its peers reachable via intra-domain routing. |If
a VG CONNECT nessage contains a "request”, then in each recipient
virtual gateway, the |owest-nunbered operational peer that receives
the nmessage responds to the original sender with its own VGCONNECT
nessage

3.4.2. Between Virtual Gateways

At present, we expect transit policies to be uniformover all intra-
domai n routes between any pair of policy gateways within a donmain.
However, when tariffed qualities of service becone preval ent
offerings for intra-domain routing, we can no | onger expect
uniformty of transit policies throughout a domain. To nonitor the
transit policies supported on intra-domain routes between virtua
gateways requires both a policy-sensitive intra-domain routing
procedure and a VGP exchange of policy infornmation between nei ghbor
policy gateways.

Each policy gateway within a domain constantly nonitors its
connectivity to all peer and nei ghbor policy gateways, including the
transit policies supported on intra-domain routes to these policy
gateways. To determine the state of its intra-domain connection to a
peer or nei ghbor policy gateway, a policy gateway uses reachability
information supplied by either the intra-domain routing procedure or
the up/down protocol. To determine the transit policies supported on
intra-domain routes to a peer or nei ghbor policy gateway, a policy
gat eway uses policy-sensitive reachability information supplied by
the intra-donmain routing procedure. W note that when transit
policies are uniformover a domain, reachability and policy-sensitive
reachability are equival ent.

Wthin a virtual gateway, each constituent policy gateway maintains
the follow ng informati on about each configured peer and nei ghbor
policy gateway:

- The identifier for the peer or neighbor policy gateway.

- The identifiers corresponding to the transit policies configured to
be supported by intra-donmain routes to the peer or nei ghbor policy
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gat eway.

- According to each transit policy, the status of the peer or
nei ghbor policy gateway: reachabl e/ unreachabl e.

- For each transit policy, the local exit interfaces used to reach
the peer or neighbor policy gateway, provided it is reachable.

- The identifiers for the adjacent domain conponents reachable
t hrough direct connections fromthe peer or neighbor policy
gat eway, obtained through VG CONNECT nessages.

Using this information, a policy gateway can detect changes in its
connectivity to an adj oi ni ng domai n conponent, with respect to a
given transit policy and through a given nei ghbor. Moreover,

conbi ning the information obtained for all neighbors within a given
virtual gateway, the policy gateway can detect changes in its
connectivity, with respect to a given transit policy, to that virtua
gateway and to adjoi ni ng donmai n conponents reachabl e through that

vi rtual gateway.

Al'l policy gateways mutually reachable via intra-domain routes
supporting a configured transit policy need not exchange information
about perceived changes in connectivity, with respect to the given
transit policy. 1In this case, each policy gateway can infer

anot her’ s policy-sensitive reachability to a third, through nutual

i ntra-domain reachability information provided by the intra-donmain
routi ng procedure. However, whenever two or nore policy gateways are
no |l onger nutually reachable with respect to a given transit policy,
these policy gateways can no |longer infer each other’s reachability
to other policy gateways, with respect to that transit policy. In
this case, these policy gateways nust exchange explicit infornation
about changes in connectivity to other policy gateways, with respect
to that transit policy.

A policy gateway generates a PG POLI CY nessage whenever either of the
followi ng conditions is true:

- The policy gateway detects a change in its connectivity to another
virtual gateway, with respect to a configured transit policy, or to
an adj oi ni ng domai n conponent reachabl e through that virtua
gateway. In this case, the policy gateway distributes a copy of
the nmessage to each peer reachable via intra-domain routing but not
currently reachable via any intra-domain routes of the given
transit policy.

- The policy gateway detects that a previously unreachable peer is
reachable. In this case, the policy gateway distributes a copy of
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the nmessage to the newly reachabl e peer

A PG POLICY nmessage is an intra-VG nessage that includes information
about each configured transit policy and each virtual gateway
configured to be reachable fromthe issuing policy gateway via
intra-domain routes of the given transit policy. Specifically, the
PGPOLI CY nessage contains, for each configured transit policy:

- The identifier for the transit policy.

- The identifiers for the virtual gateways associated with the given
transit policy and currently reachable, with respect to that
transit policy, fromthe issuing policy gateway.

- The identifiers for the domain conponents reachable from and
adj acent to the menbers of the given virtual gateways.

If a PG POLI CY nessage contains a "request", each peer that receives
the nmessage responds to the original sender with its ow PG POLI CY
nessage

In addition to connectivity between itself and its nei ghbors, each
policy gateway al so nonitors the connectivity, between domain
conponents adjacent to its virtual gateway and donmai n conponents

adj acent to other virtual gateways, through its domain and with
respect to the configured transit policies. For each nenber of each
of its virtual gateways, a policy gateway nonitors

- The set of adjacent domain conponents currently reachable
t hrough direct connections across the given virtual gateway. The
policy gateway obtains this information through PG CONNECT nessages
fromreachabl e peers and through UP/ DOMNN nessages from adj acent
policy gateways.

- For each configured transit policy, the set of virtual gateways
currently reachable fromthe given virtual gateway with respect to
that transit policy and the set of adjoining domain conponents
currently reachabl e through direct connections across those virtua
gateways. The policy gateway obtains this information through PG
POLI CY nmessages from peers, VG CONNECT nessages from nei ghbors, and
the intra-domain routing procedure. Using this information, a
policy gateway can detect connectivity changes, through its donain
and with respect to a given transit policy, between adjoining
domai n conponent s.

When t he | owest - nunbered operational policy gateway within a virtua

gateway detects a change in the connectivity between a domain
conponent adjacent to its virtual gateway and a domai n conponent
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adj acent to another virtual gateway in its domain, with respect to a
configured transit policy, it generates a VG POLI CY nessage and
distributes a copy to a VG representative in selected virtua

gat eways connected to its domain. In particular, the |owest-nunbered
operational policy gateway distributes a VG POLI CY nessage to a VG
representative in every other virtual gateway containing a nenber
reachabl e via intra-domain routing but not currently reachable via
any routes of the given transit policy. A VG POLICY nessage is an

i nter-VG nessage that includes information about the connectivity

bet ween donmai n conponents adj acent to the issuing virtual gateway and
domai n conponents adjacent to the other virtual gateways in the
domain, with respect to configured transit policies. Specifically,
the VG POLI CY nessage contains, for each transit policy:

- The identifier for the transit policy.

- The identifiers for the virtual gateways associated with the given
transit policy and currently reachable, with respect to that
transit policy, fromthe issuing virtual gateway.

- The identifiers for the domain conponents reachable from and
adj acent to the menbers of the given virtual gateways.

The issuing policy gateway, nanely the | owest-nunbered operationa
peer, nmay have to wait up to four tines vgp_int microseconds after
detecting the connectivity change, before generating and distributing
the VG PCLI CY nessage, as described in section 3.1.3. Each recipient
VG representative in turn distributes a copy of the VG POLICY nessage
to each of its peers reachable via intra-domain routing. If a VG
POLI CY nessage contains a "request", then in each recipient virtua
gat eway, the | owest-nunbered operational peer that receives the
nmessage responds to the original sender with its own VG POLI CY
nmessage

3.4.3. Communi cati on Conplexity

We offer an exanple, to provide an estimte of the nunber of VGP
messages exchanged within a domain, AD X, after a detected change in
policy gateway connectivity. Suppose that an adjacent donmain, ADY,
partitions such that the partition is detectable through the exchange
of UP/ DOMNN nmessages across a virtual gateway connecting AD X and AD
Y. Let V be the nunber of virtual gateways in AD X. Suppose each
virtual gateway contains P peer policy gateways, and no policy
gateway is a nenber of multiple virtual gateways. Then, within AD X
the detected partition will result in the follow ng VG nessage
exchanges:

- P policy gateways each receive at nost P-1 PG CONNECT nessages
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3.

3.

St eenstrup

Each policy gateway detecting the adjacent domain partition

generates a PG CONNECT nmessage and distributes it to each reachabl e

peer in the virtual gateway.

- P* (V-1) policy gateways each receive at nost one VG CONNECT
message. The | owest-nunbered operational policy gateway in the
virtual gateway detecting the partition of the adjacent donain
generates a VG CONNECT nmessage and distributes it to a VG
representative in all other virtual gateways connected to the

domain. In turn, each VG representative distributes the VG CONNECT

message to each reachable peer within its virtual gateway.

- P* (V-1) policy gateways each receive at nost P-1 PG POLI CY
messages, and only if the donmain has nore than a single uniform
transit policy. Each policy gateway in each virtual gateway
generates a PG PCLI CY nessage and distributes it to all reachable
peers not currently reachable with respect to the given transit

policy.

- P* V policy gateways each receive at nost V-1 VG PCOLI CY nessages,
only if the domain has nore than a single uniformtransit policy.
The | owest - nunbered operational policy gateway in each virtua
gat eway generates a VG POLI CY nessage and distributes it to a VG
representative in all other virtual gateways containing at |east
one reachabl e nenber not currently reachable with respect to the
given transit policy. 1In turn, each VG representative distributes
a VG POLI CY nessage to each peer within its virtual gateway.

5. VGP Message Formats

The virtual gateway protocol nunmber is equal to 0. W describe the
contents of each type of VGP nessage bel ow.

5.1. UP/ DOMWN

The UP/ DOWN nessage type is equal to O.
0 1 2 3
01234567890123456789012345678901

S A M S i M S S S S S S T S
| SRC CwP | DST AD

SRC CwP

(16 bits) Nuneric identifier for the domai n conponent containing

the issuing policy gateway.
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DST AD (16 bits) Nunmeric identifier for the destination donain.

DST PG (16 bits) Nunmeric identifier for the destination policy
gat evay.

PERIOD (8 bits) Length of the UP/ DOWN nessage generation period, in
seconds.

STATE (8 bits) Perceived state (1 up, 0 down) of the direct
connection fromthe perspective of the issuing policy gateway,
contained in the right-nost bit.

3.5.2. PG CONNECT

The PG CONNECT nessage type is equal to 1. PG CONNECT nessages are
not required for any virtual gateway containing exactly two policy
gat eways.

0 1 2 3
01234567890123456789012345678901
T I T S S Tk it S S S S Sk L T T SR A s

| ADJ AD | VG | RQST |
o e e e e e e e e e e e e e e e e e m o S S +
| NUM RCH | NUM UNRCH |
o m e e e e e eae oo o m e e e e e eae oo +
For each reachabl e adjacent policy gateway:

o m e e e e e e e e a o a oo o m e e e e e e e e a o a oo +
| ADJ PG | ADJ CwP

o e e e e e e e e e e e e e e e e e m o o e e e e e e e e e e e e e e e e e m o +
For each unreachabl e adj acent policy gateway:

o m e e e e e eae oo +

| ADJ PG |

o m e e e e e e e e a o a oo +

ADJ AD
(16 bits) Nuneric identifier for the adjacent domain.

VG (8 bits) Nuneric identifier for the virtual gateway.

RQST (8 bits) Request for a PG CONNECT nessage (1 request, 0 no
request) from each recipient peer, contained in the right-nost
bit.

NUM RCH (16 bits) Number of adjacent policy gateways within the
virtual gateway, which are directly-connected to and currently
reachabl e fromthe issuing policy gateway.

NUM UNRCH (16 bits) Nunber of adjacent policy gateways within the
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virtual gateway, which are directly-connected to but not
currently reachable fromthe issuing policy gateway.

ADJ PG (16 bits) Nuneric identifier for a directly-connected adjacent
pol i cy gateway.

ADJ CWP (16 bits) Nuneric identifier for the domai n conponent
contai ning the reachable, directly-connected adjacent policy
gat enay.

3.5.3. PG PQOLICY

The PG POLI CY nessage type is equal to 2. PG POLI CY nessages are not
required for any virtual gateway containing exactly two policy
gateways or for any domain with a single uniformtransit policy.

0 1 2 3
01234567890123456789012345678901
T T S T i s L i S S S S S S S e T s

| ADJ AD | VG | RQST |
T . T +
| NUM TP |

o e e e e e e e e e e e e e e e e e m o +

For each transit policy associated with the virtual gateway
. . +
| TP | NUM VG
T T +
For each virtual gateway reachable via the transit policy:

o e e e e e e e e e e e e e e e e e m o S S +
| ADJ AD | VG | UNUSED |
. . . +
| NUM CVP | ADJ CWP I
T T +

ADJ AD
(16 bits) Nuneric identifier for the adjacent domain.

VG (8 bits) Nuneric identifier for the virtual gateway.

RQST (8 bits) Request for a PG POLI CY nessage (1 request, 0 no
request) from each recipient peer, contained in the right-nost
bit.

NUM TP (8 bits) Number of transit policies configured to include the
virtual gateway.

TP (16 bits) Nuneric identifier for a transit policy associated wth
the virtual gateway.
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NUM VG (16 bits) Nunmber of virtual gateways reachable fromthe
i ssuing policy gateway, via intra-domain routes supporting the
transit policy.

UNUSED (8 bits) Not currently used; nust be set equal to O.

NUM CMP (16 bits) Number of adjacent donmain conponents reachable via
direct connections through the virtual gateway.

ADJ CWP (16 bits) Numeric identifier for a reachabl e adjacent domain
conmponent .

3.5.4. VG CONNECT
The VG CONNECT nessage type is equal to 3.
0 1 2 3

01234567890123456789012345678901
T T S T i s L i S S S S S S S e T s

| ADJ AD | VG | RQST

o m e e e e e e e e a o a oo S S +
| NUM PG |

o e e e e e e e e e e e e e e e e e m o +

For each reach policy gateway in the virtual gateway:

o m e e e e e eae oo o m e e e e e eae oo +
I PG | NUM CVP

o m e e e e e e e e a o a oo o m e e e e e e e e a o a oo +
| ADJ CWP |

o e e e e e e e e e e e e e e e e e m o +

ADJ AD
(16 bits) Nuneric identifier for the adjacent domain.

VG (8 bits) Nuneric identifier for the virtual gateway.

RQST (8 bits) Request for a VG CONNECT nessage (1 request, 0 no
request) froma recipient in each virtual gateway, contained in
the right-nost bit.

NUM PG (16 bits) Number of mutually-reachabl e peer policy gateways in
the virtual gateway.

PG (16 bits) Nuneric identifier for a peer policy gateway.

NUM CMP (16 bits) Number of conponents of the adjacent donmain
reachabl e via direct connections fromthe policy gateway.
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ADJ CWP (16 bits) Nuneric identifier for a reachabl e adjacent donain
conmponent .

3.5.5. VG POLICY

The VG POLI CY nessage type is equal to 4. VG POLI CY nessages are not
required for any donmain with a single uniformtransit policy.

0 1 2 3
01234567890123456789012345678901
B S S T o S S S S s S S S S S S S

| ADJ AD | VG | RQST |
o e e e +
| NUM TP |

e e e +

For each transit policy associated with the virtual gateway:

o e e e e e e e e e e e e e e e e e m o o e e e e e e e e e e e e e e e e e m o +
| TP | NUM GRP |
o e o e +
For each virtual gateway group reachable via the transit policy:
o e e e o e e e +
| NUM VG | ADJ AD |
S S o e e e e e e e e e e e e e e e e e m o +
| VG | UNUSED | NUM CwvP |
e e o e +
| ADJ CMP |

e e e +

ADJ AD
(16 bits) Nuneric identifier for the adjacent domain.

VG (8 bits) Nuneric identifier for the virtual gateway.

RQST (8 bits) Request for a VG POLI CY nessage (1 request, 0 no
request) froma recipient in each virtual gateway, contained in
the right-nost bit.

NUM TP (16 bits) Number of transit policies configured to include the
virtual gateway.

TP (16 bits) Nuneric identifier for a transit policy associated wth
the virtual gateway.

NUM GRP (16 bits) Number of groups of virtual gateways, such that all
menbers in a group are reachable fromthe issuing virtual
gateway via intra-domain routes supporting the given transit

policy.
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NUM VG (16 bits) Nunmber of virtual gateways in a virtual gateway
group.

UNUSED (8 bits) Not currently used; nust be set equal to O.

NUM CMP (16 bits) Nunmber of adjacent domain conponents reachable via
di rect connections through the virtual gateway.

ADJ CWP (16 bits) Numeric identifier for a reachabl e adjacent donmain
conponent .

Normal | y, each VG POLICY nessage will contain a single virtua

gateway group. However, if the issuing virtual gateway becones
partitioned such that peers are nutually reachable with respect to
sonme transit policies but not others, virtual gateway groups may be
necessary. For exanple, let PG X and PG Y be two peers in VG A which
configured to support transit policies 1 and 2. Suppose that PG X
and PG Y are reachable with respect to transit policy 1 but not with
respect to transit policy 2. Furthernore, suppose that PG X can
reach menbers of VG B via intra-domain routes of transit policy 2 and
that PG Y can reach nmenbers of VG C via intra-domain routes of
transit policy 2. Then the entry in the VG POLI CY nessage i ssued by
VG Awll include, for transit policy 2, two groups of virtua

gat eways, one containing VG B and one containing VG C.

3.5.6. Negative Acknow edgenents

When a policy gateway recei ves an unacceptabl e VGP nmessage t hat
passes the CMIP validation checks, it includes, inits CMIP ACK, an
appropriate VGP negative acknowl edgenent. This information is placed
in the INFORM field of the CMIP ACK (described previously in section
2.4); the nuneric identifier for each type of VGP negative

acknow edgenment is contained in the left-nost 8 bits of the | NFORM
field. Negative acknow edgenents associated with VGP include the
foll owi ng types

1. Unrecogni zed VGP nessage type. Nuneric identifier for the
unr ecogni zed nessage type (8 bits).

2. Qut-of-date VGP nessage
3. Unrecognized virtual gateway source. Nuneric identifier for the

unrecogni zed virtual gateway including the adjacent donain
identifier (16 bits) and the local identifier (8 bits).
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4.

Routing Information Distribution

Each domain participating in | DPR generates and distributes its
routing informati on nessages to route servers throughout an
internetwork. |IDPR routing information nessages contain information
about the transit policies in effect across the given domain and the
virtual gateway connectivity to adjacent donains. Route servers in
turn use IDPR routing infornmation to generate policy routes between
source and destination domains.

There are three different procedures for distributing |IDPR routing
i nformation:

- The flooding protocol. |In this case, a representative policy
gateway in each domain floods its routing information nessages to
route servers in all other donains.

- Renote route server conmunication. In this case, a route server
distributes its donmain’s routing infornmati on nessages to route
servers in specific destination donmains, by encapsul ating these
nmessages within | DPR data nessages. Thus, a domain adm nistrator
may control the distribution of the domain’s routing information by
restricting routing information exchange with renote route servers.
Currently, routing information distribution restrictions are not
i ncluded in IDPR configuration infornmation.

- The route server query protocol. 1In this case, a policy gateway or
route server requests routing information from another route
server, which in turn responds with routing information fromits
dat abase. The route server query protocol may be used for quickly
updating the routing informati on nmaintained by a policy gateway
or route server that has just been connected or reconnected to an
internetwork. It may also be used to retrieve routing information
fromdomains that restrict distribution of their routing
i nformati on.

In this section, we describe the flooding protocol only. 1In section
5, we describe the route server query protocol, and in section 5.2,
we describe communicati on between route servers in separate domains.

Pol i cy gateways and route servers use CMIP for reliable transport of
IDPR routing informati on nessages fl ooded between peer, nei ghbor, and
adj acent policy gateways and between those policy gateways and route
servers. The issuing policy gateway rmust conmunicate to CMIP the
maxi mum nunber of transm ssions per routing information nessage,
flood_ret, and the interval between routing information nessage
retransm ssions, flood_int mcroseconds. The recipient policy
gateway or route server nust deternine routing informati on nessage
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acceptability, as we describe in section 4.2.3 bel ow
4.1. AD Representatives

We designate a single policy gateway, the "AD representative", for
generating and distributing IDPR routing information about its
domain, to ensure that the routing information distributed is

consi stent and unanbi guous and to mininm ze the comunication required
for routing information distribution. There is usually only a single
AD representative per domain, nanely the | owest-nunbered operationa
policy gateway in the domain. Wthin a domain, policy gateways need
no explicit election procedure to determ ne the AD representative.
Instead, all nenbers of a set of policy gateways nutually reachabl e
via intra-domain routes can agree on set nenbership and therefore on
whi ch nmenber has the | owest nunber.

A partitioned domain has as many AD representatives as it does donmain
conponents. In fact, the nunmeric identifier for an AD representative
is identical to the nuneric identifier for a donmamin conponent. One
cannot normally predict when and where a donmain partition will occur
and thus any policy gateway within a donmain may becone an AD
representative at any tinme. To prepare for the role of AD
representative in the event of a domain partition, every policy
gateway nust continually nonitor its domain’s |IDPR routing

i nformation, through VG and through the intra-donain routing
procedure.

4.2. Flooding Protoco

An AD representative policy gateway uses unrestricted fl oodi ng anong
all domains to distribute its domain’s IDPR routing information
messages to route servers in an internetwork. There are two kinds of
I DPR routing information nessages issued by each AD representative:
CONFI GURATI ON and DYNAM C nessages. Each CONFI GURATI ON nessage
contains the transit policy information configured by the domain

adm nistrator, including for each transit policy, its identifier, its
specification, and the sets of virtual gateways configured as
nmutual |y reachabl e via intra-donmain routes supporting the given
transit policy. Each DYNAM C nessage contains infornmati on about
current virtual gateway connectivity to adjacent donai ns and about
the sets of virtual gateways currently nutually reachable via intra-
domai n routes supporting the configured transit policies.

The |1 DPR Fl ooding Protocol is sinmlar to the flooding procedures
described in [9]-[11]. Through flooding, the AD representative
distributes its routing informati on nmessages to route servers inits
own domain and in adjacent domains. After generating a routing
i nformati on nessage, the AD representative distributes a copy to each

St eenstrup [ Page 48]



RFC 1479 | DPR Pr ot ocol July 1993

of its peers and to a selected VG representative (see section 3.1.4)
in all other virtual gateways connected to the donmain. Each VG
representative in turn distributes a copy of the routing information
message to each of its peers. W note that distribution of routing
i nformati on nessages anong virtual gateways and anbng peers within a
virtual gateway is identical to distribution of inter-VG nessages in
VGP, as described in section 3.1.3.

Wthin a virtual gateway, each policy gateway distributes a copy of
the routing informati on nessage:

- To each route server in its configured set of route servers. A
domai n admini strator should ensure that each route server not
contained within a policy gateway appears in the set of configured
route servers for at least two distinct policy gateways. Hence,
such a route server will continue to receive routing information
messages, even when one of the policy gateways becones unreachabl e.
However, the route server will nornally receive duplicate copies of
a routing informati on nessage.

- To certain directly-connected adjacent policy gateways. A policy
gateway distributes a routing information nessage to a
directly-connected adjacent policy gateway in an adjacent domain
conponent, only when it is the | owest-nunbered operational peer
with a direct connection to the given donain conponent. W note
that each policy gateway knows, through information provided by
V@GP, which peers have direct connections to which conmponents of
the adjacent domain. |If the policy gateway has direct connections
to nore than one adjacent policy gateway in that domain conponent,
it selects the routing information nessage recipient according to
the order in which the adjacent policy gateways appear in its
dat abase, choosing the first one encountered. This selection
procedure ensures that a copy of the routing information nessage
reaches each conponent of the adjacent domain, while limting the
nunber of copies distributed.

Once a routing informati on nessage reaches an adjacent policy
gateway, that policy gateway distributes copies of the nessage

t hroughout its domain. The adjacent policy gateway, acting as the
first recipient of the routing information nessage in its domain,
foll ows the sane message distribution procedure as the AD
representative in the source donmain, as described above. The
floodi ng procedure terninates when all reachable route servers in an
internetwork receive a copy of the routing information nessage.

Nei ghbor policy gateways may receive copies of the sanme routing

i nformati on nessage fromdifferent adjoining domains. |If two
nei ghbor policy gateways receive the nessage copi es sinultaneously,
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they will distribute themto VG representatives in other virtua
gateways within their domain, resulting in duplicate nessage

di stribution. However, each policy gateway stops the spread of
duplicate routing i nformati on nessages as soon as it detects them as
described in section 4.2.3 below. In the Internet, we expect

si mul t aneous nessage receptions to be the exception rather than the
rule, given the hierarchical structure of the current topol ogy.

4.2.1. Message Ceneration

An AD representative generates and distributes a CONFI GURATI ON
message whenever there is a configuration change in a transit policy
or virtual gateway associated with its donmain. This ensures that
route servers maintain an up-to-date view of a domain’s configured
transit policies and adjacencies. An AD representative may al so

di stribute a CONFI GURATI ON nessage at a configurable period of

conf _per (500) hours. A CONFI GURATI ON nmessage contains, for each
configured transit policy, the identifier assigned by the donain
adm nistrator, the specification, and the set of associated "virtua
gateway groups". Each virtual gateway group conprises virtua

gat eways configured to be nmutually reachable via intra-domain routes
of the given transit policy. Acconpanying each virtual gateway
listed is an indication of whether the virtual gateway is configured
to be a donmain entry point, a domain exit point, or both according to
the given transit policy. The CONFI GURATI ON nessage al so contains
the set of local route servers that the domain adm ni strator has
configured to be available to IDPR clients in other domains.

An AD representative generates and distributes a DYNAM C nessage
whenever there is a change in currently supported transit policies or
in current virtual gateway connectivity associated with its donain.
This ensures that route servers naintain an up-to-date view of a
domain’s supported transit policies and existing adjacencies and how
they differ fromthose configured for the domain. Specifically, an
AD representative generates a DYNAM C nessage whenever there is a
change in the connectivity, through the given domain and with respect
to a configured transit policy, between two conponents of adjoining
domains. An AD representative may al so distribute a DYNAM C nessage
at a configurable period of dyn_per (24) hours. A DYNAM C nessage
contains, for each configured transit policy, its identifier,

associ ated virtual gateway groups, and domai n conponents reachabl e
through virtual gateways in each group. Each DYNAM C nessage al so
contains the set of currently "unavail abl e", either down or

unr eachabl e, virtual gateways in the donain.

We note that each virtual gateway group expressed in a DYNAMC

message may be a proper subset of one of the corresponding virtua
gat eway groups expressed in a CONFI GURATI ON nessage. For exanpl e,
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suppose that, for a given domain, the virtual gateway group (VG

A ...,VGE) were configured for a transit policy such that each
virtual gateway was both a domain entry and exit point. Thus, al
virtual gateways in this group are configured to be nutually
reachabl e via intra-domain routes of the given transit policy. Now
suppose that VG E becones unreachabl e because of a power failure and
furthernore that the renmining virtual gateways formtwo distinct
groups, (VG A VG B) and (VG C, VG D), such that although virtua

gateways in both groups are still rmutually reachable via sone intra-
domain routes they are no longer nutually reachable via any intra-
domain routes of the given transit policy. 1In this case, the virtua

gateway groups for the given transit policy now beconme (VG A VG B)
and (VG C,VGD); VGEis listed as an unavail abl e virtual gateway.

A route server uses information about the set of unavailable virtua
gateways to deternine which of its routes are no |onger viable, and
it subsequently renpbves such routes fromits route database.

Al t hough route servers could determ ne the set of unavail able virtua
gat eways using infornmation about configured virtual gateways and
currently reachabl e virtual gateways, the associated processing cost
is high. |In particular, a route server would have to examn ne al
virtual gateway groups listed in a DYNAM C nessage to deterni ne

whet her there are any unavail able virtual gateways in the given
domain. To reduce the nmessage processing at each route server, we
have chosen to include the set of unavailable virtual gateways in
each DYNAM C nessage

In order to construct a DYNAM C nessage, an AD representative
assenbl es informati on gathered fromintra-domain routing and from
VGP. Specifically, the AD representative uses the foll ow ng

i nformation:

- VG CONNECT and UP/ DOAN nessages to determine the state, up or down,
of each of its domain’s virtual gateways and the adjacent domain
components reachabl e through a given virtual gateway.

- Intra-domain routing infornmation to determne, for each of its
domain’s transit policies, whether a given virtual gateway in the
domain is reachable with respect to that transit policy.

- VG POLI CY nessages to determne the connectivity of adjoining
domai n conponents, across the given donmain and with respect to a
configured transit policy, such that these conponents are adjacent
to virtual gateways not currently reachable fromthe AD
representative’ s virtual gateway according to the given transit

policy.
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4.2.2. Sequence Nunbers

Each IDPR routing informati on nessage carries a sequence numnber

whi ch, when used in conjunction with the tinmestanp carried in the
CMIP nmessage header, determ nes the recency of the nessage. An AD
representative assigns a sequence nunber to each routing infornation
message it generates, depending upon its internal clock tine:

- The AD representative sets the sequence nunber to O, if its
internal clock tinme is greater than the timestanp in its previously
generated routing informati on nessage.

- The AD representative sets the sequence nunber to 1 greater than
t he sequence nunber in its previously generated routing infornation
message, if its internal clock tine equals the tinestanp for its
previously generated routing informati on nessage and if the
previ ous sequence nunber is |ess than the maxi num val ue
(currently 2**16 - 1). |f the previ ous sequence nunber equals the
maxi mum val ue, the AD representative waits until its internal clock
time exceeds the timestanp in its previously generated routing
i nformati on nessage and then sets the sequence nunber to O.

In general, we do not expect generation of multiple distinct |IDPR
routing informati on nessages carrying identical tinmestanps, and so
t he sequence nunber nmay seem superfluous. However, the sequence
number may becone necessary during synchronization of an AD
representative’'s internal clock. |In particular, the AD
representative nmay need to freeze the clock val ue during

synchroni zation, and thus distinct sequence nunbers serve to

di stinguish routing information nessages generated during the clock
synchroni zation interval

4.2.3. Message Acceptance

Prior to a policy gateway forwarding a routing information nessage or
a route server incorporating routing information into its routing

i nformati on database, the policy gateway or route server assesses
routing information nessage acceptability. An IDPR routing

i nformati on nessage is "acceptable" if:

- It passes the CMIP validation checks.

- Its tinmestanp is less than conf_old (530) hours behind the
recipient’s internal clock time for CONFI GURATI ON nessages and | ess
than dyn_ol d (25) hours behind the recipient’s internal clock tine
for DYNAM C nessages.

- Its tinmestanp and sequence nunber indicate that it is nore recent
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than the currently-stored routing information fromthe given
domain. If there is no routing information currently stored from
the given domain, then the routing infornmation message contains, by
default, the nore recent information

Pol i cy gateways acknowl edge and forward acceptabl e | DPR routing

i nformati on nessages, according to the flooding protocol described in
section 4.2 above. Moreover, each policy gateway retains the

ti mestanp and sequence nunber for the nobst recently accepted routing
i nformati on nessage from each domain and uses these values to
determ ne acceptability of routing information nessages received in
the future. Route servers acknow edge the recei pt of acceptable
routing informati on nessages and i ncorporate the contents of these
nmessages into their routing information databases, contingent upon
criteria discussed in section 4.2.4 bel ow, however, they do not
participate in the flooding protocol. W note that when a policy
gateway or route server first returns to service, it imediately
updates its routing informati on database with routing information
obt ai ned from anot her route server, using the route server query
protocol described in section 5.

An AD representative takes special action upon receiving an
acceptabl e routing informati on message, supposedly generated by
itself but originally obtained froma policy gateway or route server
other than itself. There are at |east three possible reasons for the
occurrence of this event:

- The routing informati on nmessage has been corrupted in a way that is
not detectable by the integrity/authentication val ue.

- The AD representative has experienced a nenory error

- Sone other entity is generating routing information nessages on
behal f of the AD representative.

In any case, the AD representative |ogs the event for network
managenent. Moreover, the AD representative nust reestablish its own
routing information nmessages as the nost recent for its domain. To
do so, the AD representative waits until its internal clock tinme
exceeds the value of the tinestanp in the received routing

i nformati on nessage and then generates a new routing information
message using the currently-stored donain routing information
supplied by VGP and by the intra-donmain routing procedure. Note that
the length of tine the AD representative nust wait to generate the
new nessage is at nost cntp_new (300) seconds, the maxi nrum CMIP-
tolerated difference between the received nessage’s tinmestanp and the
AD representative’s internal clock tine.
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I DPR routing information nessages that pass the CMIP validity checks
but appear less recent than stored routing information are
unacceptable. Policy gateways do not forward unacceptable routing

i nformati on nessages, and route servers do not incorporate the
contents of unacceptable routing information nessages into their
routing informati on databases. |Instead, the recipient of an
unacceptabl e routing informati on nessage acknow edges the nessage in
one of two ways:

- If the routing information nessage tinmestanp and sequence nunber
equal to the timestanp and sequence nunber associated with the
stored routing information for the given donain, the recipient
assunes that the routing infornmation nessage is a duplicate and
acknow edges the nessage.

- If the routing information nessage tinmestanp and sequence nunber
i ndicate that the nessage is |l ess recent than the stored routing
informati on for the domain, the recipient acknow edges t he nessage
with an indication that the routing information it contains is
out-of-date. Such a negative acknow edgenent is a signal to the
sender of the routing information nessage to request nore up-to-
date routing information froma route server, using the route
server query protocol. Furthernore, if the recipient of the out-
of -date routing infornmati on nessage is a route server, it
regenerates a routing informati on nessage fromits own routing
i nformati on database and forwards the nessage to the sender. The
sender may in turn propagate this nore recent routing infornmation
nmessage to other policy gateways and route servers.

4.2.4. Message |Incorporation

A route server usually stores the entire contents of an acceptable
IDPR routing information nmessage in its routing information database,
so that it has access to all advertised transit policies when
generating a route and so that it can regenerate routing information
nmessages at a later point intine if requested to do so by another
route server or policy gateway. However, a route server may el ect
not to store all routing informati on message contents. In
particular, the route server need not store any transit policy that
excludes the route server’s domain as a source or any routing
information froma domain that the route server’s domain s source
policies exclude for transit. Selective storing of routing

i nformati on nessage contents sinplifies the route generation
procedure since it reduces the search space of possible routes, and
it limts the anount of route server nmenory devoted to routing

i nformati on. However, selective storing of routing information also
means that the route server cannot always regenerate the origina
routing informati on nessage, if requested to do so by another route
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server or policy gateway.

An acceptable IDPR routing informati on message may contain transit
policy information that is not well-defined according to the route
server’s perception. A CONFI GURATI ON nessage nay contain an
unrecogni zed donain, virtual gateway, or transit policy attribute,
such as user class access restrictions or offered service. In this
case, "unrecogni zed" means that the value in the routing information
nmessage is not listed in the route server’s configuration database,
as described previously in section 1.8.2. A DYNAM C nessage nmay
contain an unrecogni zed transit policy or virtual gateway. |In this
case, "unrecogni zed" neans that the transit policy or virtual gateway
was not listed in the nost recent CONFI GURATI ON nessage for the given
donai n.

Each route server can al ways parse an acceptable routing information
messsage, even if sone of the information is not well-defined, and
thus can always use the information that it does recognize.
Therefore, a route server can store the contents of acceptable
routing information nessages fromdomains in which it is interested,
regardl ess of whether all contents appear to be well-defined at
present. |If a routing nessage contains unrecognized information, the
route server may attenpt to obtain the additional information it
needs to deci pher the unrecognized infornmation. For a CONFI GURATI ON
message, the route server logs the event for network managenent; for
a DYNAM C nessage, the route server requests, from another route
server, the nost recent CONFlI GURATI ON nessage for the domain in
questi on.

When a donain is partitioned, each domain conponent has its own AD
representative, which generates routing infornmation nessages on
behal f of that conponent. Discovery of a donain partition pronpts
the AD representative for each donmai n conponent to generate and
distribute a DYNAM C nessage. In this case, a route server receives
and stores nore than one routing information nmessage at a tinme for
the given donmin, nanely one for each domain conponent.

When the partition heals, the AD representative for the entire donmain
generates and distributes a DYNAM C nessage. In each route server’s
routing information database, the new DYNAM C nessage does not
automatically replace all of the currently-stored DYNAM C nessages
for the given domain. |Instead, the new nessage only replaces that
message whose AD representative nmatches the AD representative for the
new nessage. The other DYNAM C nessages, generated during the period
over which the partition occurred, remain in the routing information
dat abase until they attain their maximumlifetime, as described in
section 4.2.5 below. Such stale information may lead to the
generation of routes that result in path setup failures and hence the
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selection of alternative routes. To reduce the chances of path setup
failures, we will investigate, for a future version of |DPR
nmechani sms for renoving partition-rel ated DYNAM C nessages

i Mmediately after a partition disappears.

4.2.5. Routing Information Database

W expect that nost of the IDPR routing information stored in a
routing informati on database will renmain viable for |ong periods of
time, perhaps until a domain reconfiguration occurs. By "viable", we
mean that the information reflects the current state of the domain
and hence may be used successfully for generating policy routes. To
reduce the probability of retaining stale routing information, a
route server inposes a maxinumlifetime on each database entry,
initialized when it incorporates an accepted entry into its routing

i nformati on database. The maximumlifetine should be | onger than the
correspondi ng nessage generation period, so that the database entry
is likely to be refreshed before it attains its maxinumlifetine.

Each CONFI GURATI ON nmessage stored in the routing information database
has a maxinumlifetine of conf_old (530) hours; each DYNAM C nessage
stored in the routing information database has a maxinum lifetinme of
dyn_old (25) hours. Periodic generation of routing information
messages makes it unlikely that any routing information nmessage will
remain in a routing informati on database for its full lifetine.
However, a routing information nessage may attain its maxi num
lifetime in a route server that is separated froma internetwork for
a long period of tine.

When an IDPR routing informati on nessage attains its maxinmumlifetine
in arouting information database, the route server renobves the
nmessage contents fromits database, so that it will not generate new
routes with the outdated routing information nor distribute old
routing information in response to requests from other route servers
or policy gateways. Nevertheless, the route server continues to

di spense routes previously generated with the old routing
information, as long as path setup (see section 7) for these routes
succeeds.

The route server treats routing information nmessage lifetine
expiration differently, depending on the type of routing information
message. When a CONFI GURATI ON nessage expires, the route server
requests, from another route server, the nost recent CONFI GURATI ON
message i ssued for the given donain. Wen a DYNAM C nessage expires
the route server does not initially attenpt to obtain nore recent
routing information. Instead, if route generation is necessary, the
route server uses the routing information contained in the
correspondi ng CONFI GURATI ON nessage for the given domain. Only if
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there is a path setup failure (see section 7.4) involving the given
domai n does the route server request, from another route server, the
nost recent DYNAM C nessage issued for the given donain.

4.3. Routing Information Message Formats

The fl oodi ng protocol nunber is equal to 1. W describe the contents
of each type of routing information nmessage bel ow.

4.3.1. CONFI GURATI ON
The CONFI GURATI ON nessage type is equal to O.
0 1 2 3

01234567890123456789012345678901
T S i o S S e i < S S S S S S S S S S

| AD CMVP | SEQ |
S S +
| NUM TP | NUM RS |
S S +
| RS |

e +

For each transit policy configured for the domain:
S S +
| TP | NUM ATR
S S +
For each attribute of the transit policy:
e e +
| ATR TYP | ATR LEN
S S +
For the source/destination access restrictions attribute:
S +

| NUM AD GRP |

e +

For each domain group in the source/destination access restrictions:
S S +
| NUM AD | AD |
B - B - S +
| AD FLGS | NUM HST | HST SET |
T T e +
For the tenporal access restrictions attribute:
S +

| NUM TI M |

S +
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For each set of tines in the tenporal access restrictions:

R oo e e e e e e e e e e e e e e e e e e e e e e eme e +
| TI M FLGS | DURATI ON

Fom e e e e e oo oo o mm m e e e e e e e e e e e e e e e e e e e e e e e eao +
| START |
o e e m e e e e e e e e e e oo oo - o e e m e e e e e e e e e e oo oo - +
| PERI CD | ACTI VE |
e e +
For the user class access restrictions attribute:

Fom e m e e e e e e e e e e e +

| NUM UCI |

o e e m e e e e e e e e e e oo oo - +

For each UCI in the user class access restrictions:
R +

| uc |

Fom e e e e e oo oo +

For each offered service attribute:

o e o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e oo +
| OFR SRV

o o m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eme e +
For the virtual gateway access restrictions attribute:

Fom e m e e e e e e e e e e e +

| NUM VG GRP |

o e e m e e e e e e e e e e oo oo - +

For each virtual gateway group in the virtual gateway access
restrictions:

oo e e e e eeeeo oo oo e e e e eeeeo oo +
| NUM VG | ADJ AD |
oo oo o e e e e eeeemeeao - +
| VG | VG FLGS |

oo oo +

AD CMVP

(16 bits) Nuneric identifier for the domai n conponent containing
the AD representative policy gateway.

SEQ (16 bits) Routing information nessage sequence nunber.

NUM TP (16 bits) Number of transit policy specifications contained in
the routing informati on nessage.

NUM RS (16 bits) Nunmber of route servers advertised to serve clients
out si de of the domain.

RS (16 bits) Numeric identifier for a route server

TP (16 bits) Nuneric identifier for a transit policy specification
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NUM ATR (16 bits) Number of attributes associated with the transit
policy.

ATR TYP (16 bits) Numeric identifier for a type of attribute. Valid
attributes include the foll ow ng types:

- Set of wvirtual gateway access restrictions (see section 1.4.2)
associated with the transit policy (variable). This attribute nust
be i ncl uded.

- Set of source/destination access restrictions (see section 1.4.2)
associated with the transit policy (variable). This attribute nmay
be omtted. Absence of this attribute inplies that traffic from
any source to any destination is acceptable.

- Set of tenporal access restrictions (see section 1.4.2) associated
with the transit policy (variable). This attribute may be om tted.
Absence of this attribute inplies that the transit policy applies
at all tines.

- Set of user class access restrictions (see section 1.4.2)
associated with the transit policy (variable). This attribute may
be omitted. Absence of this attribute inplies that traffic from
any user class is acceptable.

- Average delay in mlliseconds (16 bits). This attribute nay be
omtted.

- Delay variation in mlliseconds (16 bits). This attribute may be
om tted.

- Average avail able bandwidth in bits per second (48 bits). This
attribute may be omitted.

- Avail abl e bandwi dth variation in bits per second (48 bits). This
attribute may be omtted.

- MU in bytes (16 bits). This attribute nay be onitted.

- Charge per byte in thousandths of a cent (16 bits). This attribute
may be omtted

- Charge per nessage in thousandths of a cent (16 bits). This
attribute may be omtted.

- Charge for session time in thousandths of a cent per second (16

bits). This attribute may be onmtted. Absence of any charge
attribute inplies that the domain provides free transit service
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ATR LEN (16 bits) Length of an attribute in bytes, beginning with the
subsequent fi el d.

NUM AD GRP (16 bits) Nunber of source/destination donmain groups (see
section 1.4.2) associated with the source/destination access
restrictions.

NUM AD (16 bits) Number of donmains or sets of donmmins in a donain
group.

AD (16 bits) Nuneric identifier for a domain or domain set.

AD FLGS (8 bits) Set of five flags indicating howto interpret the AD
field, contained in the right-nost bits. Proceeding left to right,
the first flag indicates whether the transit policy applies to al
domains or to specific domains (1 all, O specific), and when set to
1, causes the second and third flags to be ignored. The second flag
i ndi cates whether the donain identifier signifies a single domain or
a donmain set (1 single, 0 set). The third flag indicates whether the
transit policy applies to the given domain or donmin set (1 applies,
0 does not apply) and is used for representing conplenents of sets of
domains. The fourth flag indicates whether the domain is a source (1
source, 0 not source). The fifth flag indicates whether the domain
is a destination (1 destination, O not destination). At |east one of
the fourth and fifth flags nust be set to 1

NUM HST (8 bits) Number of "host sets" (see section 1.4.2) associated
with a particular domain or domain set. The value 0 indicates that
all hosts in the given domain or domain set are acceptabl e sources or
destinations, as specified by the fourth and fifth AD fl ags.

HST SET (16 bits) Nunmeric identifier for a host set.

NUM TIM (16 bits) Number of time specifications associated with the
tenporal access restrictions. Each time specification is split into
a set of continguous identical periods, as we describe bel ow

TIMFLGS (8 bits) Set of two flags indicating howto conbine the tine
specifications, contained in the right-nost bits. Proceeding left to
right, the first flag indicates whether the transit policy applies
during the periods specified in the tine specification (1 applies, O
does not apply) and is used for representing conplenents of policy
applicability intervals. The second flag indicates whether the tine
speci fication takes precedence over the previous tine specifications
listed (1 precedence, 0 no precedence). Precedence is equivalent to
t he bool ean OR and AND operators, in the follow ng sense. At any
given instant, a transit policy either applies or does not apply,
according to a given tinme specification, and we can assign a bool ean
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value to the state of policy applicability according to a given tine
specification. |f the second flag assunes the value 1 for a given
time specification, that indicates the bool ean operator OR shoul d be
applied to the values of policy applicability, according to the given
time specification and to all previously listed tine specifications.
If the second flag assunes the value 0 for a given tine
specification, that indicates the bool ean operator AND shoul d be
applied to the values of policy applicability, according to the given
time specification and to all previously listed tine specifications.

DURATI ON (24 bits) Length of the time specification duration, in
mnutes. A value of O indicates an infinite duration.

START (32 bits) Tine at which the tinme specification first takes
effect, in seconds el apsed since 1 January 1970 0: 00 GVI

PERI OD (16 bits) Length of each tinme period within the tine
specification, in mnutes.

ACTI VE (16 bits) Length of the policy applicable interval during each
time period, in minutes fromthe beginning of the time period.

NUM UClI (16 bits) Nunmber of user classes associated with the user
cl ass access restrictions.

UCI (8 bits) Nuneric identifier for a user class.

NUM VG GRP (16 bits) Nunber of virtual gateway groups (see section
1.4.2) associated with the virtual gateway access restrictions.

NUM VG (16 bits) Number of virtual gateways in a virtual gateway
group.

ADJ AD (16 bits) Nuneric identifier for the adjacent domain to which
a virtual gateway connects.

VG (8 bits) Nuneric identifier for a virtual gateway.

VG FLGS (8 bits) Set of two flags indicating howto interpret the VG
field, contained in the right-nost bits. Proceeding left to right,
the first flag indicates whether the virtual gateway is a domain
entry point (1 entry, 0 not entry). The second flag indicates

whet her the virtual gateway is a donain exit point (1 exit, 0O not
exit). At least one of the first and second flags must be set to 1
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4.3.2. DYNAM C
The DYNAM C nessage type is equal to 1.
0 1 2 3

01234567890123456789012345678901
T T S T i s L i S S S S S S S e T s

| AD CWP | SEQ I
T T +
| UNAVL VG | NUM PS |
o e e e e e e e e e e e e e e e e e m o o e e e e e e e e e e e e e e e e e m o +
For each unavail able virtual gateway in the domain:
. . . +
| ADJ AD | VG | UNUSED
T . . +
For each set of transit policies for the domain:

o e e e e e e e e e e e e e e e e e m o o e e e e e e e e e e e e e e e e e m o +
| NUM TP | NUM VG GRP
. . +
I ™ I

T +

For each virtual gateway group associated with the transit policy
set:

o e e m e e e e e e e e e e oo oo - o e e m e e e e e e e e e e oo oo - +
| NUM VG | ADJ AD |
. I e +
| VG | VG FLGS | NUM CvP |
Fom e e e e e oo oo Fom e e e e e oo oo Fom e m e e e e e e e e e e e +
| ADJ CwP |

o e e m e e e e e e e e e e oo oo - +

AD CWP

(16 bits) Nunmeric identifier for the donmain component containing
the AD representative policy gateway.

SEQ (16 bits) Routing information nessage sequence nunber.

UNAVL VG (16 bits) Nunber of virtual gateways in the donai n conmponent
that are currently unavailable via any intra-domain routes.

NUM PS (16 bits) Nunmber of sets of transit policies listed. Transit
policy sets provide a nmechani smfor reducing the size of DYNAM C
messages. A single set of virtual gateway groups applies to all
transit policies in a given set.

ADJ AD (16 bits) Nuneric identifier for the adjacent domain to which
a virtual gateway connects.
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VG (8 bits) Nuneric identifier for a virtual gateway.
UNUSED (8 bits) Not currently used; nust be set equal to O.
NUM TP (16 bits) Number of transit policies in a set.

NUM VGGRP (16 bits) Nunber of virtual gateway groups currently
associated with the transit policy set.

TP (16 bits) Nuneric identifier for a transit policy.

NUM VG (16 bits) Nunmber of virtual gateways in a virtual gateway
group.

VG FLGS (8 bits) Set of two flags indicating howto interpret the VG
field, contained in the right-nost bits. Proceeding left to
right, the first flag indicates whether the virtual gateway is a
domain entry point (1 entry, 0 not entry). The second flag
i ndi cates whether the virtual gateway is a donmain exit point (1
exit, O not exit). At least one of the first and second fl ags
nmust be set to 1.

NUM CMP (16 bits) Nunmber of adjacent domain conponents reachable via
di rect connections through the virtual gateway.

ADJ CWP (16 bits) Nuneric identifier for a reachabl e adjacent donain
conmponent .

4.3.3. Negative Acknow edgenents

When a policy gateway or route server receives an unacceptable | DPR
routing informati on nessage that passes the CMIP validati on checks,

it includes, in its CMIP ACK, an appropriate negative

acknow edgenment. This information is placed in the I NFORM field of
the CMIP ACK (described previously in section 2.4); the nuneric
identifier for each type of routing information nmessage negative
acknow edgenent is contained in the left-nost 8 bits of the | NFORM
field. Negative acknow edgenents associated with routing infornmation
nmessages include the foll owi ng types:

1. Unrecognized IDPR routing information nmessage type. Nuneric
identifier for the unrecogni zed nessage type (8 bits).

2. Qut-of-date IDPR routing informati on nmessage. This is a signa

to the sender that it may not have the nost recent routing
i nformati on for the given donain.
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5.

5.

Route Server Query Protoco

Each route server is responsible for maintaining both the routing
i nformati on database and the route database and for responding to
dat abase i nformation requests from policy gateways and other route
servers. These requests and their responses are the nessages
exchanged via the Route Server Query Protocol (RSQP)

Policy gateways and route servers normally invoke RSQP to replace
absent, outdated, or corrupted information in their own routing

i nformati on or route databases. In section 4, we discussed sone of
the situations in which RSQP may be invoked; in this section and in
section 7, we discuss other such situations.

1. Message Exchange

Pol i cy gateways and route servers use CMIP for reliable transport of
route server requests and responses. RSQP nust communicate to CMIP
t he maxi num nunber of transnissions per request/response nessage,
rsqp_ret, and the interval between request/response nessage
retransm ssions, rsqp_int mcroseconds. A route server
request/response nmessage i s "acceptable" if:

- It passes the CMIP validation checks.

- Its tinmestanp is less than rsgp_old (300) seconds behind the
recipient’s internal clock tinmne.

Wth RSQP, a requesting entity expects to receive an acknow edgenent
fromthe queried route server indicating whether the route server can
acconmodate the request. The route server nay fail to fill a given
request for either of the follow ng reasons:

- Its correspondi ng database contains no entry or only a partia
entry for the requested information

- It is governed by special nessage distribution rules, inposed by
the domain administrator, that preclude it fromrel easing the
requested information. Currently, such distribution rules are not
i ncluded in IDPR configuration information

For all requests that it cannot fill, the route server responds wth
a negative acknow edgenent nessage carried in a CMIP acknow edgenent,
indicating the set of unfulfilled requests (see section 5.5.4).

If the requesting entity either receives a negative acknow edgenent
or does not receive any acknow edgenent after rsqp_ret attenpts
directed at the sane route server, it queries a different route
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server, as long as the nunber of attenpted requests to different
route servers does not exceed rsqgp_try (3). Specifically, the
requesting entity proceeds in round-robin order through its list of
addressabl e route servers. However, if the requesting entity is
unsuccessful after rsqgp_try attenpts, it abandons the request

al together and | ogs the event for network nanagenent.

A policy gateway or a route server can request information from any
route server that it can address. Addresses for |ocal route servers
within a domain are part of the configuration for each IDPR entity
within a domain; addresses for renote route servers in other donmains
are obtai ned through fl ooded CONFI GURATI ON nessages, as descri bed
previously in section 4.2.1. However, requesting entities always
query local route servers before renpte route servers, in order to
contain the costs associated with the query and response. |If the
requesting entity and the queried route server are in the same
domai n, they can conmuni cate over intra-domain routes, whereas if the
requesting entity and the queried route server are in different

domai ns, they nust obtain a policy route and establish a path before
they can conmmuni cate, as we descri be bel ow.

5. 2. Renote Route Server Communi cati on

RSQP comuni cation involving a renote route server requires a policy
route and acconpanyi ng path setup (see section 7) between the
requesting and queried entities, as these entities reside in
different domains. After generating a request nessage, the
requesting entity hands to CMIP its request nessage along with the
renote route server’s entity and domain identifiers. CMIP encl oses
the request in a DATAGRAM and hands the DATAGRAM and renote route
server infornmation to the path agent. Using the renpte route server
i nformati on, the path agent obtains, and if necessary sets up, a path
to the renote route server. Once the path to the renote route server
has been successfully established, the path agent encapsul ates the
DATAGRAM wi t hin an | DPR data nessage and forwards the data nessage

al ong the desi gnated path.

Wien the path agent in the renote route server receives the | DPR data
nmessage, it extracts the DATAGRAM and hands it to CMIP. 1In addition
the path agent, using the requesting entity and domain identifiers
contained in the path identifier, obtains, and if necessary sets up

a path back to the requesting entity.

I f the DATAGRAM fails any of the CMIP validation checks, CMIP returns
a NAK to the requesting entity. |If the DATAGRAM passes all of the
CMIP val i dation checks, the renpte route server assesses the
acceptability of the request nessage. Provided the request message
is acceptable, the renpte route server deternines whether it can
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fulfill the request and directs CMIP to return an ACK to the
requesting entity. The ACK nay contain a negative acknow edgenent if
the entire request cannot be fulfilled.

The renote route server generates responses for all requests that it
can fulfill and returns the responses to the requesting entity.
Specifically, the renote route server hands to CMIP its response and
the requesting entity information. CMIP in turn encloses the
response in a DATAGRAM

When returning an ACK, a NAK, or a response to the requesting entity,
the renote route server hands the correspondi ng CMIP nessage and
requesting entity infornmation to the path agent. Using the
requesting entity information, the path agent retrieves the path to
the requesting entity, encapsul ates the CMIP nessage within an | DPR
data nmessage, and forwards the data nmessage al ong the desi gnated
pat h.

When the path agent in the requesting entity receives the |IDPR data
nmessage, it extracts the ACK, NAK, or response to its request and
performs the CMIP validation checks for that nessage. In the case of
a response nesssage, the requesting entity al so assesses nmessage
acceptability before incorporating the contents into the appropriate
dat abase

5.3 Routing Information

Pol i cy gateways and route servers request routing information from
route servers, in order to update their routing information

dat abases. To obtain routing information froma route server, the
requesting entity issues a ROUTI NG | NFORVATI ON REQUEST nessage
containing the type of routing information requested - CONFI GURATI ON
nmessages, DYNAM C nessages, or both - and the set of domains from
which the routing information is requested.

Upon receiving a ROUTI NG | NFORVATI ON REQUEST nessage, a route server
first assesses nessage acceptability before proceeding to act on the
contents. |f the ROUTI NG | NFORMATI ON REQUEST nessage i s deened
acceptable, the route server determi nes how nmuch of the request it

can fulfill and then instructs CMIP to generate an acknow edgenent,
indicating its ability to fulfill the request. The route server
proceeds to fulfill as nuch of the request as possible by

reconstructing individual routing informati on nessages, one per
requested nessage type and domain, fromits routing infornation
dat abase. W note that only a regenerated routing infornmation
nmessage whose entire contents match that of the original routing
i nformati on nessage may pass the CMIP integrity/authentication
checks.
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5. 4.

5. 5.

5.5.

St e

Rout es

Path agents request routes fromroute servers when they require
policy routes for path setup. To obtain routes froma route server,
the requesting path agent issues a ROUTE REQUEST nessage contai ni ng
the destination domain and applicable service requirenents, the
maxi mum nunber of routes requested, a directive indicating whether to
generate the routes or retrieve themfromthe route database, and a
directive indicating whether to refresh the routing information

dat abase with the nost recent CONFI GURATI ON or DYNAM C nessage from a
gi ven donai n, before generating the routes. To refresh its routing

i nformati on database, a route server nust obtain routing infornation
fromanother route server. The path agent usually issues routing

i nformati on database refresh directives in response to a failed path
setup. W discuss the application of these directives in nore detai
in section 7.4.

Upon receiving a ROUTE REQUEST nessage, a route server first assesses

nmessage acceptability before proceeding to act on the contents. |If

t he ROUTE REQUEST nessage is deened acceptable, the route server
determi nes whether it can fulfill the request and then instructs CMIP
to generate an acknow edgenent, indicating its ability to fulfill the
request. The route server proceeds to fulfill the request with

policy routes, either retrieved fromits route database or generated
fromits routing infornmation database if necessary, and returns these
routes in a ROUTE RESPONSE nessage.

Route Server Message Formats

The route server query protocol nunber is equal to 2. W describe
the contents of each type of RSQP nessage bel ow.

1. ROUTI NG | NFORVATI ON REQUEST
The ROUTI NG | NFORMATI ON REQUEST nessage type is equal to O.
0 1 2 3

01234567890123456789012345678901
T I T S S Tk it S S S S Sk L T T SR A s

| QRY AD | QRY RS |
E I T E I T +
| NUM AD | AD |
S S S +
| RIM FLGS | UNUSED |
- - +

QRY AD
(16 bits) Nuneric identifier for the domain containing the
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queried route server.
QRY RS (16 bits) Numeric identifier for the queried route server.

NUM AD (16 bits) Number of domains about which routing information is
requested. The value 0 indicates a request for routing
information fromall donains.

AD (16 bits) Numeric identifier for a domain. This field is absent
when NUM AD equal s 0.

RIMFLGS (8 bits) Set of two flags indicating the type of routing
i nformati on nessages requested, contained in the right-nost
bits. Proceeding left to right, the first flag indicates
whet her the request is for a CONFI GURATI ON nessage (1
CONFI GURATI ON, 0 no CONFI GURATION). The second flag indicates
whet her the request is for a DYNAM C nessage (1 DYNAM C, 0 no
DYNAM C). At least one of the first and second flags nust be
set to 1.

UNUSED (8 bits) Not currently used; nust be set equal to O.
5.5.2. ROUTE REQUEST
The ROUTE REQUEST nessage type is equal to 1.
0 1 2 3

01234567890123456789012345678901
B S S T o S S S S s S S S S S S S

| QRY AD | QRY RS |

o m e e e e e eae oo o m e e e e e eae oo +
I SRC AD | HST SET |

S S o m e e e e e e e e a o a oo +
| ucl | UNUSED | NUM RQS |

S S o e e e e e e e e e e e e e e e e e m o +
| DST AD | PRX AD |

R R o m e e e e e eae oo +
| NUM RTS | GEN FLGS | RFS AD |

S S o m e e e e e e e e a o a oo +
| NUM AD |

o e e e e e e e e e e e e e e e e e m o +

For each donmain to be favored, avoided, or excluded

o m e e e e e eae oo R R +
| AD | AD FLGS | UNUSED

o m e e e e e e e e a o a oo S S +
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For each requested service:

ot e e e e e eeaaao- oo e e e e e eeaaao- +
| RQS TYP | RQS LEN
i i +
| RQS SRV |
o m o o e o e e e e e e e e e e e e e e eeeeeeee—o-- +
QRY AD

(16 bits) Nuneric identifier for the domain containing the
queried route server.

QRY RS (16 bits) Nuneric identifier for the queried route server
SRC AD (16 bits) Nuneric identifier for the route’s source domain.
HST SET (16 bits) Nuneric identifier for the source’ s host set.

UCI (8 bits) Nuneric identifier for the source user class. The val ue
O indicates that there is no particul ar source user class.

UNUSED (8 bits) Not currently used; nust be set equal to O.

NUM RQS (16 bits) Number of requested services. The value 0
i ndi cates that the source requests no special services.

DST AD (16 bits) Numeric identifier for the route’s destination
donai n.

PRX AD (16 bits) Numeric identifier for the destination domain’s

proxy (see section 1.3.1). |If the destination donmain provides
the path agent function for its hosts, then the destination and
proxy domains are identical. A route server constructs routes

bet ween the source domain’s proxy and the destination domain’s
proxy. W note that the source domain’s proxy is identical to
the domain issuing the CMIP nessage contai ning the ROUTE REQUEST
nmessage, and hence available in the CMIP header

NUM RTS (8 bits) Number of policy routes requested.

GEN FLGS (8 bits) Set of three flags indicating howto obtain the
requested routes, contained in the right-nost bits. Proceeding
left toright, the first flag indicates whether the route server
shoul d retrieve existing routes fromits route database or
generate new routes (1 retrieve, 0 generate). The second flag
i ndi cates whether the route server should refresh its routing
i nformati on database before generating the requested routes (1
refresh, 0 no refresh) and when set to 1, causes the third flag
and the RFS AD field to becone significant. The third flag
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i ndi cates whether the routing infornmation database refresh
shoul d i ncl ude CONFI GURATI ON nessages or DYNAM C nessages (1
configuration, O dynanmic).

RFS AD (16 bits) Numeric identifier for the domain for which routing
i nformati on should be refreshed. This field is neaningful only
if the second flag in the GEN FLGS field is set to 1

NUM AD (16 bits) Number of transit domains that are to be favored,
avoi ded, or excluded during route selection (see section 1.4.1).

AD (16 bits) Nuneric identifier for a transit donain to be favored,
avoi ded, or excl uded.

AD FLGS (8 bits) Three flags indicating howto interpret the AD
field, contained in the right-nost bits. Proceeding left to
right, the first flag indicates whether the domain should be
favored (1 favored, 0 not favored). The second flag indicates
whet her the donmain should be avoided (1 avoi ded, 0 not avoided).
The third flag indicates whether the domain should be excluded
(1 excluded, 0 not excluded). No nore than one of the first,
second, and third flags nmust set to 1

RQS TYP (16 bits) Nunmeric identifier for a type of requested service
Valid requested services include the follow ng types:

1. Upper bound on delay, in nilliseconds (16 bits). This attribute
may be omitted

2. Mnimumdelay route. This attribute may be om tted.

3.  Upper bound on delay variation, in nmilliseconds (16 bits). This
attribute may be omtted.

4. Mninumdelay variation route. This attribute may be omtted.

5. Lower bound on bandwidth, in bits per second (48 bits). This
attribute may be omtted.

6. Maxi mum bandwi dth route. This attribute may be omtted.

7. Upper bound on nonetary cost, in cents (32 bits). This attribute
may be onmitted

8. Mninmmnonetary cost route. This attribute may be omitted.

9. Path lifetime in mnutes (16 bits). This attribute may be omtted
but nust be present if types 7 or 8 are present. Route servers
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use path lifetine infornmation together with donmai n charging
met hod to conpute expected session nonetary cost over a given
domai n.

10. Path lifetine in nmessages (16 bits). This attribute may be
omtted but nust be present if types 7 or 8 are present.

11. Path lifetine in bytes (48 bits). This attribute nay be onitted
but nust be present if types 7 or 8 are present.

RQS LEN
(16 bits) Length of the requested service, in bytes, beginning
with the next field.

RQS SRV

(variabl e) Description of the requested service.
5.5.3. ROUTE RESPONSE
The ROUTE RESPONSE nessage type is equal to 2.
0 1 2 3

01234567890123456789012345678901
i S S S T i i S S i i S S S S R T T

| NUM RTS |

R +

For each route provided:

Fom e e e e e oo oo Fom e e e e e oo oo +

| NUM AD | RTE FLGS |

S S +

For each domain in the route:

R R e +
| AD LEN | VG | ADJ AD

Fom e e e e e oo oo Fom e e e e e oo oo Fom e m e e e e e e e e e e e +
| ADJ CWP | NUM TP

o e e m e e e e e e e e e e oo oo - o e e m e e e e e e e e e e oo oo - +
| TP |

e +

NUM RTS

(16 bits) Nunber of policy routes provided.

RTE FLGS (8 bits) Set of two flags indicating the directions in which
a route can be used, contained in the right-nost bits. Refer to
sections 6.2, 7, and 7.2 for detail ed discussions of path
directionality. Proceeding left to right, the first flag
i ndi cates whether the route can be used from source to
destination (1 fromsource, 0 not fromsource). The second flag
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i ndi cates whether the route can be used fromdestination to
source (1 fromdestination, 0 not fromdestination). At |east
one of the first and second flags nust be set to 1, if NUM RTS
is greater than O.

NUM AD (8 bits) Nunber of domains in the policy route, not including
the first domain on the route.

AD LEN (8 bits) Length of the information associated with a
particul ar domain, in bytes, beginning with the next field.

VG (8 bits) Nuneric identifier for an exit virtual gateway.

ADJ AD (16 bits) Numeric identifier for the adjacent domain connected
to the virtual gateway.

ADJ CVWP (16 bits) Nuneric identifier for the adjacent donain
conponent. Used by policy gateways to select a route across a
virtual gateway connecting to a partitioned donain.

NUM TP (16 bits) Number of transit policies that apply to the section
of the route traversing the donmain conponent.

TP (16 bits) Nuneric identifier for a transit policy.
5.5.4. Negative Acknow edgenents

When a policy gateway receives an unacceptabl e RSQP nessage t hat
passes the CMIP validation checks, it includes, inits CMIP ACK, an
appropriate negative acknow edgenent. This information is placed in
the INFORM field of the CMIP ACK (described previously in section
2.4); the nuneric identifier for each type of RSQP negative

acknow edgenment is contained in the left-nmobst 8 bits of the | NFORM
field. Negative acknow edgenents associated with RSQP i nclude the
foll owi ng types

1. Unrecogni zed RSQP nessage type. Nuneric identifier for the
unr ecogni zed nessage type (8 bits).

2. Qut-of-date RSQP nmessage

3. Unable to fill requests for routing information fromthe
foll owi ng domai ns. Nunber of domains for which requests cannot
be filled (16 bits); a value of O indicates that the route
server cannot fill any of the requests. Nuneric identifier for
each domain for which a request cannot be filled (16 bits).
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6.

Unable to fill requests for routes to the followi ng destination
domain. Nuneric identifier for the destination domain (16 bits).

Rout e Generation

Rout e generation is the nost conputationally conplex part of |DPR
because of the nunber of donmmins and the nunber and heterogeneity of
policies that it nust accommpdate. Route servers nmust generate
policy routes that satisfy the requested services of the source
domai ns and respect the offered services of the transit domains.

We di stinguish requested qualities of service and route generation
with respect to themas foll ows:

Requested service limts include upper bounds on route delay, route
del ay variation, and session nonetary cost and | ower bounds on
avail abl e route bandwi dth. Generating a route that nust satisfy
nore than one quality of service constraint, for exanple route del ay
of no nore than X seconds and avail abl e route bandwi dth of no | ess
than Y bits per second, is an NP-conpl ete probl em

Optimal requested services include ninimum route delay, mninm
route delay variation, mninmmsession nonetary cost, and maxi num
avai l abl e route bandwidth. 1In the worst case, the conputationa
conplexity of generating a route that is optimal with respect to a
gi ven requested service is (N + L) log N for Djkstra s shortest
path first (SPF) search and QN + (L * L)) for breadth-first (BF)
search, where N is the nunber of nodes and L is the nunmber of |inks
in the search graph. Milti-criteria optim zation, for exanple
finding a route with mininmal delay variation and mininal session
nmonetary cost, nay be defined in several ways. One approach to
multi-criteria optim zation is to assign each link a single value
equal to a weighted sum of the values of the individual offered
qualities of service and generate a route that is optimal with
respect to this new criterion. However, selecting the weights that
yield the desired route generation behavior is itself an

optim zation procedure and hence not trivial

To hel p contain the conbi natorial explosion of processing and nenory
costs associated with route generation, we supply the foll ow ng
gui delines for generation of suitable policy routes:

Each route server should only generate policy routes fromthe
perspective of its own domain as source; it need not generate policy
routes for arbitrary source/destination domain pairs. Thus, we can
di stribute the conputational burden over all route servers

Rout e servers shoul d preconpute routes for which they anticipate
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requests and shoul d generate routes on denand only in order to
satisfy unanticipated route requests. Hence, a single route server
can distribute its conputational burden over tinme

- Route servers should cache the results of route generation, in order
to mninize the conputation associated with responding to future
route requests.

- To handl e requested service limts, a route server should al ways
select the first route generated that satisfies all of the requested
service limts.

- To handle nulti-criteria optimzation in route selection, a route
server should generate routes that are optinal with respect to the
first optimal requested service listed in the ROUTE REQUEST nessage.
The route server should resolve ties between otherw se equival ent
routes by evaluating these routes according to the other optinma
requested services contained in the ROUTE REQUEST nessage, in the
order in which they are listed. Wth respect to the route server’'s
routing information database, the selected route is optimal
according to the first optiml requested service listed in the ROUTE
REQUEST nessage but is not necessarily optimal according to any
other optimal requested service listed in the ROUTE REQUEST nessage.

ti 2 - To handle a mi xture of requested service limts and opti nal
requested services, a route server should generate routes that
satisfy all of the requested service linmts. The route server
shoul d resol ve ties between otherw se equival ent routes by

eval uating these routes as described in the nmulti-criteria

optim zation case above.

ti 2 - Al else being equal, a route server should al ways prefer
nm ni rum hop routes, because they mininze the anount of network
resources consuned by the routes.

ti 2 - Aroute server should generate at |east one route to each
conponent of a partitioned destination donain, because it may not
know i n whi ch domai n conponent the destination host resides. Hence,
a route server can maxinize the chances of providing a feasible
route to a destination within a partitioned domain.

6.1 Searching
Al'l domai ns need not execute the identical route generation
procedure. Each donain administrator is free to specify the | DPR

route generation procedure for route servers in its own domain,
maki ng the procedure as sinple or as conpl ex as desired.
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6.

1

We offer an IDPR route generation procedure as a nodel. Wth slight
nmodi fication, this procedure can be nade to search in either BF or
SPF order. The procedure can be used either to generate a single
policy route fromthe source to a specified destination dormain or to
generate a set of policy routes fromthe source domain to all
destination domains. |If the source or destination domain has a
proxy, then the source or destination endpoint of the policy route
is a proxy domain and not the actual source or destination domain.

For high-bandwi dth traffic flows, BF search is the reconmended
search techni que, because it produces m ni mum hop routes. For |ow
bandwi dth traffic flows, the route server nay use either BF search
or SPF search. The conputational conmplexity of BF search is QN +
L) and hence it is the search procedure of choice, except when
generating routes with optiml requested services. W recomend
usi ng SPF search only for optimal requested services and never in
response to a request for a nmaxi nrum bandwi dth route.

1. Inplenentation

Data Structures:

The routing informati on database contains the graph of an

internetwork, in which virtual gateways are the nodes and intra-
domai n routes between virtual gateways are the links. During route
generation, each route is represented as a sequence of virtua

gat eways, donmains, and relevant transit policies, together with a
list of route characteristics, stored in a tenporary array and

i ndexed by destination domain.

- Execute the Policy Consistency routine, first with the source
domai n the given domain and second with the destination donmain as
the given domain. |f any policy inconsistency precludes the
requested traffic flow, go to Exit.

- For each domain, initialize a null route, set the route bandw dth
to and set the following route characteristics to infinity: route
del ay, route delay variation, session nonetary cost, and route
Il ength in hops.

- Wth each operational virtual gateway in the source or source proxy
domai n, associate the initial route characteristics.

- Initialize a next-node data structure which will contain, for each
route in progress, the virtual gateway at the current endpoint of
the route together with the associated route characteristics. The
next - node data structure determ nes the order in which routes get
expanded.
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BF: A fifo queue.

SPF: A heap, ordered according to the first optinal requested
service listed in the ROUTE REQUEST nessage.

Renmove Next Node: These steps are performed for each virtual gateway
in the next-node data structure.

- If there are no nore virtual gateways in the next-node data
structure, go to Exit.

- Extract a virtual gateway and its associated route
characteristics fromthe next-node data structure, obtain the
adj acent donai n, and:

SPF: Remake the heap

- If there is a specific destination domain and if for the prinmary
optinal service

BF: Route length in hops.

SPF: First optimal requested service listed in the ROUTE
REQUEST nessage.

the extracted virtual gateway’'s associated route characteristic
is no better than that of the destination domain, go to Renove
Next Node.

- Execute the Policy Consistency routine with the adjacent donain
as given domain. |f any policy inconsistency precludes the
requested traffic flow, go to Renove Next Node.

- Check that the source domain's transit policies do not preclude
traffic generated by nenbers of the source host set with the
speci fied user class and requested services, fromflowing to the
adj acent domain as destination. This check is necessary because
the route server caches what it considers to be all feasible
routes, to internediate destination donains, generated during
the conputation of the requested route. |If there are no policy
i nconsi stenci es, associate the route and its characteristics
with the adjacent domain as destination

- If there is a specific destination domain and if the adjacent
domain is the destination or destination proxy domain, go to
Renmove Next Node.

- Record the set of all exit virtual gateways in the adjacent
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domai n which the adjacent domain’s transit policies permt the
requested traffic flow and which are currently reachable from
the entry virtual gateway.

Next Node:

These steps are perforned for all exit virtual gateways in the
above set.

- If there are no exit virtual gateways in the set, go to Renove
Next Node.

- Conpute the characteristics for the route to the exit virtua
gateway, and check that all of the route characteristics are
within the requested service limts. |f any of the route
characteristics are outside of these linmts, go to Next Node.

- Conpare these route characteristics with those already
associated with the exit virtual gateway (there nmay be none, if
this is the first tinme the exit virtual gateway has been visited
in the search), according to the primary optimal service.

- Select the route with the optimal value of the primary opti mal
service, resolve ties by considering optimality according to any
other optinmal requested services in the order in which they are
listed in the ROUTE REQUEST nessage, and associate the sel ected
route and its characteristics with the exit virtual gateway.

- Add the virtual gateway to the next-node structure:

BF: Add to the end of the fifo queue.

SPF: Add to the heap

and go to Next Node.
Return a response to the route request, consisting of either a
set of candidate policy routes or an indication that the route
request cannot be ful filled.

Pol i cy Consi stency: Check policy consistency for the given donain.

- Check that the given donain is not specified as an excl uded
domain in the route request.

- Check that the given domain’s transit policies do not preclude
traffic generated by nenbers of the source host set with the
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speci fied user class and requested services, fromflowing to the
destination domain.

During the conputation of the requested routes, a route server also
caches what it considers to be all feasible routes to internediate
destination domains, thus increasing the chances of being able to
respond to a future route request w thout having to generate a new
route. The route server does perform sone policy consistency checks
on the routes, as they are generated, to internedi ate destinations.
However, these routes may not in fact be feasible; the transit
domai ns contained on the routes may not permt traffic between the
source and the given internedi ate destinations. Hence, before

di spensing such a route in response to a route request, a route
server nust check that the transit policies of the constituent
donai ns are consistent with the source and destination of the traffic
flow

6.2. Route Directionality

A path agent nmay wish to set up a bidirectional path using a route
supplied by a route server. (Refer to sections 7.2 and 7.4 for
detail ed di scussions of path directionality.) However, a route
server can only guarantee that the routes it supplies are feasible if
used in the direction fromsource to destination. The reason is that
the route server, which resides in the source or source proxy donain,
does not have access to, and thus cannot account for, the source
policies of the destination domain. Nevertheless, the route server
can provide the path agent with an indication of its assessnent of
route feasibility in the direction fromdestination to source

A necessary but insufficient condition for a route to be feasible in
the direction fromdestination to source is as follows. The route
nmust be consistent, in the direction fromdestination to source, with
the transit policies of the domains that compose the route. The
transit policy consistency checks perforned by the route server
during route generation account for the direction fromsource to
destination but not for the direction fromdestination to source.
Only after a route server generates a feasible route fromsource to
destination does it performthe transit policy consistency checks for
the route in the direction fromdestination to source. Follow ng
these checks, the route server includes in its ROUTE RESPONSE nessage
to the path agent an indication of its assessnent of route
feasibility in each direction
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6.3. Route Database

A policy route, as originally specified by a route server, is an
ordered list of virtual gateways, dommins, and transit policies: VG 1
- AD1-TP1- ... -VGn- ADn- TP n. where VGi is the virtua
gateway that serves as exit fromADi-1 and entry to ADi, and TP i
is the set of transit policies associated with ADi and relevant to
the particular route. Each route is indexed by source and
destination domain. Route servers and paths agents store policy
routes in route databases maintai ned as caches whose entries nust be
periodically flushed to avoid retention of stale policy routes. A
route server’'s route database is the set of all routes it has
generated on behalf of its domain as source or source proxy;

associ ated with each route in the database are its route
characteristics. A path agent’s route database is the set of al
routes it has requested and received fromroute servers on behal f of
hosts for which it is configured to act.

When attenpting to locate a feasible route for a traffic flow, a path
agent first consults its own route database before querying a route
server. |If the path agent’s route database contains one or nore
routes between the given source and destination domai ns and
acconmodati ng the given host set and UCI, then the path agent checks
each such route against the set of excluded donmains listed in the
source policy. The path agent either selects the first route
encountered that does not include the excluded domains, or, if no
such route exists in its route database, requests a route froma
route server.

A path agent nust query a route server for routes when it is unable
to fulfill a route request fromits own route database. Moreover, we
recomend that a path agent automatically forward to a route server
all route requests with non-null requested services. The reason is
that the path agent retains no route characteristics in its route

dat abase. Hence, the path agent cannot determ ne whether an entry in
its route database satisfies the requested services.

When responding to a path agent’s request for a policy route, a route
server first consults its route database, unless the ROUTE REQUEST
message contains an explicit directive to generate a new route. |If
its route database contains one or nore routes between the given
source and destination donmai ns and accommodati ng the given host set
and UCI, the route server checks each such route against the set of
excl uded domains listed in the ROUTE REQUEST nessage. The route
server either selects all routes encountered that do not include the
excl uded domains, or, if no such route exists in its route database,
attenpts to generate such a route. Once the route server selects a
set of routes, it then checks each such route agai nst the services
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requested by the path agent and the services offered by the donains
conposing the route. To obtain the offered services information, the
route server consults its routing information database. The route
server either selects the first route encountered that is consistent
with both the requested and offered services, or, if no such route
exists in its route database, attenpts to generate such a route.

6.3.1. Cache Mii ntenance

Each route stored in a route database has a naxi mum cache lifetinme
equal to rdb_rs minutes for a route server and rdb_ps mnutes for a
path agent. Route servers and path agents recl aimcache space by
flushing entries that have attained their maxi mumlifetines.

Mor eover, paths agents reclaimcache space for routes whose paths
have failed to be set up successfully or have been torn down (see
section 7.4).

Nevert hel ess, cache space may becone scarce, even with reclamation of

entries. |If a cache fills, the route server or path agent |ogs the
event for network nmanagenment. To obtain space in the cache when the
cache is full, the route server or path agent deletes fromthe cache

the ol dest entry.
7. Path Control Protocol and Data Message Forwardi ng Procedure

Two entities in different donmai ns may exchange | DPR data nessages
only if there exists an |IDPR path set up between the two donains.
Pat h setup requires cooperation anmong path agents and internedi ate
policy gateways. Path agents locate policy routes, initiate the Path
Control Protocol (PCP), and nanage exi sting paths between

adm ni strative donains. Internediate policy gateways verify that a
given policy route is consistent with their domains’ transit

policies, establish the forwarding information, and forward nessages
al ong exi sting paths.

Each policy gateway and each route server contains a path agent. The
path agent that initiates path setup in the source or source proxy
domain is the "originator", and the path agent that handl es the
originator’s path setup nmessage in the destination or destination
proxy domain is the "target". Every path has two possible directions
of traffic flow fromoriginator to target and fromtarget to
originator. Path control nessages are free to travel in either
direction, but data nessages may be restricted to only one direction

Once a path for a policy route is set up, its physical realization is
a set of consecutive policy gateways, with policy gateways or route
servers form ng the endpoints. Two successive entities in this set
belong to either the sane donain or the sane virtual gateway. A
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policy gateway or route server nay, at any tinme, recover the
resources dedicated to a path that goes through it by tearing down
that path. For exanple, a policy gateway nay decide to tear down a
path that has not been used for some period of tine.

PCP may build nultiple paths between source and destinati on domai ns,
but it is not responsible for managi ng such paths as a group or for
elim nating redundant paths.

7.1. An Exanpl e of Path Setup

We illustrate how path setup works by stepping through an exanpl e.
Suppose host Hx in domain AD X wants to comuni cate with host Hy in
domain AD Y and that both AD X and AD Y support |IDPR  Hx need not
know the identity of its own domain or of Hy’'s domain in order to

send nmessages to Hy. Instead, Hx sinply forwards a message bound for
Hy to one of the gateways on its |local network, according to its
| ocal forwarding information only. |If the recipient gateway is a

policy gateway, the resident path agent deternines howto forward the
nmessage outside of the domain. Oherw se, the recipient gateway
forwards the nmessage to another gateway in AD X, according to its

| ocal forwading information. Eventually, the nessage will arrive at
a policy gateway in AD X, as policy gateways are the only egress
points to other domains, in domains that support |DPR

The path agent resident in the recipient policy gateway uses the
nmessage header, including source and destination addresses and any
requested service information (for exanple, type of service), in
order to determ ne whether it is an intra-domain or inter-domain
message, and if inter-donmain, whether it requires an | DPR policy
route. Specifically, the path agent attenpts to |ocate a forwarding
i nformation database entry for the given traffic flow, fromthe

i nformati on contained in the nmessage header. In the future, for IP
nmessages, the relevant header information may al so include specia
service-specific I P options or even information from hi gher |ayer

pr ot ocol s.

Forwar di ng dat abase entries exist for all of the follow ng:

- Al intra-domain traffic flows. Intra-domain forwarding
information is integrated into the forwarding i nformati on dat abase
as soon as it is received.

- Inter-domain traffic flows that do not require IDPR policy routes.
Non- | DPR forwarding information is integrated into the forwarding
dat abase as soon as it is received.

- IDPR inter-domain traffic flows for which a path has al ready been
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set up. IDPR forwarding information is integrated into the
forwardi ng database only during path setup

The path agent uses the nessage header contents to guide the search
for a forwardi ng i nformati on database entry for a given traffic flow
We recommend a radi x search to locate such an entry. Wen the search
termnates, it produces either an entry, or, in the case of a new
IDPR traffic flow, a directive to generate an entry. |f the search
term nates in an existing forwardi ng i nformati on dat abase entry, the
pat h agent forwards the nmessage according to that entry.

Suppose that the search terminates indicating that the traffic fl ow
fromHx to Hy requires an IDPR policy route and that no entry in the
forwardi ng i nformation database yet exists for that traffic flow In
this case, the path agent first deternines the source and destination
domai ns associated with the nmessage’s source and destination
addresses, before attenpting to obtain a policy route. The path
agent relies on the mapping servers to supply the donmin information,
but it caches all napping server responses locally to limt the
nunber of future queries. Wen attenpting to resolve an address to a
domai n, the path agent always checks its local cache before
contacting a mappi ng server.

After obtaining the domain infornation, the path agent attenpts to
obtain a policy route to carry the traffic fromHx to Hy. The path
agent relies on route servers to supply policy routes, but it caches
all route server responses locally to limt the nunmber of future
queries. Wen attenpting to locate a suitable policy route, the path
agent usually consults its |local cache before contacting a route
server, as described previously in section 6.3.

If no suitable cache entry exists, the path agent queries the route
server, providing it with the source and destinati on domai ns together
with source policy information carried in the host nessage or

speci fied through configuration. Upon receiving a policy route
query, a route server consults its route database. |If it cannot
locate a suitable route in its route database, the route server
attenpts to generate at |least one route to AD Y, consistent with the
requested services for Hx.

The route server always returns a response to the path agent,

regardl ess of whether it is successful in locating a suitable policy
route. The response to a successful route query consists of a set of
candi date routes, fromwhich the path agent nmakes its selection. W
expect that a path agent will normally choose a single route froma
candi date set. Neverthel ess, | DPR does not preclude a path agent
fromselecting multiple routes fromthe candi date set. A path agent
may desire nultiple routes to support features such as fault
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tol erance or |oad bal anci ng; however, |DPR does not currently specify
how t he path agent should use multiple routes.

If the policy route is a new route provided by the route server,
there will be no existing path for the route, and thus the path agent
nmust set up such a path. However, if the policy route is an existing
route extracted fromthe path agent’s cache, there may well be an
existing path for the route, set up to accommodate a host traffic
flow |IDPR pernmits multiple traffic flows to use the sane path,
provided that all traffic flows sharing the path travel between the
same endpoi nt domai ns and have the sanme service requirenents.
Nevert hel ess, | DPR does not preclude a path agent from setting up

di stinct paths along the sane policy route to preserve the

di stinction between host traffic flows.

The path agent associates an identifier with the path, which is

i ncluded in each nessage that travels down the path and is used by
the policy gateways along the path in order to deternmine howto
forward the nessage. |If the path already exists, the path agent uses
the preexisting identifier. However, for new paths, the path agent
chooses a path identifier that is different fromthose of all other
paths that it manages. The path agent al so updates its forwarding

i nformati on database to reference the path identifier and nodifies
its search procedure to yield the correct entry in the forwarding

i nfornmati on database given the data nessage header

For new paths, the path agent initiates path setup, comunicating the
policy route, in terns of requested services, constituent domains,
rel evant transit policies, and the connecting virtual gateways, to
policy gateways in internediate domains. Using this infornmation, an
i nternedi ate policy gateway determ nes whether to accept or refuse
the path and to which next policy gateway to forward the path setup
i nformati on. The path setup procedure allows policy gateways to set
up a path in both directions sinultaneously. Each internediate
policy gateway, after path acceptance, updates its forwarding

i nformati on database to include an entry that associates the path
identifier with the appropriate previous and next hop policy

gat eways

When a policy gateway in AD Y accepts a path, it notifies the source
path agent in AD X. W expect that the source path agent wll
normal ly wait until a path has been successfully established before
using it to transport data traffic. However, PCP does not preclude a
pat h agent from forwardi ng nessages along a path prior to
confirmation of successful path establishment. Paths remain in place
until they are torn down because of failure, expiration, or when
resources are scarce, preenption in favor of other paths.
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We note that data communicati on between Hx and Hy nmay occur over two
separate | DPR paths: one fromAD X to AD Y and one fromAD Y to AD X
The reasons are that within a donain, hosts know not hi ng about path
agents nor |DPR paths, and path agents know not hi ng about other path
agents’ existing IDPR paths. Thus, in AD Y, the path agent that
termnates the path from AD X nmay not be the sane as the path agent
that receives traffic fromHy destined for Hx. In this case, receipt
of traffic fromHy forces the second path agent to set up an

i ndependent path fromAD Y to AD X

7. 2. Path ldentifiers

Each path has an associated path identifier, unique throughout an
internetwork. Every IDPR data nessage travelling along that path
includes the path identifier, used for nessage forwarding. The path
identifier is the concatenation of three itens: the identifier of the
originator’s domain, the identifier of the originator’s policy
gateway or route server, and a 32-bit local path identifier specified
by the originator. The path identifier and the CMIP transaction
identifier have anal ogous syntax and play anal ogous roles in their
respective protocols.

When issuing a new path identifier, the originator always assigns a

|l ocal path identifier that is different fromthat of any other active
or recently torn-down path originally set up by that path agent.

This hel ps to distinguish new paths fromreplays. Hence, the

ori ginator nmust keep a record of each extinct path for |ong enough
that all policy gateways on the path will have elimnated any
reference to it fromtheir nmenories. The right-nost 30 bits of the
local identifier are the sane for each path direction, as they are
assigned by the originator. The left-nost 2 bits of the |oca
identifier indicate the path direction

At path setup tine, the originator specifies which of the path
directions to enabl e contingent upon the information received from
the route server in the ROUTE RESPONSE nessage. By "enable", we nean
that each path agent and each internedi ate policy gateway establishes
an associ ati on between the path identifier and the previous and next
policy gateways on the path, which it uses for forwarding data
messages along that path. |DPR data nessages may travel in the
enabl ed path directions only, but path control nessages are al ways
free to travel in either path direction. The originator nmay enable
neither path direction, if the entire data transaction can be carried
in the path setup nessage itself. |In this case, the path agents and
the internedi ate policy gateways do not establish forwarding

associ ations for the path, but they do verify consistency of the
policy information contained in the path setup nmessage, with their
own transit policies, before forwarding the setup nessage on to the
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next policy gateway.

The path direction portion of the local path identifier has different
i nterpretations, depending upon nessage type. 1In an |IDPR path setup
message, the path direction indicates the directions in which the
pat h shoul d be enabl ed: the value 01 denotes originator to target,
the value 10 denotes target to originator, the value 11 denotes both
directions, and the value 00 denotes neither direction. Each policy
gateway along the path interprets the path direction in the setup
nmessage and sets up the forwarding information as directed. In an

| DPR data nessage, the path direction indicates the current direction
of traffic flow either 01 for originator to target or 10 for target
to originator. Thus, if for exanple, an originator sets up a path
enabling only the direction fromtarget to originator, the target
sends data nmessages containing the path identifier selected by the
originator together with the path direction set equal to 10.

I nstead of using path identifiers that are unique throughout an

i nternetwork, we could have used path identifiers that are uni que
only between a pair of consecutive policy gateways and that change
fromone policy gateway pair to the next. The advantage of locally
uni que path identifiers is that they may be nmuch shorter than

gl obally unique identifiers and hence consune | ess transm ssion
bandwi dth. However, the disadvantage is that the path identifier
carried in each | DPR data nessage nust be nodified at each policy
gateway, and hence if the integrity/authentication information covers
the path identifier, it nust be reconputed at each policy gateway.
For security reasons, we have chosen to include the path identifier
in the set of information covered by the integrity/authentication

val ue, and noreover, we advocate public-key based signatures for

aut hentication. Thus, it is not possible for internediate policy
gateways to nodify the path identifier and then reconpute the correct
integrity/authentication value. Therefore, we have decided in favor
of path identifiers that do not change from hop to hop and hence nust
be globally unique. To speed forwarding of |IDPR data nessages with
long path identifiers, policy gateways should hash the path
identifiers in order to index |IDPR forwarding information.

7.3. Path Control Messages

Messages exchanged by the path control protocol are classified into
"requests": SETUP, TEARDOW, REPAIR; and "responses": ACCEPT, REFUSE,
ERROR. These nessages have significance for internmediate policy
gateways as well as for path agents.

SETUP:

Establ i shes a path by linking together pairs of policy gateways.
The SETUP nessage is generated by the originator and propagates
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to the target. |In response to a SETUP nessage, the originator
expects to receive an ACCEPT, REFUSE, or ERROR nessage. The
SETUP nessage carries all information necessary to set up the
path including path identifier, requested services, transit
policy information relating to each domain traversed, and
optionally, expedited data.

ACCEPT: Signals successful path establishnment. The ACCEPT nessage is
generated by the target, in response to a SETUP nessage, and
propagates back to the originator. Reception of an ACCEPT
message by the originator indicates that the originator can now
safely proceed to send data al ong the path. The ACCEPT nessage
contains the path identifier and an optional reason for
condi tional acceptance.

REFUSE: Signals that the path could not be successfully established,
ei t her because resources were not avail able or because there was
an inconsi stency between the services requested by the source
and the services offered by a transit donain al ong the path.

The REFUSE nessage is generated by the target or by any

i nternedi ate policy gateway, in response to a SETUP nessage, and
propagates back to the originator. All recipients of a REFUSE
message recover the resources dedicated to the given path. The
REFUSE nmessage contains the path identifier and the reason for
pat h refusal

TEARDOMWN: Tears down a path, typically when a non-recoverable failure
is detected. The TEARDOWN nessage may be generated by any path
agent or policy gateway in the path and usually propagates in
both path directions. All recipients of a TEARDOANN nessage
recover the resources dedicated to the given path. The TEARDOMW
message contains the path identifier and the reason for path
t ear down.

REPAI R Establishes a repaired path by |inking together pairs of
policy gateways. The REPAIR nessage is generated by a policy
gateway after detecting that the next policy gateway on one of
its existing paths is unreachable. A policy gateway that
generates a REPAIR nessage propagates the nmessage forward at
nost one virtual gateway. |In response to a REPAIR nessage, the
policy gateway expects to receive an ACCEPT, REFUSE, TEARDOMN
or ERROR nessage. The REPAIR nessage carries the original SETUP
nessage

ERRCR: Transports information about a path error back to the
ori ginator, when a PCP nmessage contai ns unrecogni zed
informati on. The ERROR nmessage nmay be generated by the target
or by any internediate policy gateway and propagates back to the
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originator. Most, but not all, ERROR nessages are generated in
response to errors encountered during path setup. The ERROR
nmessage includes the path identifier and an expl anati on of the
error detected.

Pol i cy gateways use CMIP for reliable transport of PCP nessages,

bet ween path agents and policy gateways and between consecutive
policy gateways on a path. PCP nust conmunicate to CMIP t he maxi num
nunber of transm ssions per path control nessage, pcp_ret, and the

i nterval between path contol message retransnissions, pcp_int

m croseconds. All path control nessages, except ERROR nmessages, may
be transmtted up to pcp_ret tines; ERROR nessages are never
retransmtted. A path control nessage is "acceptable" if:

- It passes the CMIP validation checks.

- Its tinmestanp is less than pcp_old (300) seconds behind the
recipient’s internal clock tine.

- It carries a recognized path identifier, provided it is not a SETUP
nessage

An internediate policy gateway on a path forwards acceptable PCP
messages. As we describe in section 7.4 bel ow, SETUP nessages nust
undergo additional tests at each internediate policy gateway prior to
forwardi ng. Moreover, receipt of an acceptabl e ACCEPT, REFUSE,
TEARDOWN, or ERROR nessage at either path agent or at any
internmedi ate policy gateway indirectly cancels any active |ocal CMIP
retransm ssions of the original SETUP nessage. When a path agent or
i nternmedi ate policy gateway recei ves an unacceptable path contro
message, it discards the nessage and | ogs the event for network
managenment. The path control nmessage age linit reduces the

i kelihood of denial of service attacks based on nessage repl ay.

7.4. Setting Up and Tearing Down a Path

Pat h setup begi ns when the originator generates a SETUP nessage
cont ai ni ng:

The path identifier, including path directions to enable.
- An indication of whether the nessage includes expedited data.

- The source user class identifier

The requested services (see section 5.5.2) and source-specific
i nformati on (see section 7.6.1) for the path.
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- For each donmmin on the path, the domain conponent, applicable
transit policies, and entry and exit virtual gateways.

The only mandatory requested service is the maxi numpath lifetine,
pth_lif, and the only mandatory source-specific information is the
data nessage integrity/authentication type. |If these are not
specified in the path setup nessage, each recipient policy gateway
assigns themdefault values, (60) minutes for pth lif and no
authentication for integrity/authentication type. Each path agent
and internediate policy gateway tears down a path when the path
lifetime is exceeded. Hence, no single source can indefinitely
nonopol i ze policy gateway resources or still functioning parts of
partially broken paths.

After generating the SETUP nessage and establishing the proper |oca
forwardi ng i nformation, the originator selects the next policy
gateway on the path and forwards the SETUP nessage to the sel ected
policy gateway. The next policy gateway sel ection procedure,

descri bed bel ow, applies when either the originator or an
intermedi ate policy gateway is naking the selection. W have elected
to describe the procedure fromthe perspective of a selecting

i nternmedi ate policy gateway

The policy gateway selects the next policy gateway on a path, in
round-robin order fromits list of policy gateways contained in the
present or next virtual gateway, as explained below. In selecting
the next policy gateway, the policy gateway uses information
contained in the SETUP nessage and information provided by VG and by
the intra-domain routing procedure.

If the selecting policy gateway is a donain entry point, the next
policy gateway nust be:

- A nenber of the next virtual gateway listed in the SETUP nessage.

- Reachabl e according to intra-domain routes supporting the transit
policies listed in the SETUP nessage.

- Able to reach, according to VG, the next domain conponent |isted
in the SETUP nessage.

In addition, the selecting policy gateway nay use quality of service
i nformati on supplied by intra-donmain routing to resolve ties between
ot herwi se equi val ent next policy gateways in the sane domain. In
particul ar, the selecting policy gateway nay sel ect the next policy
gat eway whose connecting intra-domain route is optinmal according to
the requested services listed in the SETUP nessage.
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If the selecting policy gateway is a donain exit point, the next
policy gateway nust be:

- A nenber of the current virtual gateway listed in the SETUP nmessage
(which is also the selecting policy gateway’ s virtual gateway).

- Reachabl e according to VGP
- A nenber of the next domain conponent listed in the SETUP nessage.

Once the originator or internediate policy gateway sel ects a next
policy gateway, it forwards the SETUP nessage to the sel ected policy
gateway. Each recipient (policy gateway or target) of an acceptable
SETUP nessage perfornms several checks on the contents of the nessage,
in order to determ ne whether to establish or reject the path. W
descri be these checks in detail below fromthe perspective of a
policy gateway as SETUP nmessage recipient.

7.4.1. Validating Path Identifiers

The recipient of a SETUP nmessage first checks the path identifier, to
make sure that it does not correspond to that of an already existing
or recently extinct path. To detect replays, malicious or otherw se,
path agents and policy gateways nmintain a record of each path that
they establish, for max{pth_lif, pcp_old} seconds. |If the path
identifier and tinestanp carried in the SETUP nessage natch a stored
path identifier and timestanp, the policy gateway considers the
message to be a retransnission and does not forward the message. |f
the path identifier carried in the SETUP nessage natches a stored
path identifier but the two tinestanps do not agree, the policy

gat eway abandons path setup, |ogs the event for network nanagenent,
and returns an ERROR nessage to the originator via the previous
policy gateway.

7.4.2. Path Consistency with Configured Transit Policies

Provided the path identifier in the SETUP nessage appears to be new,
the policy gateway proceeds to determnine whether the infornmation
contai ned within the SETUP nessage is consistent with the transit
policies configured for its domain. The policy gateway nust |ocate
the source and destination domains, the source host set and user
class identifier, and the domain-specific information for its own
domain, within the SETUP nessage, in order to evaluate path
consistency. |If the policy gateway fails to recogni ze the source
user class (or one or nore of the requested services), it logs the
event for network managenment but continues with path setup. |If the
policy gateway fails to |locate its domain within the SETUP nessage
it abandons path setup, |ogs the event for network nmanagenent, and
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returns an ERROR nessage to the originator via the previous policy
gateway. The originator responds by tearing down the path and
subsequently removing the route fromits cache.

Once the policy gateway | ocates its domain-specific portion of the
SETUP nessage, it may encounter the follow ng problens with the
contents:

- The dommi n-specific portion lists a transit policy not configured
for the donain.

- The donmi n-specific portion lists a virtual gateway not configured
for the domain

In each case, the policy gateway abandons path setup, |ogs the event
for network managenment, and returns an ERROR nessage to the
originator via the previous policy gateway. These types of ERROR
nmessages indicate to the originator that the route may have been
generated using infornmation from an out - of -date CONFI GURATI ON
nessage

The originator reacts to the receipt of such an ERROR nessage as
follows. First, it tears down the path and renmpoves the route from
its cache. Then, it issues to a route server a ROUTE REQUEST nessage
containing a directive to refresh the routing infornation database,
with the nost recent CONFI GURATI ON nessage fromthe donmin that

i ssued the ERROR nessage, before generating a new route.

Once it verifies that its domain-specific information in the SETUP
nmessage i s recogni zabl e, the policy gateway then checks that the

i nformati on contained within the SETUP nessage is consistent with the
transit policies configured for its domain. A policy gateway at the
entry to a domain checks path consistency in the direction from
originator to target, if the enabled path directions include
originator to target. A policy gateway at the exit to a domain
checks path consistency in the direction fromtarget to origi nator

if the enabled path directions include target to origi nator

When eval uating the consistency of the path with the transit policies
configured for the domain, the policy gateway nay encounter any of
the follow ng problenms with SETUP nessage contents:

- Atransit policy does not apply in the given direction between the
virtual gateways listed in the SETUP nessage.

- Atransit policy denies access to traffic fromthe given host set

bet ween the source and destination domains listed in the SETUP
nmessage.
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- Atransit policy denies access to traffic fromthe source user
class listed in the SETUP nessage.

- Atransit policy denies access to traffic at the current tine.

In each case, the policy gateway abandons path setup, |ogs the event
for network managenment, and returns a REFUSE nessage to the
originator via the previous policy gateway. These types of REFUSE
nmessages indicate to the originator that the route may have been
generated using information from an out - of -date CONFI GURATI ON
message. The REFUSE nmessage al so serves to teardown the path.

The originator reacts to the receipt of such a REFUSE nessage as
follows. First, it renoves the route fromits cache. Then, it issues
to a route server a ROUTE REQUEST nessage containing a directive to
refresh the routing informati on database, with the nost recent

CONFI GURATI ON nessage fromthe domain that issued the REFUSE nessage
bef ore generating a new route.

7.4.3. Path Consistency with Virtual Gateway Reachability

Provi ded the information contained in the SETUP nmessage i s consi stent
with the transit policies configured for its domain, the policy

gat eway proceeds to deternine whether the path is consistent with the
reachability of the virtual gateway containing the potential next

hop. To determine virtual gateway reachability, the policy gateway
uses information provided by VG and by the intra-domain routing
procedure.

When eval uating the consistency of the path with virtual gateway
reachability, the policy gateway may encounter any of the follow ng
probl ens:

- The virtual gateway containing the potential next hop is down.

- The virtual gateway containing the potential next hop is not
reachabl e via any intra-donmain routes supporting the transit
policies listed in the SETUP nessage.

- The next domain conponent listed in the SETUP nessage i s not
reachabl e.

Each of these determ nations is nmade fromthe perspective of a single
policy gateway and nmay not reflect actual reachability. In each
case, the policy gateway encountering such a problemreturns a REFUSE
message to the previous policy gateway which then selects a different
next policy gateway, in round-robin order, as described in
previously. |If the policy gateway receives the sane response from
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all next policy gateways selected, it abandons path setup, |ogs the
event for network nmanagenent, and returns the REFUSE nessage to the
originator via the previous policy gateway. These types of REFUSE
nmessages indicate to the originator that the route may have been
generated using information from an out-of -date DYNAM C nessage. The
REFUSE nessage al so serves to teardown the path.

The originator reacts to the receipt of such a REFUSE nessage as
follows. First, it renoves the route fromits cache. Then, it

i ssues to a route server a ROUTE REQUEST nessage containing a
directive to refresh the routing information database, with the nost
recent DYNAM C nessage fromthe domain that issued the REFUSE
message, before generating a new route.

7.4.4. (btaining Resources

Once the policy gateway determ nes that the SETUP nessage contents
are consistent with the transit policies and virtual gateway
reachability of its domain, it attenpts to gain resources for the new
path. For this version of |IDPR, path resources consist of nenory in
the |l ocal forwarding information database. However, in the future,
path resources may al so i nclude reserved |ink bandw dth.

If the policy gateway does not have sufficient resources to establish
the new path, it uses the following algorithmto determ ne whether to
generate a REFUSE nessage for the new path or a TEARDOW nessage for
an existing path in favor of the new path. There are two cases:

- No paths have been idle for nore than pcp_idle (300) seconds. In
this case, the policy gateway returns a REFUSE nessage to the
previous policy gateway. This policy gateway then tries to sel ect
a different next policy gateway, as described previously, provided
the policy gateway that issued the REFUSE nessage was not the
target. If the REFUSE nessage was issued by the target or if there
is no avail able next policy gateway, the policy gateway returns
t he REFUSE nessage to the originator via the previous policy
gateway and | ogs the event for network nmanagenent. The REFUSE
nmessage serves to tear down the path.

- At least one path has been idle for nore than pcp_idle seconds. In
this case, the policy gateway tears down an older path in order to
acconmodat e the newer path and | ogs the event for network
managenent. Specifically, the policy gateway tears down the |east
recently used path anbng those that have been idle for |onger than
pcp_idl e seconds, resolving ties by choosing the ol dest such path.

If the policy gateway has sufficient resources to establish the path,
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it attenpts to update its local forwarding information database with
i nformati on about the path identifier, previous and next policy
gateways on the path, and directions in which the path should be
enabl ed for data traffic transport.

7.4.5 Target Response

When an acceptabl e SETUP nessage successfully reaches an entry policy
gateway in the destination or destination proxy domain, this policy
gateway perforns all of the SETUP nessage checks described in the
above sections. The policy gateway’s path agent then becones the
target, provided no checks fail, unless there is an explicit target
specified in the SETUP nessage. For exanple, renbte route servers
act as originator and target during RSQP nessage exchanges (see
section 5.2). If the recipient policy gateway is not the target, it
attenpts to forward the SETUP nessage to the target along an intra-
domain route. However, if the target is not reachable via intra-
domai n routing, the policy gateway abandons path setup, |ogs the
event for network managenent, and returns a REFUSE nessage to the
originator via the previous policy gateway. The REFUSE nessage
serves to tear down the path.

Once the SETUP nessage reaches the target, the target determ nes

whet her it has sufficient path resources. The target generates an
ACCEPT nessage, provided it has sufficient resources to establish the
path. OQherwise, it generates a REFUSE nessage.

The target nmay choose to use the reverse path to transport data
traffic to the source domain, if the enabled path directions include
10 or 11. However, the target nust first verify the consistency of
the reverse path with its own donmain’s configured transit policies,
before sending data traffic over that path.

7.4.6. Oiginator Response

The originator expects to receive an ACCEPT, REFUSE, or ERROR nessage
in response to a SETUP nessage and reacts as foll ows:

- The originator receives an ACCEPT nessage, confirm ng successfu
path establishment. To expedite data delivery, the originator may
forward data nmessages along the path prior to receiving an ACCEPT
message, with the understanding that there is no guarantee that the
path actually exists.

- The originator receives a REFUSE nessage or an ERROR nessage,
i mplying that the path could not be successfully established. In
response, the originator attenpts to set up a different path to the
sanme destination, as long as the nunber of selected different paths
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does not exceed setup try (3). |If the originator is unsuccessfu
after setup try attenpts, it abandons path setup and | ogs the event
for network managenent.

- The originator fails to receive any response to the SETUP nessage
within setup_int microseconds after transmission. |In this case,
the originator attenpts path setup using the sane policy route and
a new path identifier, as long as the nunber of path setup attenpts
usi ng the sane route does not exceed setup_ret (2). |If the
originator fails to receive a response to a SETUP nessage after
setup_ret attenpts, it logs the event for network managenent and
then proceeds as though it received a negative response, nanely a
REFUSE or an ERROR, to the SETUP nmessage. Specifically, it
attenpts to set up a different path to the sanme destination, or it
abandons path setup altogether, depending on the value of
setup_try.

7.4.7. Path Life

Once set up, a path does not live forever. A path agent or policy
gateway may tear down an existing path, provided any of the follow ng
conditions are true:

- The maximum path lifetine (in mnutes, bytes, or nessages) has been
exceeded at the originator, the target, or an internediate policy
gateway. In each case, the IDPR entity detecting path expiration
| ogs the event for network managenent and generates a TEARDOMW
message as foll ows:

o The originator path agent generates a TEARDOW nessage for
propagati on toward the target.

o0 The target path agent generates a TEARDOM nessage for
propagati on toward the originator.

0 An internediate policy gateway generates two TEARDOM nessages,
one for propagation toward the originator and one for
propagation toward the target.

- The previous or next policy gateway becomes unreachable, across a
virtual gateway or across a dommin according to a given transit
policy, and the path is not reparable. |In either case, the policy
gateway detecting the reachability problem|ogs the event for
net wor k managenent and generates a TEARDOAN nessage as foll ows:

o If the previous policy gateway is unreachable, an intermnedi ate

policy gateway generates a TEARDOAN nessage for propagation to
the target.
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o If the next policy gateway is unreachable, an internediate
policy gateway generates a TEARDOMN nessage for propagation to
the originator.

- Al of the policy gateway’s path resources are in use at the
originator, the target, or an internediate policy gateway, a new
path requires resources, and the given existing path is expendabl e,
according to the least recently used criterion discussed in section
7.4.4 above. In each case, the IDPR entity initiating path
preenption |l ogs the event for network managenent and generates a
TEARDOWN nmessage as foll ows:

o The originator path agent generates a TEARDOW nessage for
propagati on toward the origi nator

o The target path agent generates a TEARDOM nessage for
propagati on toward the origi nator

0 An internmediate policy gateway generates two TEARDOM nessages,
one for propagation toward the originator and one for
propagation toward the target.

Path teardown at a path agent or policy gateway, whether initiated by
one of the above events, by recei pt of a TEARDOMN nessage, or by
recei pt of a REFUSE nessage during path setup (as discussed in the
previous sections), results in the path agent or policy gateway

rel easing all resources devoted to both directions of the path.

7.5. Path Failure and Recovery

When a policy gateway fails, it nay not be able to save infornation
pertaining to its established paths. Thus, when the policy gateway
returns to service, it nmay have no recollection of the paths set up
through it and hence may no | onger be able to forward data nessages
al ong these paths. W expect that when a policy gateway fails, it
will usually be out of service for |ong enough that the up/down
protocol and the intra-domain routing procedure can detect that the
particular policy gateway is no longer reachable. In this case,

adj acent or nei ghbor policy gateways that have set up paths through
the failed policy gateway and that have detected the failure, attenpt
| ocal path repair (see section 7.5.2 below), and if unsuccessful

i ssue TEARDOM nessages for all affected paths.
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7.5.1. Handling Inplicit Path Failures

Nevert hel ess, policy gateways along a path nust be able to handle the
case in which a policy gateway fails and subsequently returns to
service without either the up/down protocol or the intra-domain
routing procedure detecting the failure; we do not expect this event
to occur often. |If the policy gateway, prior to failure, contained
forwardi ng information for several established paths, it nmay now
recei ve many | DPR data nessages contai ni ng unrecogni zed path
identifiers. The policy gateway should alert the data sources that
their paths through it are no | onger viable.

Pol i cy gateways that receive |IDPR data nessages w th unrecogni zed
path identifiers take one of the following two actions, depending
upon their past failure record:

- The policy gateway has not failed in the past pg_up (24) hour
period. In this case, there are at |east four possible reasons for
the unrecogni zed path identifier in the data nessage

0 The data nessage path identifier has been corrupted in a way
that is not detectable by the integrity/authentication value, if
one is present.

0 The policy gateway has experienced a nenory error

0 The policy gateway failed sonetinme during the life of the path
and source sent no data on the path for a period of pg_up hours
following the failure. Although paths may persist for nore than
pg_up hours, we expect that they will also be used nore
frequently than once every pg_up hours.

0 The path was not successfully established, and the origi nator
sent data messages down the path prior to receiving a response
to its SETUP nessage

In all cases, the policy gateway discards the data nessage and
| ogs the event for network nanagenent.

- The policy gateway has failed at | east once in the past pg_up hour
period. Thus, the policy gateway assunes that the unrecognized
path identifier in the data nessage nay be attributed to its
failure. |In response to the data nessage, the policy gateway
gener ates an ERROR nessage contai ning the unrecogni zed path
identifier. The policy gateway then sends the ERROR nessage back
to the entity fromwhich it received the data nmessage, which should
be equivalent to the previous policy gateway on the path.
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When the previous policy gateway receives such an ERROR nessage, it
deci des whet her the nessage is acceptable. |If the policy gateway
does not recogni ze the path identifier contained in the ERROR
message, it does not find the ERROR nessage acceptabl e and
subsequently di scards the nmessage. However, if the policy gateway
does find the ERROR nessage acceptable, it then determ nes whether it
has al ready recei ved an ACCEPT nessage for the given path. If the
policy gateway has not received an ACCEPT nessage for that path, it
di scards the ERROR nessage and takes no further action

If the policy gateway has received an ACCEPT nessage for that path,
it then attenpts path repair, as described in section 7.5.2 bel ow.
Only if path repair is unsuccessful does the previous policy gateway
generate a TEARDOM nessage for the path and return it to the
originator. The TEARDOMN nessage i ncludes the domain and virtua
gateway containing the policy gateway that failed, which aids the
originator in selecting a new path that does not include the domain
containing the failed policy gateway. This mechani sm ensures that
pat h agents quickly discover and recover fromdisrupted paths, while
guardi ng agai nst unwarranted path teardown.

7.5.2. Local Path Repair

Failure of one of nore entities on a given path may render the path

unusable. If the failure is within a domain, IDPR relies on the
intra-domain routing procedure to find an alternate route across the
domai n, which | eaves the path unaffected. |If the failure is in a

virtual gateway, policy gateways must bear the responsibility of
repairing the path. Policy gateways nearest to the failure are the
first to recognize its existence and hence can react nost quickly to
repair the path.

Rel i nqui shing control over path repair to policy gateways in other
domai ns rmay be unacceptable to sonme domain adm nistrators. The
reason is that these policy gateways cannot guarantee construction of
a path that satisfies the source policies of the source domain, as

t hey have no know edge of ot her donmains’ source policies.

Nevertheless, linited local path repair is feasible, wthout
distributing either source policy information throughout an
internetwork or detailed path information anong policy gateways in
the sane domain or in the sane virtual gateway. W say that a path
is "locally reparable"” if there exists an alternate route between two
policy gateways, separated by at nobst one virtual gateway, on the
path. This definition covers path repair in the presence of failed
rout es between consecutive policy gateways as well as failed policy
gat eways thensel ves
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An IDPR entity attenpts |local repair of an established path, in the
direction fromoriginator to target, inmediately after detecting that
the next policy gateway on the path is no | onger reachable. To
prevent multiple path repairs in response to the sanme failure, we
have stipulated that path repair can only be initiated in the
direction fromoriginator to target. The IDPR entity initiating

| ocal path repair attenpts to find an alternate path to the policy
gateway i medi ately followi ng the unreachabl e policy gateway on the
pat h.

Local path repair mnimzes the disruption of data traffic fl ow
caused by certain types of failures along an established path.
Specifically, local path repair can accomobdate an i ndividual failed
policy gateway or failed direct connection between two adjacent
policy gateways. However, it can only be attenpted through virtua
gat eways containing nultiple peer policy gateways. Local path repair
is not designed to repair paths traversing failed virtual gateways or
domain partitions. Wenever local path repair is inpossible, the
failing path nust be torn down.

7.5.3. Repairing a Path

When an IDPR entity detects through an ERROR nessage that the next
policy gateway has no know edge of a given path, it generates a
REPAI R nmessage and forwards it to the next policy gateway. This
REPAI R message will reestablish the path through the next policy
gat enay.

When an entity detects that the next policy gateway on a path is no
| onger reachable, it takes one of the follow ng actions, depending
upon whether the entity is a nenber of the next policy gateway's

vi rtual gateway.

- If the entity is not a nenber of the next policy gateway’s virtua
gat eway, then one of the followi ng two conditions nust be true:

0 The next policy gateway has a peer that is reachable via an
intra-domain route consistent with the requested services. In
this case, the entity generates a REPAIR nessage containing the
original SETUP nmessage and forwards it to the next policy
gateway’ s peer.

0 The next policy gateway has no peers that are reachable via
intra-domain routes consistent with the requested services. In
this case, the entity tears down the path back to the
ori gi nat or.

- If the entity is a nenber of the next policy gateway’'s virtua

St eenstrup [ Page 98]



RFC 1479 | DPR Pr ot ocol July 1993

gateway, then one of the followi ng four conditions nust be true:

0 The next policy gateway has a peer that belongs to the sane
domai n conponent and is directly-connected to and reachable from
the entity. In this case, the entity generates a REPAI R nessage
and forwards it to the next policy gateway' s peer.

0 The next policy gateway has a peer that belongs to the sane
domai n conponent, is not directly-connected to the entity, but
is directly-connected to and reachable fromone of the entity’'s
peers, which in turn is reachable fromthe entity via an intra-

domain route consistent with the requested services. 1In this
case, the entity generates a REPAIR nessage and forwards it to
its peer.

0 The next policy gateway has no operational peers withinits
domai n conponent, but is directly-connected to and reachable
fromone of the entity’'s peers, which in turn is reachable from
the entity via an intra-domain route consistent with the
requested services. |In this case, the entity generates a REPAIR
nmessage and forwards it to its peer

0 The next policy gateway has no operational peers withinits
domai n conponent, and the entity has no operational peers which
are both reachable via intra-domain routes consistent with the
requested services and directly-connected to and reachable from
the next policy gateway. |In this case, the entity tears down
the path back to the originator.

A recipient of a REPAIR nessage takes the follow ng steps, depending
upon its relationship to the entity that issued the REPAIR nessage.

- The recipient and the issuing entity are in the same donmain or in
same virtual gateway. |In this case, the recipient extracts the
SETUP nessage contained within the REPAIR nessage and treats the
message as it would any other SETUP nessage. Specifically, the
reci pi ent checks consistency of the path with its domain’s transit
policies and virtual gateway reachability. |If there are
unrecogni zed portions of the SETUP nmessage, the recipient generates
an ERROR nessage, and if there are path inconsistencies, the
reci pi ent generates a REFUSE nmessage. 1In either case, the
reci pient returns the correspondi ng nessage to the policy gateway
fromwhich it received the REPAIR nessage. Qherwise, if the
reci pi ent accepts the REPAIR nessage, it updates its |oca
forwardi ng i nformati on database accordingly and forwards the REPAI R
message to a potential next policy gateway, according to the
i nformati on contained in the encl osed SETUP nessage.
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- The recipient and the issuing entity are in different donmai ns and

different virtual gateways. |In this case, the recipient extracts
the SETUP nessage fromthe REPAIR nmessage and det erni nes whet her
the associated path matches any of its established paths. |If the

pat h does not match an established path, the recipient generates a
REFUSE nmessage and returns it to the policy gateway fromwhich it

recei ved the REPAIR nessage. |n response to the receipt of a
REFUSE nmessage, the policy gateway tries a different next policy
gat ewnay.

The path is reparable, if a path match is discovered. |In this case

the recipient updates the path entry in the local forwarding

i nformati on database and i ssues an ACCEPT nessage to the policy
gateway fromwhich it received the REPAIR nessage, which in turn
returns the nessage to the entity that issued the REPAIR nessage.
The path is irreparable if all potential next policy gateways have
been exhausted and a path match has yet to be discovered. In this
case, the policy gateway that fails to locate a next policy gateway
i ssues a TEARDOMN nessage to return to the originator

An I DPR entity expects to receive an ACCEPT, TEARDOW\, REFUSE, or
ERROR message in response to a REPAIR nessage and reacts to these
responses differently as foll ows:

- The entity always returns a TEARDOMNN nessage to the originator via
previ ous policy gateway.

- The entity does not return an ACCEPT nessage to the originator, but
recei pt of such a nessage indicates that the path has been
successful ly repaired.

- The entity infers that the path is irreparable and subsequently
tears down the path and | ogs the event for network managenent, upon
recei pt of a REFUSE or ERROR nmessage or when no response to the
REPAI R nmessage arrives within setup_int mcroseconds.

When an entity detects that the previous policy gateway on a path
becones unreachable, it expects to receive a REPAIR nessage within
setup_wait mcroseconds. |f the entity does not receive a REPAIR
message for the path within that time, it infers that the path is

i rreparabl e and subsequently tears down the path and | ogs the event
for network nmanagenent.

7.6. Path Control Message Fornats

The path control protocol nunber is equal to 3. W describe the
contents of each type of PCP nmessage bel ow.
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7.6.1. SETUP
The SETUP nessage type is equal to O.
0 1 2 3

01234567890123456789012345678901
T T S T i s L i S S S S S S S e T s

| PATH I D |
S e .
| SRC AD | HST SET
S S o e e m e e e e e e e e e e oo oo - +
| ucl | UNUSED | NUM RQS
R R e +
| DST AD | TGT ENT |
Fom e m e e e e e e e e e e e Fom e m e e e e e e e e e e e +
| AD PTR

o e e m e e e e e e e e e e oo oo - +

For each requested service for the path
e e +
| RQS TYP | RQS LEN |
Fom e m e e e e e e e e e e e Fom e m e e e e e e e e e e e +
| RQS SRV |
o e o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e oo +
For each donmain contained in the path:

R R e +
| AD LEN | VG | ADJ AD

Fom e e e e e oo oo Fom e e e e e oo oo Fom e m e e e e e e e e e e e +
| ADJ CWP | NUM TP

o e e m e e e e e e e e e e oo oo - o e e m e e e e e e e e e e oo oo - +
| TP |

e +

PATH I D
(64 bits) Path identifier consisting of the nuneric identifier
for the originator’s donmain (16 bits), the nuneric identifier
for the originator policy gateway or route server (16 bits), the
path direction (2 bits), and the local path identifier (30
bits).

SRC AD (16 bits) Nuneric identifier for the source domain, which may
be different fromthe originator donmain if the originator donain
is a proxy for the source.

HST SET (16 bits) Nuneric identifier for the source’ s host set.

UCI (8 bits) Nunmeric identifier for the source user class. The value
O indicates that there is no particul ar source user class.
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UNUSED (8 bits) Not currently used; nust be set equal to O.
NUM RQS (16 bits) Nunber of requested services.
DST AD (16 bits) Numeric identifier for the destination domain, which

may be different fromthe target donmain if the target domain is
a proxy for the destination.

TGT ENT (16 bits) Numeric identifier for the target entity. A value
of O indicates that there is no specific target entity.

AD PTR (16 bits) Byte offset fromthe begi nning of the nessage
i ndi cating the l|ocation of the beginning of the domain-specific
i nfornmati on, contained in the right-nost 15 bits. The |eft-nost
bit indicates whether the nessage includes expedited data (1
expedited data, 0 no expedited data).

RQS TYP (16 bits) Numeric identifier for a type of requested service
or source-specific information. Valid requested services are
described in section 5.5.2. Valid source source-specific
i nformation includes the follow ng types:

12. MDA/ RSA data nessage aut hentication (see [16]).
13. MD5/ RSA data nessage aut hentication (see [17]).
14. Billing address (variable).

15. Charge nunber (variable).

RQS LEN (16 bits) Length of the requested service or source-specific
information, in bytes, beginning with the next field.

RQS SRV (variable) Description of the requested service or source-
specific information.

AD LEN (8 bits) Length of the infornation associated with a

particul ar domain on the route, in bytes, beginning with the
next field.

VG (8 bits) Nuneric identifier for an exit virtual gateway.
ADJ AD (16 bits) Nuneric identifier for an adjacent donain.
ADJ CWP (16 bits) Numeric identifier for a conponent of the adjacent

domain. Used to aid a policy gateway in routing across a
virtual gateway connected to a partitioned domain.
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NUM TP (16 bits) Nunmber of transit policies that apply to the section
of the path traversing the given donai n conponent.
TP (16 bits) Nuneric identifier for a transit policy.
7.6.2. ACCEPT
The ACCEPT nessage type is equal to 1.
0 1 2 3

01234567890123456789012345678901
i S S S T i i S S i i S S S S R T T

| PATH I D |
| |
S o o o e e e e e e e e e e e e e e e e e e eme o +
| RSN TYP | REASON |
S o e e e e e e e e e e e e e e e e e e e e e e e e +
PATH I D

(64 bits) Path identifier contained in the original SETUP

nessage.

RSN TYP (optional, 8 bits) Nuneric identifier for the reason for
conditional path acceptance.

REASON (optional, variable) Description of the reason for conditional
pat h acceptance. Currently, no reasons have been defi ned.

7.6.3 REFUSE
The REFUSE nessage type is equal to 2.
0 1 2 3

01234567890123456789012345678901
B S S T o S S S S s S S S S S S S

| PATH I D |
| |
R oo e e e e e e e e e e e e e e e e e e e e e e eme e +
| RSN TYP | REASON |
Fom e e e e e oo oo o mm m e e e e e e e e e e e e e e e e e e e e e e e eao +
PATH I D

(64 bits) Path identifier contained in the original SETUP

nessage.

RSN TYP (8 bits) Numeric identifier for the reason for path refusal.

REASON (vari abl e) Description of the reason for path refusal. Valid
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reasons include the follow ng types:

1. Transit policy does not apply between the virtual gateways in a
given direction. Nunmeric identifier for the transit policy (16
bits).

2. Transit policy denies access to traffic fromthe host set between
the source and destination domains. Nuneric identifier for the
transit policy (16 bits).

3. Transit policy denies access to traffic fromthe source user
class. Nuneric identifier for the transit policy (16 bits).

4. Transit policy denies access to traffic at the current tine.
Nurmeric identifier for the transit policy (16 bits).

5. Virtual gateway is down. Nuneric identifier for the virtua
gateway (8 bits) and associ ated adjacent domain (16 bits).

6. Virtual gateway is not reachable according to the given transit
policy. Nuneric identifier for the virtual gateway (8 bits),
associ ated adj acent domain (16 bits), and transit policy (16
bits).

7. Domain conponent is not reachable. Nuneric identifier for the
domain (16 bits) and the conponent (16 bits).

8. Insufficient resources to establish the path.
9. Target is not reachable via intra-domain routing.

10. No existing path with the given path identifier, in response to
a REPAIR nessage only.

7.6.4. TEARDOM
The TEARDOMN nessage type is equal to 3.
0 1 2 3
01234567890123456789012345678901

i S S S T i i S S i i S S S S R T T
| PATH I D |
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PATH I D
(64 bits) Path identifier contained in the original SETUP
nessage

RSN TYP (8 bits) Nunmeric identifier for the reason for path teardown.

REASON (vari abl e) Description of the reason for path teardown. Valid
reasons include the follow ng types:

1. Virtual gateway is down. Nuneric identifier for the virtua
gateway (8 bits) and associ ated adj acent domain (16 bits).

2. Virtual gateway is not reachable according to the given transit
policy. Nuneric identifier for the virtual gateway (8 bits),
associ at ed adj acent domain (16 bits), and transit policy (16
bits).

3. Donmain conponent is not reachable. Nuneric identifier for the
domain (16 bits) and the conponent (16 bits).

4. Maximum path lifetinme exceeded.
5. Preenpted path.
6. Unable to repair path.
7.6.5. ERROR
The ERROR nessage type is equal to 4.
0 1 2 3

01234567890123456789012345678901
T I T S S Tk it S S S S Sk L T T SR A s

| PATH | D |
| |
o e oo o +
| VBG RSN TYP | REASON |
oo oo o e e e e eeee oo +

PATH I D
(64 bits) Path identifier contained in the path control or data
message in error.

M5G (8 bits) Nuneric identifier for the type of path control nessage
inerror. This field is ignored for error type 5.

RSN TYP (8 bits) Numeric identifier for the reason for the PCP
nessage error.
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REASON (vari abl e) Description of the reason for the PCP nessage
error. Valid reasons include the follow ng types:

1. Path identifier is already currently active.
2. Domai n does not appear in the SETUP nessage.
3. Transit policy is not configured for the domain. Numeric

identifer for
the transit policy (16 bits).

4, Virtual gateway not configured for the donmain. Nuneric
identifier

for the virtual gateway (8 bits) and associ ated adj acent donain
(16

bits).
5. Unrecogni zed path identifier in an | DPR data nessage.

7.6.6. REPAIR

The REPAIR nessage type is equal to 5. A REPAIR nessage contains the
ori gi nal SETUP message only.

7.6.7. Negative Acknow edgenents

When a policy gateway recei ves an unacceptabl e PCP nessage t hat
passes the CMIP validation checks, it includes, inits CMIP ACK, an
appropriate negative acknow edgenent. This information is placed in
the INFORM field of the CMIP ACK (described previously in section
2.4); the nuneric identifier for each type of PCP negative

acknow edgenent is contained in the left-nost 8 bits of the | NFORM
field. Negative acknow edgenments associ ated with PCP include the
foll owi ng types:

1. Unrecogni zed PCP nessage type. Nuneric identifier for the
unr ecogni zed nessage type (8 bits).

2. Qut-of-date PCP nessage

3. Unrecogni zed path identifier (for all PCP nessages except SETUP)
Nuneric identifier for the unrecogni zed path (64 bits).

8. Security Considerations

Refer to sections 1.6, 1.7, and 2.3 for details on security in |IDPR
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