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Status of this Meno

This docunent specifies an Internet standards track protocol for the
Internet conmmunity, and requests discussion and suggestions for

i mprovenents. Please refer to the current edition of the "Internet
O ficial Protocol Standards" (STD 1) for the standardi zati on state
and status of this protocol. Distribution of this nenmo is
unlimted.

Abst r act

This meno docunents enhancenents to the OSPF protocol enabling the
routing of IP rmulticast datagrans. In this proposal, an IP nulticast
packet is routed based both on the packet’s source and its nulticast
destination (commonly referred to as source/destination routing). As
it is routed, the nulticast packet follows a shortest path to each
mul ticast destination. During packet forwarding, any comonality of
paths is exploited; when nultiple hosts belong to a single nulticast
group, a nulticast packet will be replicated only when the paths to
the separate hosts diverge

OSPF, a link-state routing protocol, provides a database descri bing
t he Aut ononous Systenis topology. A new OSPF |ink state
advertisenent is added describing the |ocation of multicast
destinations. A multicast packet’s path is then cal cul ated by

buil ding a pruned shortest-path tree rooted at the packet’s IP
source. These trees are built on demand, and the results of the

cal culation are cached for use by subsequent packets.

The multicast extensions are built on top of OSPF Version 2. The
ext ensi ons have been inplenmented so that a nulticast routing
capability can be introduced pieceneal into an OSPF Version 2
routi ng donmain. Sone of the OSPF Version 2 routers may run the
mul ti cast extensions, while others may continue to be restricted to
the forwarding of regular IP traffic (unicasts).

Pl ease send comments to nospf @at ed. cornel | . edu
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I ntroduction

This meno docunents enhancenents to OSPF Version 2 to support |P

mul ticast routing. The enhancenents have been added in a backward-
conmpati bl e fashion; routers running the nulticast additions wll
interoperate with non-nulticast OSPF routers when forwarding regul ar
(unicast) IP data traffic. The protocol resulting fromthe addition
of the nulticast enhancenments to OSPF is herein referred to as the
MOSPF pr ot ocol .

IP multicasting is an extension of LAN nulticasting to a TCP/IP
internet. Multicasting support for TCP/IP hosts has been specified
in [RFC 1112]. In that docunent, nulticast groups are represented by
I P class D addresses. Individual TCP/IP hosts join (and | eave)

mul ticast groups through the Internet G oup Managenent Protoco
(1aw, also specified in [RFC 1112]). A host need not be a nenber of
a multicast group in order to send datagrans to the group. Milticast
datagrans are to be delivered to each nenber of the nulticast group
with the sane "best-effort" delivery accorded regular (unicast) IP
data traffic.

MOSPF provides the ability to forward nulticast datagrans from one

I P network to another (i.e., through internet routers). MOSPF
forwards a nulticast datagramon the basis of both the datagranis
source and destination (this is sonetines called source/destination
routing). The OSPF |ink state database provides a conplete
description of the Autononous Systenis topology. By adding a new
type of link state advertisenment, the group-nmenbership-LSA, the

| ocation of all multicast group nmenbers is pinpointed in the

dat abase. The path of a nulticast datagram can then be cal cul ated by
buil ding a shortest-path tree rooted at the datagram s source. Al
branches not containing nulticast nmenbers are pruned fromthe tree.
These pruned shortest-path trees are initially built when the first
datagramis received (i.e., on demand). The results of the shortest
pat h cal cul ati on are then cached for use by subsequent datagrans
havi ng the same source and desti nation.

OSPF al | ows an Aut ononous Systemto be split into areas. However
when this is done conplete know edge of the Autononmpbus Systenis
topology is lost. When forwarding nulticasts between areas, only

i nconpl ete shortest-path trees can be built. This may |lead to sone
inefficiency in routing. An anal ogous situation exists when the
source of the nulticast datagramlies in another Autononous System
In both cases (i.e., the source of the datagram belongs to a
different OSPF area, or to a different Autononmous system the

nei ghbor hood i medi atel y surroundi ng the source is unknown. In these
cases the source’s nei ghborhood is approxi mated by OSPF summary |ink
advertisenents or by OSPF AS external |ink advertisenents
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respectively.

Rout ers runni ng MOSPF can be interni xed with non-nulticast OSPF
routers. Both types of routers can interoperate when forwarding
regul ar (unicast) IP data traffic. Cbviously, the forwardi ng extent
of IP nulticasts is limted by the nunber of MOSPF routers present
in the Autononobus System (and their interconnection, if any). An
ability to "tunnel" multicast datagranms through non-multicast
routers is not provided. In MOSPF, just as in the base OSPF
protocol, datagrams (multicast or unicast) are routed "as is" --
they are not further encapsul ated or decapsul ated as they transit

t he Aut ononpus System

1.1. Termnol ogy

This meno uses the ternmnology listed in section 1.2 of [OSPF].

For this reason, ternms such as "Network", "Autononous Systent
and "link state advertisenent” are assuned to be understood. In
addition, the abbreviation LSA is used for "link state

advertisenent". For exanple, router |links advertisenents are
referred to as router-LSAs and the new |ink state advertisenent
describing the I ocation of nenbers of a multicast group is
referred to as a group-nenbershi p- LSA

[ RFC 1112] discusses the data-link encapsulation of IP nulticast
datagrans. In contrast to the nornmal forwardi ng of |IP unicast
dat agranms, on a broadcast network the nmapping of an IP multicast
destination to a data-link destination address is not done with
the ARP protocol. Instead, static mappi ngs have been defined
fromIP multicast destinations to data-link addresses. These
mappi ngs are dependent on network type; for sone networks |P

mul ticasts are algorithnically nmapped to data-link nulticast
addresses, for other networks all |IP nmulticast destinations are
mapped onto the data-link broadcast address. This docunent

| oosely describes both of these possible nmappings as data-link
mul ti cast.

The following terns are al so used throughout this docunent:

0 Non-rmul ticast router. A router running OSPF Version 2, but
not the multicast extensions. These routers do not forward
nmul ti cast datagrans, but can interoperate with MOSPF routers
in the forwardi ng of unicast packets. Routers running the
MOSPF protocol are referred to herein as either multicast-
capabl e routers or MOSPF routers.

o] Non- br oadcast networks. A network supporting the attachnent
of nmore than two stations, but not supporting the delivery
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of a single physical datagramto nultiple destinations
(i.e., not supporting data-link nulticast). [OSPF] describes
t hese networks as non-broadcast, nulti-access networks. An
exanpl e of a non-broadcast network is an X 25 PDN

o} Transit network. A network having two or nore OSPF routers
attached. These networks can forward data traffic that is
nei ther locally-originated nor |ocally-destined. |n OSPF,
with the exception of point-to-point networks and virtua
i nks, the nei ghborhood of each transit network is described
by a network |inks adverti senent (network-LSA)

o} Stub network. A network having only a single OSPF router
attached. A network belonging to an OSPF systemis either a
transit or a stub network, but never both.

1.2. Acknow edgments

The nulticast extensions to OSPF are based on Link-State

Mul ticast Routing algorithmpresented in [Deering]. In addition
the [Deering] paper contains a section on Hierarchical Milticast
Routing (providing the ideas for MOSPF' s inter-area nulticasting
schene) and several Distance Vector (also called Bell man-Ford)
mul ticast algorithns. One of these Distance Vector nulticast

al gorithnms, Truncated Reverse Path Broadcasting, has been

i mplemented in the Internet (see [RFC 1075]).

The MOSPF protocol has been devel oped by the MOSPF Wor ki ng G oup
of the Internet Engineering Task Force. Portions of this work
have been supported by DARPA under NASA contract NAG 2-650.

Mul ticast routing in MOSPF

This section describes MOSPF s basic nulticast routing al gorithm
The basic algorithm run inside a single OSPF area, covers the case
where the source of the nulticast datagramis inside the area
itself. Wthin the area, the path of the datagramforns a tree
rooted at the datagram source

2.1. Routing characteristics
As a nmulticast datagramis forwarded along its shortest-path
tree, the datagramis delivered to each nenber of the
destination nulticast group. In MOSPF, the forwarding of the
mul ti cast datagram has the follow ng properties:

o] The path taken by a multicast datagram depends both on the
datagranms source and its nulticast destination. Called
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source/destination routing, this is in contrast to nost
uni cast datagram forwarding al gorithns (like OSPF) that
route based solely on destination

0 The path taken between the datagram s source and any
particul ar destination group nmenber is the |east cost path
avail able. Cost is expressed in terns of the OSPF link-state
metric. For exanple, if the OSPF netric represents delay, a
nm ni rum del ay path is chosen. OSPF netrics are configurable.
A nmetric is assigned to each outbound router interface,
representing the cost of sending a packet on that interface.
The cost of a path is the sumof its constituent (outbound)
router interfaces[1].

o] MOSPF t akes advantage of any commonality of |east cost paths
to destination group nenbers. However, when nenbers of the
mul ticast group are spread out over nultiple networks, the
mul ti cast datagram nust at tinmes be replicated. This
replication is performed as few times as possible (at the
tree branches), taking maxi num advantage of common path
segment s.

o] For a given nulticast datagram all routers calculate an
identical shortest-path tree. There is a single path between
the datagranis source and any particul ar destination group
menber. This means that, unlike OSPF' s treatnment of regul ar
(unicast) IP data traffic, there is no provision for equal -
cost mul tipath.

o} On each packet hop, MOSPF normally forwards I P nulticast
datagrans as data-link nulticasts. There are two exceptions.
Fi rst, on non-broadcast networks, since there are no data-
link multicast/broadcast services the datagram nust be
forwarded to specific MOSPF nei ghbors (see Section 2.3.3).
Second, a MOSPF router can be configured to forward IP
nmul ticasts on specific networks as data-link unicasts, in
order to avoid datagramreplication in certain anomal ous
situations (see Section 6.4).

Whil e MOSPF optim zes the path to any given group nenber, it
does not necessarily optinize the use of the internetwork as a
whol e. To do so, instead of cal cul ating source-based shortest-
path trees, sonmething sinilar to a mninmal spanning tree
(containing only the group nenmbers) would need to be cal cul at ed.
This type of minimal spanning tree is called a Steiner tree in
the literature. For a conparison of shortest-path tree routing
to routing using Steiner trees, see [Deering2] and [Bharat h-
Kumar] .
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Sanpl e path of a nulticast datagram

As an exanple of multicast datagramrouting in MOSPF, consider
t he sanpl e Autononmpbus System pictured in Figure 1. This figure
has been taken fromthe OSPF specification (see [OSPF]). The

| arger rectangles represent routers, the smaller rectangles
hosts. Oblongs and circles represent nulti-access networks[2].
Lines joining routers are point-to-point serial connections. A
cost has been assigned to each outbound router interface.

Al'l routers in Figure 1 are assuned to be running MOSPF. A
nunber of hosts have been added to the figure. The hosts

| abel l ed Ma have joined a particular nulticast group (call it
Goup A via the IGW protocol. These hosts are | ocated on
networks N2, N6 and N11. Sinmilarly, using | GW the hosts

| abel l ed Mb have joined a separate multicast group B; these
hosts are located on networks N1, N2 and N3. Note that hosts can
join nultiple nmulticast groups; it is only for clarity of
presentation that each host has joined at nost one nulticast
group in this exanple. Al so, hosts H2 through H5 have been
added to the figure to serve as sources for nulticast datagrans.
Agai n, the datagrans’ sources have been nade separate fromthe
group nenbers only for clarity of presentation

To illustrate the forwarding of a nulticast datagram suppose
that Host H2 (attached to Network N4) sends a nulticast datagram
to nulticast group B. This datagramoriginates as a data-1link

I ayer multicast on Network N4. Router RT3, being a nulticast
router, has "opened up" its interface data-link multicast
filters. It therefore receives the nulticast datagram and
attenpts to forward it to the nenbers of nulticast group B
(located on networks N1, N2 and N3). This is acconplished by
sending a single copy of the datagramonto Network N3, again as
a data-link nulticast[3]. Upon receiving the nulticast datagram
fromRT3, routers RT1 and RT2 will then nulticast the datagram
on their connected stub networks (N1 and N2 respectively). Note
that, since the datagramis sent onto Network N3 as a data-link
mul ticast, Router RT4 will also receive a copy. However, it wll
not forward the datagram since it does not lie on a shortest
pat h between the source (Host H2) and any menbers of rmulticast
group B.

Note that the path of the nulticast datagram depends on the
datagranmi s source network. If the above multicast datagram was
i nstead originated by Host H3, the path taken would be
identical, since hosts H2 and H3 lie on the sane network
(Network N4). However, if the datagram was origi nated by Host
H4, its path would be different. In this case, when Router RT3
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receives the datagram RT3 will drop the datagraminstead of
forwarding it (since RT3 is no |longer on the shortest path to
any menber of Goup B).

Note that the path of the nulticast datagram al so depends on the
destination nulticast group. If Host H2 sends a nulticast to
Goup A the path taken is as follows. The datagram again starts
as a multicast on Network N4. Router RT3 receives it, and
creates two copies. One is sent onto Network N3 which is then
forwarded onto Network N2 by RT2. The other copy is sent to
Router RT10 (via RT6), where the datagramis again split
eventually to be delivered onto networks N6 and N11. Note that,
al though nultiple copies of the datagram are produced, the
datagramitself is not nodified (except for its IP TTL) as it is
forwarded. No encapsul ation of the datagramis perforned; the
destination of the datagramis always listed as the multicast
group A

MOSPF f orwar di ng nmechani sm

Each MOSPF router in the path of a nmulticast datagram bases its
forwardi ng decision on the contents of a data cache. This cache
is called the forwarding cache. There is a separate forwarding
cache entry for each source/destination conbination[4]. Each
cache entry indicates, for nulticast datagrans havi ng matching
source and destination, which neighboring node (i.e., router or
networ k) the datagram nust be received from (called the upstream
node) and which interfaces the datagram should then be forwarded
out of (called the downstreaminterfaces).

A forwardi ng cache entry is actually built fromtwo conponent

pi eces. The first of these conponents is called the |Iocal group
dat abase. This database, built by the | GW protocol, indicates
the group nmenbership of the router’s directly attached networks.
The | ocal group database enables the |ocal delivery of nulticast
dat agrans. The second conponent is the datagranis shortest path
tree. This tree, built on demand, is rooted at a nulticast
datagram s source. The datagranis shortest path tree enables the
delivery of nulticast datagrams to distant (i.e., not directly
attached) group nenbers.

2.3.1. 1QGwW interface: the local group database

The | ocal group database keeps track of the group nenbership
of the router’s directly attached networks. Each entry in
the | ocal group database is a [group, attached networKk]

pair, which indicates that the attached network has one or
nore | P hosts belonging to the IP nulticast destination
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group. This infornmation is then used by the router when
deciding which directly attached networks to forward a
received I P nulticast datagramonto, in order to conplete
delivery of the datagramto (local) group nemnbers

The | ocal group database is built through the operation of
the Internet Group Managenent Protocol (IGW; see [RFC
1112]). When a MOSPF router becones Designated Router on an
attached network (call the network N1), it starts sending
peri odic | GW Host Menbership Queries on the network. Hosts
then respond with | GW Host Menbership Reports, one for each
mul ticast group to which they belong. Upon receiving a Host
Menber ship Report for a multicast group A the router
updates its |local group database by addi ng/refreshing the
entry [Goup A, Nl]. If at a later time Reports for Goup A
cease to be heard on the network, the entry is then del eted
fromthe | ocal group database

It is inportant to note that on any particular network, the
sendi ng of | GW Host Menbership Queries and the listening to
| GW Host Menbership Reports is performed solely by the
Desi gnated Router. A MOSPF router ignores Host Menbership
Reports received on those networks where the router has not
been el ected Designated Router[5]. This neans that at nost
one router perforns these | GW functions on any particul ar
networ k, and ensures that the network appears in the |oca
group database of at nost one router. This prevents

mul ticast datagrams frombeing replicated as they are
delivered to |l ocal group nenbers. As a result, each router
in the Autononobus System has a different |ocal group
database. This is in contrast to the MOSPF |ink state

dat abase, and the datagram shortest-path trees (see Section
2.3.2), all of which are identical in each router bel onging
to the Aut ononous System

The existence of |ocal group nenbers nust be comuni cated to
the rest of the routers in the Autononbus System This
ensures that a renotely-originated nulticast datagramw ||
be forwarded to the router for distribution to its |oca
group nenbers. This conmmunication is acconplished through
the creation of a group-nenbershi p-LSA. Like other |ink
state advertisenents, the group-nenbership-LSA is flooded

t hr oughout the Aut ononobus System The router originates a
separate group-nenbershi p-LSA for each nmulticast group
havi ng one or nore entries in the router’s |ocal group

dat abase. The router’s group-nmenbership-LSA (say for G oup
A) lists those local transit vertices (i.e., the router
itself and/or any directly connected transit networks) that
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shoul d not be pruned from Group A's datagram shortest-path
trees. The router lists itself in its group-menbership-LSA
for Goup Aif either 1) one or nore of the router’s
attached stub networks contain Group A nenbers or 2) the
router itself is a nmenber of G oup A. The router lists a
directly connected transit network in the group-nenbership-
LSA for Goup Aif both 1) the router is Designated Router
on the network and 2) the network contains one or nore G oup
A nmenbers.

Consi der again the exanple pictured in Figure 1. If Router
RT3 has been el ected Designated Router for Network N3, then
Table 1: lists the local group database for the routers
RT1- RT4.

In this case, each of the routers RT1, RT2 and RT3 wll
originate a group-mnmenbershi p-LSA for Goup B. In addition
RT2 will also be originating a group-nenbershi p-LSA for

Group A RT1 and RT2's group-nmenbershi p-LSAs will 1ist
solely the routers thenselves (N1 and N2 are stub networks).
RT3’ s group-nmenbership-LSA will list the transit Network N3.

Figure 2 displays the Autononous Systemis link state

dat abase. A router/transit network is labelled with a
multicast group if (and only if) it has been nentioned in a
group- nenber shi p- LSA for the group When buil ding the
shortest-path tree for a particular multicast datagram this
| abel i ng enabl es those branches without group nenbers to be
pruned fromthe tree. The process of building a multicast
datagranis shortest path tree is discussed in Section 2.3.2.

Not e that none of the hosts in Figure 1 belonging to

nmul ticast groups A and B show up explicitly in the link
state database (see Figure 2). In fact, looking at the link
state database you cannot even determ ne which stub networks

Rout er | ocal group database

RT1 [Goup B, N1]

RT2 [Goup A, N2], [Goup B, N2]
RT3 [Goup B, N3]

RT4 None

Tabl e 1: Sanple | ocal group databases
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Fi gure 2: The MOSPF dat abase.

Net wor ks and routers are represented by vertices.

An edge of cost X connects Vertex A to Vertex B iff

the intersection of Colum A and Row B is marked
RT1,

RT2 and N3 are | abelled
N6 and RT9 are

I n addition,
with multicast group A and RT1,

labelled with multicast group B.

with an X

[ Page 13]

Moy



RFC 1584

Moy

2.

3.

Mul ti cast Extensions to OSPF March 1994

contain multicast group nenbers. The |link state database
sinmply indicates those routers/transit networks having
attached group nmenbers. This is all that is necessary for
successful forwarding of nulticast datagrans.

2. A datagranis shortest-path tree

Wil e the local group database facilitates the |oca

delivery of nulticast datagrans, the datagram s shortest-
path tree describes the intermedi ate hops taken by a

mul ticast datagramas it travels fromits source to the

i ndi vidual nulticast group nenbers. As nentioned above, the
datagranis shortest-path tree is a pruned shortest-path tree
rooted at the datagranis source. Two datagranms having
differing [source net, multicast destination] pairs may
have, and in fact probably will have, different pruned
shortest-path trees

A datagram s shortest path tree is built "on demand"[ 6],
i.e., when the first multicast datagramis received having a
particul ar [source net, multicast destination] conbination
To build the datagramis shortest-path tree, the foll ow ng
calculations are performed. First, the datagranmis source IP
network is located in the Iink state database. Then using
the router-LSAs and network-LSAs in the |link state database,
a shortest-path tree is built having the source network as
root. To conplete the process, the branches that do not
contain routers/transit networks that have been | abell ed
with the particular nmulticast destination (via a group-
menber shi p-LSA) are pruned fromthe tree

As an exanple of the building of a datagrami s shortest path
tree, again consider the Autonomous Systemin Figure 1. The
Aut ononpbus Systemis |link state database is pictured in
Figure 2. When a router initially receives a nulticast

dat agram sent by Host H2 to the nmulticast group A the
followi ng steps are taken: Host H2 is first deternined to be
on Network N4. Then the shortest path tree rooted at net N4
is calculated[7], pruning those branches that do not contain
routers/transit networks that have been labelled with the
mul ticast group A. This results in the pruned shortest-path
tree pictured in Figure 3. Note that at this point all the

| eaves of the tree are routers/transit networks | abelled
with nulticast group A (routers RT2 and RT9 and transit

Net wor k NG6) .

In order to forward the nulticast datagram each router nust
find its own position in the datagranis shortest path tree.
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Figure 3: Sanple datagramis shortest-path tree
source N4, destination Goup A

The router’s (call it Router RTX) position in the datagranis
pruned shortest-path tree consists of 1) RTX' s parent in the
tree (this will be the forwarding cache entry’s upstream
node) and 2) the list of RTX's interfaces that lead to
downstreamrouters/transit networks that have been | abelled
with the datagram s destination (these will be added to the
forwardi ng cache entry as downstreaminterfaces). Note that
after calculating the datagram s shortest path tree, a
router may find that it is itself not on the tree. This
woul d be indicated by a forwardi ng cache entry having no
upstream node or an enpty list of downstreaminterfaces.

As an exanple of a router describing its position on the
datagram s shortest-path tree, consider Router RT10 in

Figure 3. Router RT10's upstream node for the datagramis
Router RT6, and there are two downstreaminterfaces: one
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connecting to Network N6 and the other connecting to Network
N8.

3. Support for Non-broadcast networks

When forwardi ng nul ti cast datagrans over non-broadcast

net wor ks, the datagram cannot be sent as a link-1leve

nmul ticast (since neither link-level nulticast nor broadcast
are supported on these networks), but nust instead be
forwarded separately to specific neighbors. To facilitate
this, forwardi ng cache entries can al so contain downstream
nei ghbors as well as downstream i nterfaces.

The | GW protocol is not defined over non-broadcast
networks. For this reason, there cannot be group nenbers
directly attached to non-broadcast networks, nor do non-
br oadcast networ ks ever appear in |ocal group database
entries.

As an exanpl e, suppose that Network N3 in Figure 1 is an

X. 25 PDN. Consider Router RT3's forwarding cache entry for
dat agrans havi ng source Network N4 and mnulticast destination
Goup B. In place of having the interface to Network N3
appear as the downstreaminterface in the matching
forwardi ng cache entry, the neighboring routers RT1 and RT2
woul d i nstead appear as separate downstream nei ghbors. In
addition, in this case there could not be a G oup B nenber
directly attached to Network N3.

4. Details concerning forwardi ng cache entries

Each of the downstreaminterface/nei ghbors in the cache
entry is labelled with a TTL value. This val ue indicates the
nunber of hops a datagram forwarded out of the interface (or
forwarded to the neighbor) would have to travel before
encountering a router/transit network requesting the

mul ticast destination. The reason that a hop count is

associ ated with each downstream i nterface/ nei ghbor is so
that IP nulticast’s expanding ring search procedure can be
nmore efficiently inplenmented. By expanding ring search is
meant the followi ng. Hosts can restrict the frowarding
extent of the IP nulticast datagrans that they send by
appropriate setting of the TTL value in the datagranis IP
header. Then, for exanple, to search for the nearest server
the host can send nulticasts first with TTL set to 1, then
2, etc. By attaching a hop count to each downstream

i nterface/ nei ghbor in the forwarding cache, datagrans wl |
not be forwarded unless they will ultimtely reach a
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mul ticast destination before their TTL expires[8]. This
avoi ds wasting network bandwi dth during an expanding ring
sear ch.

As an exanpl e consider Router RT10’s forwardi ng cache in
Figure 3. Router RT10's cache entry has two downstream
interfaces. The first, connecting to Network N6, is |abelled
as having a group nmenber one hop away (Network N6). The
second, which connects to Network N3, is |abelled as having
a group nenber two hops away (Router RT9).

Bot h the datagram shortest path tree and the | ocal group

dat abase nmay contri bute downstreaminterfaces to the
forwardi ng cache entries. As an exanple, if a router has a

| ocal group database entry of [Goup G NX], then a
forwardi ng cache entry for Goup G regardl ess of
destination, will list the router interface to Network NX as
a downstreaminterface. Such a downstreaminterface wll

al ways be labelled with a TTL of 1

As an exanpl e of forwarding cache entries, again consider

t he Aut ononous System pictured in Figure 1. Suppose Host H2
sends a multicast datagramto nulticast group A 1In that
case, sone routers will not even attenpt to build a
forwardi ng cache entry (e.g, router RT5) because they wll
never receive the nulticast datagramin the first place.

O her routers will receive the nulticast datagram (since
they are forwarded as link-level multicasts), but after

buil ding the pruned shortest path tree will notice that they
thensel ves are not a part of the tree (routers RT1, RT4,

RT7, RT8 and RT12). These latter routers will install an
enpty cache entry, indicating that they do not participate
in the forwarding of the nmulticast datagram A sanple of the
forwardi ng cache entries built by the other routers in the
Aut ononbus Systemis pictured in Table 2.

A MOSPF router nust clear its entire forwardi ng cache when

t he Aut ononmous Systenis topol ogy changes, because all the
dat agram shortest-path trees nmust be rebuilt. Likew se, when
the location of a multicast group’ s nmenbershi p changes
(reflected by a change in group-nmenbership-LSAs), all cache
entries associated with the particular nulticast destination
group nust be cleared. O her than these two cases,
forwardi ng cache entries need not ever be del eted or
otherwi se nodified; in particular, the forwarding cache
entries do not have to be aged. However, forwarding cache
entries can be freely deleted after sone period of
inactivity (i.e., garbage collected), if router nenory
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Rout er Upstream Downst ream i nt er f aces
node (interface: hops)

RT10 Router RT6  (N6:1), (N8:2)

RT11 Net N8 (N9: 1)

RT3 Net N4 (N3:1), (RT6:3)

RT6 Rout er RT3 (RT10: 2)

RT2 Net N3 (N2: 1)

Tabl e 2: Sanple forwardi ng cache entries,
for source N4 and destination Goup A

resources are in short supply.
Inter-area nulticasting

Up to this point this nmeno has di scussed multicast forwardi ng when
the entire Autonomous Systemis a single OSPF area. The logic for
when the multicast datagranis source and its destination group
menbers belong to the same OSPF area is the sane. This section
expl ai ns the behavi or of the MOSPF protocol when the datagranis
source and (at | east sonme of) its destination group nmenbers bel ong
to different OSPF areas. This situation is called inter-area

nmul ti cast.

Inter-area nmulticast brings up the follow ng issues, which are
resol ved i n succeedi ng sections:

o] Are the group-nenbershi p-LSAs specific to a single area? And if
they are, how is group nmenbership information conveyed from one
area to the next?

o} How are t he datagram shortest-path trees built in the inter-area
case, since conplete information concerning the topology of the
dat agram source’ s nei ghborhood is not available to routers in
ot her areas?

o] In an area border router, nultiple datagramshortest-path trees
are built, one for each attached area. How are these separate
dat agram shortest-path trees conbined into a single forwarding
cache entry?

It should be noted in the followi ng that the basic protoco

mechanisns in the inter-area case are the sane as for the intra-area
case. Forwarding of nmulticasts is still defined by the contents of
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the forwarding cache. The forwardi ng cache is still built fromthe
same two conponents: the local group database and the datagram
shortest-path trees. And while the cal culation of the datagram
shortest-path trees is different in the inter-area case (see Section
3.2), the local group database is built exactly the sanme as in the
intra-area case (i.e., MOSPF' s interface with | GW renai ns unchanged
in the presence of areas). Finally, the forwarding al gorithm
described in Section 11 is the same for both the intra-area and

i nter-area cases.

The follow ng di scussion uses the area configuration pictured in
Figure 4 as an exanple. This figure, taken fromthe OSPF

speci fication, shows an Autononbus Systemsplit into three areas
(Area 1, Area 2 and Area 3). A single backbone area has been
configured (everything outside of the shading). Since the backbone
area must be contiguous, a single virtual l|ink has been configured
bet ween the area border routers RT10 and RT11. Additionally, an area
address range has been configured in Router RT11l so that Networks
N9-N11 and Host Hl1 will be reported as a single route outside of
Area 3 (via sunmary-|ink-LSAs).

3.1. Extent of group-nenbership-LSAs

G oup- nenber shi p-LSAs are specific to a single OSPF area. This
means that, just as with OSPF router-LSAs, network-LSAs and
summar y- i nk- LSAs, a group-nenbershi p-LSA is flooded throughout
a single area only[9]. A router attached to multiple areas
(i.e., an area border router) may end up originating severa

gr oup- nenber shi p-LSAs concerning a single nmulticast destination
one for each attached area. However, as we will see bel ow, the
contents of these group-nenbership-LSAs will vary dependi ng on
their associ ated areas.

Just as in OSPF, each MOSPF area has its own link state

dat abase. The MOSPF database is sinply the OSPF |ink state

dat abase enhanced by the group-nenbershi p-LSAs. Consider again
the area configuration pictured in Figure 4. The result of
addi ng t he group-nenbershi p-LSAs to the area dat abases vyiel ds

t he dat abases pictured in Figures 6 and 7. Figure 6 shows Area
1's MOSPF dat abase. Figure 7 shows the backbone’s MOSPF

dat abase. Superscripts indicate which transit vertices have been
advertised as requesting particular multicast destinations. A
superscript of "w' indicates that the router is advertising
itself as a wild-card rmulticast receiver (see below). The dashed
lines are OSPF summary-link-LSAs or AS external-link-LSAs. Note
in Figure 7 that Router RT11 has condensed its routes to

Net wor ks N9-N11 and Host Hl into a single summary-Iink-LSA
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Figure 4: A sanmple MOSPF area configuration
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Suppose an OSPF router has a |local group database entry for
[Goup Y, Network X]. The router then originates a group-
menber shi p-LSA for Group Y into the area containing Network X
For exanple, in the area configuration pictured in Figure 4,
Rout er RT1 originates a group-mnmenbershi p-LSA for Goup B. This
group- nenber shi p-LSA is flooded throughout Area 1, and no
further. Likew se, assuming that Router RT3 has been el ected
Desi gnated Router for Network N3, RT3 originates a group-
menbershi p-LSA into Area 1 listing the transit Network N3 as
havi ng group nmenbers. Note that in the Iink state database for
Area 1 (Figure 6) both Router RT1 and Network N3 have
accordingly been | abelled with Goup B.

In OSPF, the area border routers forward routing informtion and
data traffic between areas. In MOSPF. a subset of the area
border routers, called the inter-area nulticast forwarders
forward group nenbership information and nulticast datagrans

bet ween areas. Wether a given OSPF area border router is also a
MOSPF inter-area nulticast forwarder is configuration dependent
(see Section B.1). In Figure 4 we assune that all area border
routers are also inter-area nulticast forwarders.

In order to convey group nenbership informati on between areas,
inter-area nulticast forwarders "sumarize" their attached
areas’ group nenbership to the backbone. This is very simlar
functionality to the summary-1link-LSAs that are generated in the
base OSPF protocol. An inter-area multicast forwarder

cal cul ates whi ch groups have nenbers in its attached non-
backbone areas. Then, for each of these groups, the inter-area
mul ticast forwarder injects a group-nenbership-LSA into the
backbone area. For exanple, in Figure 4 there are two groups
havi ng nenbers in Area 1. Goup A and Goup B. For that reason
both of Area 1's inter-area nulticast forwarders (Routers RT3
and RT4) inject group-nenbership-LSAs for these two groups into
t he backbone. As a result both of these routers are | abelled

nmenber shi p R L R T + dat agrans

+ > > > >> Backbone < < << +

AN B, + AN

A / | \ A

A / | \ A
[ S, PR +/ Fomm e - + V- Moo +
| Area 1 | | Area 2 | | Area 3
oo + oo + oo +

Figure 5: Inter-area routing architecture
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with Goups A and B in the backbone link state database (see
Fi gure 7).

However, unlike the sumarization of unicast destinations in the
base OSPF protocol, the summarizati on of group menbership in
MOSPF is asymmetric. Wile a non-backbone area’ s group
menbership is sunmari zed to the backbone, this information is
not then readvertised into other non-backbone areas. Nor is the
backbone’ s group nmenbership sumari zed for the non-backbone
areas. Going back to the exanple in Figure 4, while the presence
of Area 3's group (Goup A is advertised to the backbone, this
information is not then redistributed to Area 1. In other words,
routers internal to Area 1 have no idea of Area 3's group
nmenber shi p.

At this point, if no extra functionality was added to MOSPF,
multicast traffic originating in Area 1 destined for Milticast
Group A would never be forwarded to those Group A nenbers in
Area 3. To acconplish this, the notion of wild-card nulticast
receivers is introduced. A wld-card nulticast receiver is a
router to which all nulticast traffic, regardl ess of multicast
destination, should be forwarded. A router’s wild-card multicast
reception status is per-area. |In non-backbone areas, all inter-
area nulticast forwarders[10] are wild-card nulticast receivers
This ensures that all nulticast traffic originating in a non-
backbone area will be forwarded to its inter-area nulticast
forwarders, and hence to the backbone area. Since the backbone
has conpl ete know edge of all areas’ group nmenbership, the

dat agram can then be forwarded to all group menbers. Note that
in the backbone itself there is no need for wild-card nulticast
receivers[11l]. As an exanple, note that Routers RT3 and RT4 are
wild-card nmulticast receivers in Area 1 (see Figure 6), while
there are none in the backbone (see Figure 7).

This yields the inter-area routing architecture pictured in
Figure 5. Al group nenbership is advertised by the non-
backbone areas into the backbone. Likew se, all |IP nulticast
traffic arising in the non-backbone areas is forwarded to the
backbone. Since at this point group nenbership information neets
the multicast datagramtraffic, delivery of the nulticast

dat agr ans becones possi bl e.

3.2. Building inter-area datagram shortest-path trees
When buil di ng datagram shortest-path trees in the presence of
areas, it is often the case that the source of the datagram and

(at least sone of) the destination group nenbers are in separate
areas. Since detail ed topological information concerning one
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Figure 6: Area 1's MOSPF dat abase.

Net works and routers are represented by vertices.

An edge of cost X connects Vertex A to Vertex B iff
the intersection of Colum A and Row B i s marked

with an X In addition, RT1l, RT2 and N3 are | abelled
with nulticast group A, RT1 is labelled with nulticast
group B, and both RT3 and RT4 are | abelled as
wild-card nulticast receivers.
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Figure 7: The backbone’ s MOSPF dat abase.

Net wor ks and routers are represented by vertices.
An edge of cost X connects Vertex A to Vertex B iff
the intersection of Colum A and Row B is marked
with an X. In addition, RT3 and RT4 are | abelled
with both nulticast groups A and B, and RT7, RT10,
and RT11 are labelled with nulticast group A

OSPF area is not distributed to other OSPF areas (the flooding
of router-LSAs, network-LSAs and group-nmenbership-LSAs is
restricted to a single OSPF area only), the building of conplete
dat agram shortest-path trees is often inpossible in the inter-
area case. To conpensate, approxi nations are made through the
use of wild-card nmulticast receivers and OSPF sumary-|i nk-LSAs.

When it first receives a datagramfor a particular [source net,
destination group] pair, a router calcul ates a separate datagram
shortest-path tree for each of the router’s attached areas. Each
dat agram shortest-path tree is built solely from LSAs bel ongi ng
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to the particular area’s link state database. Suppose that a
router is calculating a datagram shortest-path tree for Area A
It is useful then to separate out two cases.

The first case, Case 1: The source of the datagram belongs to
Area A has already been described in Section 2.3.2. However, in
the presence of OSPF areas, during tree pruning care nust be
taken so that the branches | eading to other areas renmin, since
it is unknown whether there are group nenbers in these (renote)
areas. For this reason, only those branches having no group
menbers nor wild-card nulticast receivers are pruned when
produci ng the datagram shortest-path tree

As an exanpl e, suppose in Figure 4 that Host H2 sends a

mul ticast datagramto destination Goup A Then the datagram s
shortest-path tree for Area 1, built identically by all routers
in Area 1 that receive the datagram is shown in Figure 8. Note
that both inter-area nulticast forwarders (RT3 and RT4) are on
the datagranis shortest-path tree, ensuring the delivery of the
datagramto t he backbone and fromthere to Areas 2 and 3.

0 Case 2: The source of the datagram bel ongs to an area ot her
than Area A. In this case, when building the datagram
shortest-path tree for Area A the i medi ate nei ghborhood of
the datagranis source is unknown. However, there are
summary-1link-LSAs in the Area A link state database
i ndi cating the cost of the paths between each of Area A's
inter-area multicast forwarders and the datagram source
These summary |inks are used to approximate the nei ghborhood
of the datagramis source; the tree begins with |inks
directly connecting the source to each of the inter-area
mul ti cast forwarders. These links point in the reverse

0 RT3 (W origin=N4)
I

1]
|
N3 (M) o
/I \
o/ \0
/ \
RT2 (Ma, Mb) o o RT4 (W

Figure 8: Datagramis shortest-path tree
Area 1, source N4, destination Goup A
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direction (towards instead of away fromthe datagram source)
fromthe links considered in Case 1 above. Al additiona
links added to the tree also point in the reverse direction
The final datagram shortest-path tree is then produced by,
as before, pruning all branches having no group-nenbers nor
wild-card nulticast receivers

As an exanpl e, suppose again that Host H2 in Figure 4 sends
a nulticast datagramto destination G oup A The datagrams
shortest-path tree for the backbone is shown in Figure 9.
The nei ghbor hood around the source (Network N4) has been
approxi mated by the summary |inks advertised by routers RT3
and RT4. Note that all links in Figure 9's datagram
shortest-path tree have arrows pointing in the reverse
direction, towards Network N4 instead of away fromit.

The reverse costs used for the entire tree in Case 2 are forced

Moy

because sunmary-1ink-LSAs only specify the cost towards the
dat agram source. In the presence of asymmetric link costs, this
may lead to less efficient routes when forwarding multicasts

o N4
[\
2/ \3
/ \
RT3 (Ma, Mb) o 0 RT4 (Ma, M)
6/ \8
/ \
RT6 o o RT5
| |
5] | 6
| |
RT10 (Ma) o 0 RT7 (M)
|
2|
|
RT11 (Ma) o

Fi gure 9: Datagram shortest-path tree: Backbone,
source N4, destination Goup A Note that
reverse costs (i.e., toward origin) are

used t hroughout.

[ Page 26]



RFC 1584 Mul ti cast Extensions to OSPF March 1994

Moy

bet ween ar eas.

Those routers attached to nultiple areas nust calculate multiple
trees and then nmerge theminto a single forwardi ng cache entry.
As shown in Section 2.3.2, when connected to a single area the
router’s position on the datagram shortest-path tree detern nes
(inlarge part) its forwarding cache entry. Wen attached to
mul tiple areas, and hence cal culating nultiple datagram
shortest-path trees, each tree contributes to the forwarding
cache entry’s list of downstream i nterfaces/nei ghbors. However,
only one of the areas’ datagram shortest-path trees wll
determ ne the forwardi ng cache entry’s upstream node. Wien one
of the attached areas contains the datagram source, that area
will determine the upstream node. O herwi se, the tiebreaking
rules of Section 12.2.7 are invoked.

Consi der again the exanple of Host H2 in Figure 4 sending a
nmul ti cast datagramto destination Goup A Router RT3 will

cal cul ate two datagram shortest-path trees, one for Area 1 and
one for the backbone. Since the source of the datagram (Host
H2) belongs to Area 1, the Area 1 datagram shortest-path tree
determ nes RT3’ s upstream node: Network N4. Router RT3

cal cul ates two downstreaminterfaces for the datagram the
interface to Network N3 (which cones fromArea 1's datagram
shortest-path tree) and the serial line to Router RT6 (which
conmes fromthe backbone’s datagram shortest-path tree). As for
Router RT10, it calculates two trees, determining its upstream
node fromthe backbone tree and its two downstreaminterfaces
fromthe Area 2 tree. Finally, Router RT11 cal cul ates three
trees, determning its upstreamnode fromthe Area 2 tree and
its downstreaminterface fromthe Area 3 tree

Inter-AS nulticasting

This section explains how MOSPF deals with the forwardi ng of
mul ti cast datagrans between Autononpus Systens. Certain AS boundary
routers in a MOSPF systemw || be configured as inter-AS nulticast
forwarders. It is assuned that these routers will also be running an
inter-AS multicast routing protocol. This specification does not
dictate the operation of such an inter-AS multicast routing
protocol. However, the follow ng interactions between MOSPF and the
inter-AS routing protocol are assuned:

(1) MOSPF guarantees that the inter-AS multicast forwarders wll
receive all nulticast datagrams; but it is up to each router so
designated to determ ne whether the datagram should be forwarded
to ot her Autononous Systems. This determination will probably be
made via the inter-AS routing protocol
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(2) MOSPF assumes that the inter-AS routing protocol is forwarding
mul ticast datagrams in an RPF (reverse path forwardi ng; see
[ Deering] for an explanation of this term nology) fashion. In
other words, it is assunmed that a multicast datagram whose
source (call it X) lies outside the MOSPF domain will enter the
MOSPF donain at those points that are advertising (into OSPF)
the best routes back to X. MOSPF cal cul ates the path of the
dat agram t hrough t he MOSPF donmi n based on this assunption

MOSPF designates an inter-AS nulticast forwarder as a wild-card
mul ticast receiver in all of its attached areas. As in the inter-
area case, this ensures that the routers renmain on all pruned
shortest-path trees and thereby receive all nulticast datagrans,
regardl ess of destination.

As an exanpl e, suppose that in Figure 1 both RT5 and RT7 were
configured as inter-AS nmulticast forwarders. Then the link state
dat abase woul d | ook Iike the one pictured in Figure 2, with the
addition of a) wild-card status for RT5 and RT7 (they woul d appear
with superscripts of "w') and b) the external Iinks originated by
RT5 and RT7 being |l abelled as mnulticast-capabl e[ 12].

As anot her exanpl e, consider the area configuration in Figure 4.
Agai n suppose RT5 and RT7 are configured as inter-AS nulticast
forwarders. Then in Area 1's |link state database (Figure 6), the
external links originated by RT5 and RT7 woul d again be | abelled as
mul ti cast - capabl e. However, note that in Area 1's database RT5 and
RT7 are not labelled as wild-card nulticast receivers. This is
unnecessary; since Area 1's inter-area nulticast forwarders (RT3 and
RT4) are wild-cards, all nulticast datagrans will be forwarded to

t he backbone. And in the backbone's link state database (Figure 7),
RT5 and RT7 will be labelled as wild-cards.

4.1. Building inter-AS datagram shortest-path trees.

When multicast datagrans are to be forwarded between Autononous
Systens, the datagram shortest-path tree is built as foll ows.
Renmenber that the router builds a separate tree for each area to
which it is attached; these trees are then nmerged into a single
forwardi ng cache entry. Suppose that the router is building the
tree for Area A°. W break up the tree building into three cases.
This first two cases have al ready been described earlier in this
meno: Case 1 (the source of the datagram belongs to Area A)
havi ng been described in Section 2.3.2 and Case 2 (the source of
t he dat agram bel ongs to another OSPF area) having been described
in Section 3.2. The only nodification to these cases is that
inter-AS multicast forwarders, as well as group nenbers and
inter-area nulticast forwarders, nust renmin on the pruned
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trees. The new case is as foll ows:

o] Case 3: The source of the datagram bel ongs to anot her
Aut ononpbus System The inmedi at e nei ghbor hood of the source
is then unknown. In this case the nmulticast-capable AS
external links are used to approxi nate the nei ghborhood of
the source; the tree begins with links directly attaching
the source to one or nore inter-AS nmulticast forwarders. The
approxi mati ng AS external links point in the reverse
direction (i.e., towards the source), just as with the
approxi mating summary links in Case 2. Also, as in Case 2,
all links included in the tree nust point in the reverse
direction. The final datagram shortest-path tree is then
produced (as al ways) by pruning those branches havi ng no
group nenbers nor wld-card multicast receivers.

As an exanpl e, suppose that a host on Network N12 (see
Figure 4) originates a nulticast datagram for Destination
Group B. Assune that all external costs pictured are OSPF
external type 1 nmetrics. Then any routers in Area 1
receiving the datagramwould build the datagram shortest-
path tree pictured in Figure 10. Note that all links in the
tree point in the reverse direction, towards the source. The
tree indicates that the routers expect the datagramto enter
t he Aut ononous System at Router RT7, and then to enter the
area at Router RT4.

Note that in those cases where the "best" inter-AS multicast
forwarder is not directly attached to the area, the

nei ghbor hood of the source is actually approxi mated by the
concatenation of a summary link and a nulticast-capable AS
external link. This is in fact the case in Figure 10.

In Case 3 (datagram source in another AS) the requirenent that
all tree links point in the reverse direction (towards the
source) acconnodates the fact that sumary |inks and AS externa
links already point in the reverse direction. This also leads to
the requirenent that the inter-AS nulticast routing protoco
operate in a reverse path forwarding fashion (see condition 2 of
Section 4). Note that Reverse path forwarding can lead to sub-
optimal routing when costs are configured asymetrically. And it
can even |lead to non-delivery of nulticast datagrams in the case
of asymetric reachability.

Inter-AS nmulticast forwarders may end up calculating a
forwardi ng cache entry’s upstream node as being external to the
AS. As an exanple, Router RT7 in Figure 10 will end up
calculating an external router (via its external link to Network
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Fi gure 10: Datagram shortest-path tree: Area 1,
source N12, destination G oup B. Note that
reverse costs (i.e., toward origin) are

used t hroughout.

N12) as the upstream node for the datagram This nmeans that RT7
nmust receive the datagramfroma router in another AS before
injecting the datagraminto the MOSPF system

St ub area behavi or

AS external links are not inported into stub areas. Suppose that
the source of a particular datagramlies outside of the

Aut ononobus System and that the datagramis forwarded into a
stub area. In the stub area’s datagram shortest-path tree the
nei ghbor hood of the datagram s source cannot be approxi mated by
AS external links. Instead the nei ghborhood of the source is
approxi mated by the default sunmary |links (see Section 3.6 of
[OSPF]) that are originated by the stub area’s intra-area

mul ticast forwarders.

Except for this small change to the construction of a stub

area’s datagram shortest-path trees, all other MOSPF al gorithns
(e.g., nerging with other areas’ datagram shortest-path trees to
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formthe forwardi ng cache) function the sane for stub areas as
they do for non-stub areas.

4.3. Inter-AS multicasting in a core Autononmous System

It may be the case that the MOSPF routing domain connects

toget her many different Autononobus Systens, thereby serving as a
"core Autononous Systent (e.g, the old NSFNet backbone). In this
case, it could very well be that the majority of the MOSPF
routers are also inter-AS nmulticast forwarders. Having each
inter-AS multicast forwarder then declare itself a wld-card

mul ticast receiver could very well waste considerabl e network
bandwi dt h. However, as an alternative to declaring thensel ves
wild-card nulticast receivers, the inter-AS nulticast routers
could instead explicitly advertise all groups that they were
interested in forwarding (to other "client" Autonomous Systens)

i n group-nmenbershi p-LSAs. These advertised groups woul d have to
be | earned through an inter-AS nulticast routing protocol (or
possi bly even statically configured).

This in essence allows the clients of the core Autononous System
to advertise their group menbership into the core. However,
since any client MOSPF domains will still have their inter-AS
nmul ticast forwarders configured as wild-card nulticast

receivers, this advertisenent will be asymmetric: the core will
not advertise its or others’ group nmenbership to the clients.
The achi eves the sane inter-AS nulticast routing architecture
that MOSPF uses for inter-area multicast routing (see Figure 5).

Model | i ng internal group nenbership

A MOSPF router may itself contain nulticast applications. A typica
exanple of this is a UNI X workstation that doubles as a nulticast
router. This section concerns two alternative ways of representing
the group nenbership of the MOSPF router’s internal applications.
Bot h representations have advantages. For maximum flexibility, the
MOSPF forwarding al gorithm (see Section 11) has been specified so
that either representation can be used in a MOSPF router (and in
fact, both representations can be used at once, depending on the
application).

The first representation is based on the paradi gm presented in RFC
1112. In this case, an application joins a nulticast group on one or
nore specific physical interfaces. The application then receives a
mul ticast datagramif and only if it is received on one of the
specified interfaces. If a datagramis received on nultiple
specified interfaces, the application receives multiple copies.
Figure 11 shows this algorithmas it is inplenmented in (nodified)
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BSD UNI X kernels. The figure shows the processing of a nmulticast
datagram starting with its reception on a particular interface.
First copies of the datagram are given to those applications that
have joined on the receiving interface. Then the forwardi ng deci sion
(pictured as a box containing a question mark) is made, and the
packet is (possibly) forwarded out certain interfaces. If these
interfaces are not capable of receiving their own nulticasts, a copy
of the datagram nust be internally | ooped back to appropriately

j oi ned applications.

The advantages to the RFC 1112 representation are as foll ows:

o} It is the standard for the way an I P host joins multicast
groups. It is sinplest to use the sanme menbership nodel for
hosts and routers; nost would consider an | P router to be a
speci al case of an I P host anyway.

o} It is the way group nenbership has been inplenmented in BSD UNI X
Exi sting nulticast applications are witten to join nulticast
groups on specific interfaces.

0 The possibility of receiving nultiple datagram copies may
i nprove fault tolerance. If the datagramis dropped due to an

e e e e +
| f orwar di ng deci sion
ook +

|
/\
/---\----> To application
/ \---- - > To application
/ \
/ \

Fomm e o - + - ------ +

|[transmt| |transmt

Fom e oo - +  A------ - +

Figure 11: RFC 1112 representation of interna
group nenbership
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error on the path to some interface, another interface nmay stil
receive a copy.

0 The ability to specify a particular receiving interface may
i nprove the accuracy of IP nulticast’s expanding ring search
mechani sm (see Section 2.3.4).

o] Menmbership in the non-routable nmulticast groups (224.0.0.1 -
224.0.0.255) nmust be on a per-interface basis. An OSPF router
al ways belongs to 224.0.0.5 (Al | SPFRouters) on its OSPF
interfaces, and may belong to 224.0.0.6 (Al |l DRouters) on one or
nore of its OSPF interfaces.

The second representation is MOSPF-specific. In this case, an
application joins a nulticast group on an interface-independent
basis. In other words, group nenbership is associated with the
router as a whole, not separately on each interface. The application
then receives a copy of a nmulticast datagramif and only if the

dat agram woul d actually be forwarded by the MOSPF router. Figure 12
shows how this algorithmwould be inplenmented. The datagramis
received on a particular interface. If the datagramis validated for
forwarding (i.e., the receiving interface connects to the nmatching
forwardi ng cache entry’s upstream node), a copy of the datagramis
al so given to appropriately joined applications. Note that this
nodel of group nenbership is not as general as the RFC 1112 nodel,
inthat it can only be inplenented in MOSPF routers and not in
arbitrary I P hosts. However, it has the foll ow ng advant ages:

o] The applicati on does not need to have know edge of the router
interfaces. It does not need to know what kind or how many
interfaces there are; this will be taken care of by the MOSPF
protocol itself.

0 As long as any interface is operational, the application wll
continue to receive nulticast datagrans. This happens
autonmatically, without the application nodifying its group
menber shi p.

o] The application receives only one copy of the datagram Using
the RFC1112 representation, whenever an application joins on
nmore than one interface (which nust be done if the application
does not want to rely on a single interface), nultiple datagram
copies will be received during nornmal operation.

Addi tional capabilities

This section describes the MOSPF configuration options that allow
routers of differing capabilities to be nmixed together in the sane
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Fi gure 12: MOSPF-specific representation of interna
group nenbership

routi ng donain. Note that these options handl e special circunstances
that may not be encountered in nornmal operation. Default values for
the configuration settings are specified in Appendix B

6.1. Mxing with non-nulticast routers

MOSPF routers can be mixed freely with routers that are running
only the base OSPF algorithm (called non-multicast routers in
the following). This allows MOSPF to be deployed in a piecenea
fashi on, thereby speeding depl oynent and all ow ng
experinmentation with nmulticast routing on a linted scale.

When a MOSPF router builds a datagram shortest-path tree, it
omits all non-nulticast routers. For exanple, in Figure 1, if
Router RT6 was not a nulticast router, the datagram shortest-
path tree in Figure 3 would be built with a nore circuitous
branch through Router RT5, instead of through Router RT6. In
addition, non-nulticast routers do not participate in the
floodi ng of the new group-nmenbershi p-LSAs. This adheres to the
general principle that a router should not have to handl e those
link state adverti senents whose format (or contents) the router
does not under st and.
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M xi ng MOSPF routers with non-nulticast routers creates a nunber
of potential problens. Certain nixings of MOSPF and non-

mul ticast routers can cause nulticast datagrans to take
subopti mal paths, or in other cases can |lead to the non-delivery
of multicast datagranms. In addition, mxing MOSPF routers and
non-nul ti cast routers can cause the paths of nulticast datagrans
to diverge radically fromthe path of unicast datagrans. Such

di vergences can make routing problens harder to debug.

In particular, the following specific difficulties may arise
when m xi ng MOSPF routers with non-nulticast routers:

o} Even though there is unicast connectivity to a destination
there may not be nulticast connectivity. For exanple, if
Router RT10 in Figure 1 becones a non-nulticast router, the

group nenber connected to Network N11 will no |onger be able
to receive nulticasts sourced by Host H2. But the two hosts
will be able to exchange unicasts (e.g., |CMP pings).

o] When the Designated Router for a nmulti-access network is a
non-nul ti cast router, the network will not be used for
forwarding nulticast datagrans. For exanple, if in Figure 1
Router RT4 is Designated Router for Network N3, and RT4 is
non-nul ti cast, Network N3 will not be used to forward IP
mul ticasts. This would nean that nulticast datagrans
originated by Hosts H2 and H3 would not be forwarded beyond
their local network (N4), even though it seens that the
needed nulticast connectivity exists.

o} When forwardi ng nulticast datagrans between areas, m xing of
MOSPF routers and non-nulticast routers in the source area
may cause unexpected | oss of nulticast connectivity. This is
because in the inter-area routing of nulticast datagrans the
nei ghbor hood of the datagrami s source is approximted by
OSPF sunmmary |inks, and OSPF summary-1ink-LSAs do not carry
i ndi cati ons/ guarantees of the summari zed path’s nul ticast
routing capability.

6.2. TOS-based nmulticast

MOSPF al | ows a separate datagram shortest-path tree to be built
for each I P Type of Service. This neans that the path of a
mul ti cast datagram can vary dependi ng on the datagranis TCOS
classification, as well as its source and destination

For each router interface, OSPF allows a separate netric to be

configured for each IP TOS. Wen building the shortest path tree
for TOS X, the cost of a path is the sumof the conponent
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interfaces’ TOS X netrics. Note that OSPF requires that a TOS 0
metric be specified for each interface. However, as a form of
data conpression, netrics need only be specified for non-zero
TOS if they are different than the TOS 0 netric.

Additionally, OSPF routers can be configured to ignore TGS when
forwardi ng packets. Such routers, called TOS-incapable, build
only the TOS 0 portion of the routing table. TCS-incapable
routers can be nmixed freely with TOS-capabl e routers when
forwardi ng uni cast packets. The way this is handled for unicast
packets is that the unicast is forwarded along the TOS O route
whenever the TOS X route does not exist. However, MOSPF nust
treat this situation sonewhat differently, since each router
must build the exact sane tree rooted at the datagranis source.

Li ke OSPF, MOSPF al | ows TOS-based routing to be optional. TOS-
capabl e and TOS-incapable nmulticast routers can be nixed freely
in the routing domain. TOS-incapable routers will only ever
build TOS 0 datagram shortest-path trees. TOS-capable routers
will first build TOS 0 datagram shortest-path trees. If these
trees contain only TOS-capable routers, datagram shortest-path
trees are then built separately for non-zero TOS val ues.

O herwi se, the TOS 0 datagram shortest-path tree is used to
forward all traffic, regardless of its TGOS designation. Using
this logic, all routers in essence continue to utilize identica
dat agram shortest-path trees. See Section 12.2.8 for nore
details.

6.3. Assigning multiple IP networks to a physical network

Assigning multiple I P networks/subnets to a single physica

net work causes some confusion in MOSPF. This is because the
under|lying OSPF protocol treats these |P networks/subnets as
entirely separate entities, originating separate network-LSAs
for each and form ng separate adjacencies for each, while | GW
recogni zes only the single underlying physical network. Adding
to the problemis the fact that when a nulticast datagramis
received fromsuch a multiply-addressed physical wire, there is
no good way to choose the datagram s upstream node (which nust
be done in order to nake the forwarding decision; see Section 11
for details). As a result, unless this situation is dealt wth
t hrough configuration, unwanted replication of nulticast

dat agrans may occur when they are forwarded over nultiply-
addressed wires.

As a renmedy, MOSPF allows multicast forwarding to be disabled on

certain | P networks/subnets. Wien nulticast forwarding is
di sabled on the wire's "extra" subnets (i.e., all but one), the
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extra subnets will not appear in datagram shortest-path trees,
nor will they appear in |local group database or forwarding cache
entries. As a result, the possibility of unwanted datagram
replication is elimnated. The actual disabling of nulticast
forwardi ng on a subnet is done through setting the

| PMul ti cast Forwardi ng paraneter to disabled on all router

i nterfaces connecting to the subnet (see Section B.?2).

6.4. Networks on Aut ononous System boundari es

Anot her conplication can arise on | P networks/subnets that lie
on the boundary of a MOSPF Autononbus System Similar to the
uni cast situation where these networks may be running nultiple
IGPs (Interior Gateway Protocols), these networks nmay al so be
running multiple multicast routing protocols. It nay then becone
i npossible for a MOSPF router to determ ne whether a multicast
datagramis being forwarded al ong the datagram shortest-path
tree, or whether it has been inadvertently received fromthe
ot her Autononobus System Quessing wong can |lead to either
unwant ed replication or non-delivery of the nulticast datagram
In addition, in order to prevent receiving duplicate nulticast
dat agrams, group nenbers on these boundary networks wl|l
probably want to declare their nmenbership to one Autononous
System and not anot her

For exanpl e, consider the two Aut ononous Systens pictured in
Figure 13. Network X is on the boundary of both ASes. One
possi bl e multi cast datagram path is shown; the datagram
originates in a third Autononmous System and is then delivered
to both AS #1 and AS #2 separately. The paths through the two
Aut ononbus Systens nay end up having certain boundary networks
as common segnents. In Figure 13, Network X is common to both
paths. In this case, if both Autononous Systens were running
(separate copies of) MOSPF, the sanme datagram woul d appear tw ce
on Network X as a data-link nulticast. This woul d cause
duplicate datagrans to be received by any group nenbers on

Net wor k X or downstream from Network X

MOSPF has two mechanisnms to eliminate this replication of
mul ti cast datagrams. First, a system adninistrator can configure
certain networks to forward nulticast datagrans as data-link

uni casts instead of data-link nmulticasts. This is done by
setting the I PMulticast Forwardi ng paraneter to data-link unicast
on those router interfaces attaching to the network (see Section
B.2). As an exanple, in Figure 13 the routers in AS #2 coul d be
configured so that Router C would send the nulticast datagram
out onto Network X as a data-link unicast addressed directly to
Router D. Router D would accept this data-link unicast, but
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Fi gure 13: Networks on AS boundari es

woul d reject any data-link multicast forwarded by Router A This
would elimnate replication of nulticast datagrans downstream
fromNetwork X. In addition, if the |IPMilticastForwarding
paraneter is set to data-link unicast on Network X, group
menbership will not be nonitored on the network. This will
prevent group nenbers attached directly to Network X from
receiving nultiple datagram copies, since group nenbership on
the boundary network will be nonitored fromonly one AS (AS #1
in our exanple).

It should be noted that forwarding IP rmulticasts as data-link
uni casts has sone di sadvant ages when three or nore MOSPF routers
are attached to the network. First of all, it is nore work for a
router to send nultiple unicasts than a single nulticast.

Second, the nultiple unicasts consune nore network bandw dth
than a single nulticast. And last, it increases the delay for
some group nmenbers since nultiple unicasts also take |onger to
send than a single nulticast.

Recommended system configuration

In order to make MOSPF' s sel ection of routes nore predictable
it is reconmended that all routers in any particul ar OSPF area
have the same multicast and TOS capabilities. Keepi ng areas
honbgeneous ensures that I P nulticast packets will follow
relatively the same path as I P unicasts. In contrast, while
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het er ogeneous areas will function, and will probably be
necessary at least during the initial introduction of multicast
routing, such areas may produce seemingly sub-optiml and
unexpected routes. For exanple, see Section 6.1 above for a
detail ed description of the possible pitfalls when m xing
mul ti cast and non-mul ticast routers.

As for the other options presented above, to achieve the nost
predictable results it is recormmended that a router interface's
| PMul ti cast Forwar di ng paraneter be set to a val ue other than
data-link multicast only when either a) nultiple IP networks
have been assigned to a single physical wire or b) multiple

mul ticast routing protocols are running on the attached network.

[ Page 39]



RFC 1584 Mul ti cast Extensions to OSPF March 1994

Moy

Basic i nplenentation requirenments

An inplenentation of MOSPF requires the foll owi ng pieces of system
support. Note that this support is in addition to that required for
the base OSPF inplenentation as outlined in Section 4.4 of [OSPF].

o} Proni scuous multicast reception. In a nulticast router, it is
necessary to receive all IP nulticasts at the data-link |evel
On those interfaces where I P nulticast datagrans are
encapsul ated by a wide range of data-link rulticast destination
addresses (e.g, ethernet and FDDI), this is nost easily
acconpl i shed by disabling any hardware filtering of nulticast
destinations (i.e., by "opening up" the interface s multicast
filter).

o] Data-1ink multicast/broadcast detection. To avoid unwanted
replication of nulticast datagrams in certain exceptiona
conditions, it is necessary for the nulticast router to
det ermi ne whet her a datagram was received as a data-link
mul ti cast/ broadcast or as a data-link unicast, for later use by
the MOSPF forwardi ng nechanism See Section 6.4 for nore
details.

o} An i npl enentation of |GW. MOSPF uses the Internet G oup
Management Protocol (IGW, docunented in [RFC 1112]) to nonitor
mul ticast group nmenbership. See Section 9 for details.

Protocol data structures

The MOSPF protocol is described herein in terns of its operation on
various protocol data structures. These data structures are included
for explanatory uses only, and are not intended to constrain a MOSPF
i mpl erent ati on. Besides the data structures listed below, this
specification will also reference the various data structures (e.g.
OSPF interfaces and nei ghbors) defined in [ CSPF].

In a MOSPF router, the following items are added to the |ist of
gl obal OSPF data structures described in Section 5 of [COSPF]:

0 Local group database. This database describes the group
menbership on all attached networks for which the router is
ei ther Designated Router or Backup Designated Router. This in
turn determines the group-nenbership-LSAs that the router will
originate, and the local delivery of multicast datagrans (see
Sections 2.3.1 and 10).

o] Forwar di ng cache. Each entry in the forwardi ng cache descri bes
the path of a nulticast datagram having a particular [source
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net, nulticast destination, TQOS] conbi nation. These cache
entries are cal cul ated when buil ding the datagram shortest-path
trees. See Sections 2.3.4 and 11 for nore details.

Mul ticast routing capability. Indicates whether the router is
running the nulticast extensions defined in this neno. A router
running the nulticast extensions nust still run the base OSPF
algorithmas set forth in [OSPF]. Such a router will continue to
i nteroperate with non-multicast-capabl e OSPF routers when
forwarding I P unicast traffic.

Inter-area multicast forwarder. Indicates whether the router

will forward IP multicasts fromone OSPF area to another. Such a
router declares itself a wild-card nulticast receiver inits
non- backbone area router-LSAs (see Section 14.6), and al so
summari zes its attached areas’ group nenbership to the backbone
i n group-nmenbershi p-LSAs. When buil ding inter-area datagram
shortest-path trees, it is these routers that appear i mediately
adj acent to the datagram source at the root of the tree (see
Section 3.2). Not all nulticast-capable area border routers need
be configured as inter-area nulticast forwarders. However,
whenever both ends of a virtual link are nulticast-capable, they
must both be configured as inter-area nulticast forwarders (see
Section 14.11).

Inter-AS nulticast forwarder. |ndicates whether the router wll
forward IP nulticasts between Autononous Systemnms. Such a router
declares itself a wild-card nmulticast receiver inits router-
LSAs (see Section 14.6). These routers are al so assuned to be
runni ng sone kind of inter-AS nulticast protocol. They nmark all
external routes that they inport into the OSPF donmain as to
whet her they provide nulticast connectivity (see Section 14.9).
When building inter-AS nulticast datagramtrees, it is these
routers that appear imredi ately adjacent to the datagram source
at the root of the tree.

Additions to the OSPF area structure

The OSPF area data structure is described in Section 6 of
[OSPF]. In a MOSPF router, the following itemis added to the
OSPF area structure:

o} Li st of group-nenbership-LSAs. These link state
advertisements describe the location of the area’s nulticast
group nenbers. G oup-nenbershi p-LSAs are flooded throughout
a single area only. Area border routers also sumarize their
attached areas’ nenbership by originating group-nenbershi p-
LSAs into the backbone area. For nore information, see
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Sections 3.1 and 10.
Additions to the OSPF interface structure

The OSPF interface structure is described in Section 9 of
[OSPF]. In a MOSPF router, the following itens are added to the
OSPF interface structure. Note that the | PMilticast Forwardi ng
paraneter is really a description of the attached network. As
such, it should be configured identically on all routers
attached to a common network; otherw se incorrect routing of
mul ti cast datagranms may result[13].

o} | PMul ti cast Forwardi ng. This configurabl e paraneter indicates
whether IP nulticasts should be forwarded over the attached
network, and if so, how the forwardi ng should be done. The
paraneter can assune one of three possible values: disabled,
data-link multicast and data-link unicast. Wen set to
di sabled, IP nulticast datagrans will not be forwarded out
the interface. Wien set to data-link nulticast, IP nulticast
datagrans will be forwarded as data-link nulticasts. Wen
set to data-link unicast, IP nulticast datagrans will be
forwarded as data-link unicasts. The default value for this
paraneter is data-link nulticast. The other two settings are
for use in the special circunstances described in Sections
6.3 and 6.4. Wien set to disabled or to data-link unicast,
| GW group nmenbership is not nonitored on the attached
net wor k.

o] | GWPol i ngl nterval . When the router is actively nonitoring
group nenbership on the attached network, it periodically
sends | GW Host Menbership Queries. I1GWPollinglnterval is a
configurabl e paranmeter indicating the nunber of seconds
between | GW Host Menbership Queries. The router actively
nmoni tors group nenbership on the attached network when both
a) the interface’s IPMilticastForwardi ng paraneter is set to
data-link nmulticast and b) the router has been el ected
Desi gnated Router on the attached network. See Section 9 for

details.

0 | GWTi meout. This configurable paraneter indicates the
length of tine (in seconds) that a |local group database
entry associated with this interface will persist wthout

anot her matching | GW Host Menbership Report being received.
See Section 9 for details.

0 IGW polling timer. The firing of this interval tiner causes

an | GW Host Menbership Query to be sent out the interface.
The length of this tiner is the configurable paraneter
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| GWPol i ngl nterval. See Section 9 for details.
8.3. Additions to the OSPF nei ghbor structure

The OSPF nei ghbor structure is defined in Section 10 of [ OSPF].
In a MOSPF router, the following itens are added to the OSPF
nei ghbor structure:

o] Nei ghbor Options. This field was already defined in the OSPF
speci fication. However, in MOSPF there is a new option which
i ndi cates the neighbor’s nulticast capability. This new
option is learned in the Database Exchange process through
reception of the neighbor’s Database Description packets,
and determ nes whet her group-nmenbershi p-LSAs are flooded to
t he nei ghbor. See the itenms concerning flooding in Section
14 for a nore detail ed explanation.

8.4. The |l ocal group database

The | ocal group database has al ready been introduced in Section
2.3.1. The current section attenpts a nore precise definition
The | ocal group database tracks the group nembership of the
router’s directly attached networks. Database entries are
created and naintai ned by the | GW protocol. Database entries
can cause group-nmenbershi p-LSAs to be originated, which in turn
enabl e the pruning of datagram shortest-path trees. The |oca
group database also dictates the router’s responsibility for the
delivery of nulticast datagranms to directly attached group
menbers.

Each entry in the |ocal group database has three conponents: the
mul ti cast group, the attached network and the entry’'s age. A

dat abase entry is indexed by the first two conponents: multicast
group and attached network. A database | ookup function is
assuned to exist, so that given a [nulticast group, attached
network] pair, the nmatching database entry (if any) can be

di scovered. A database entry for [Goup A, Network N1] exists if
and only if there are G oup A nenbers currently |ocated on

Net wor k N1

The three components of a |ocal group database entry are defined
as foll ows:

o] Mul ti cast Group. The multicast group whose nenbers are being
tracked by this entry. Each multicast group is represented
as a class D I P address. For the senmantics of nulticast
group nenbership, see [RFC 1112].
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o} Att achedNet wor k. Each dat abase entry is concerned with the
group nenbers belonging to a single attached network. To get
a conmplete picture of the local group nenbership (when for
exanpl e building a group-nenbership-LSA), it may be
necessary to consult multiple database entries, one for each
attached network. Note that a router is only required to
maintain entries for those attached networks on which the
router has been el ected Designated Router or Backup
Desi gnhat ed Router (see Section 9).

0 Age. Indicates the nunber of seconds since an | GW Host
Menber ship Report for nulticast G oup A has been seen on
Network N1. If the age field hits Network N1's configured
| GWPTi meout val ue, the local group database entry is renoved
(i.e., the entry has "aged out"). See Sections 9.2 and 9.3
for nmore information.

The forwarding cache

The forwardi ng cache has al ready been defined in Section 2.3.
The current section attenpts a nore precise definition. Each
entry in the forwardi ng cache indicates how a nulticast datagram
having a particular [source network, destination nulticast

group, IP TOS] will be forwarded. A forwarding cache entry is
built on demand fromthe | ocal group database and the datagram s
shortest-path tree. For nore details, consult Sections 2.3.4 and
12.

Each entry in the forwardi ng cache has six conponents: the
mul ti cast datagram s source network, the destination nulticast
group, the IP TGS, the upstream node, the list of downstream
interfaces and (possibly) a list of downstream nei ghbors. A
forwardi ng cache entry is indexed by source network, destination
mul ticast group and IP TOS. A | ookup function is assuned to
exist, so that given a nmulticast datagramwith a particular [IP
source, destination nulticast group, IP TOS], a natching cache
entry (if any) can be found.

The six conmponents of a forwardi ng cache entry are defined as
fol |l ows:

o} Source network. The datagram s source network is described
by a network/subnet/supernet nunber and its correspondi ng
mask. The source network for a datagramis discovered via a
routing tabl e/ database | ookup of the datagranmis |IP source
address, as described in Section 11.2.
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o} Destination multicast group. The destination group to which
mat chi ng datagrans are being forwarded. For the semantics of
mul ticast group menbership, see [RFC 1112].

0 | P TCS. The I P Type of Service specified by matching
datagrans. Note that this neans that the path of the
mul ti cast datagram depends on its TOS cl assification.

o] Upstream node. The attached networ k/ nei ghboring router from
whi ch the datagram nmust be received. If received froma
di fferent attached network/ nei ghboring router, the matching
datagramis dropped instead of forwarded. This prevents
unwanted replication of nulticast datagrans. It is possible
that the upstreamnode is unspecified (i.e., set to NULL).
In this case, matching datagrans will always be dropped, no
matter where they are received from It is also possible
that the upstream node is specified as the placehol der
EXTERNAL. This neans that the datagram nust be received on a
non- MOSPF interface in order to be forwarded

o] Li st of downstreaminterfaces. These are the router
interfaces that the matchi ng datagram shoul d be forwarded
out of (assuming that the datagram was received from
upstream node). Each interface is also listed with a TTL
value. The TTL value is the mini num nunber of hops necessary
to reach the closest (in terms of router hops) group nenber.
This allows the router to drop datagrams that have no chance
of reaching a destination group nmemnber.

o} Li st of downstream nei ghbors. Wen the datagramis to be
f orwarded out a non-broadcast nulti-access network, or if
the interface’'s I PMulticastForwardi ng paraneter is set to
data-1ink unicast, the datagram nust be forwarded separately
to each downstream nei ghbor (see Sections 2.3.3 and 6.4). As
done for downstreaminterfaces, each downstream nei ghbor is
specified together with the smallest TTL that will actually
reach a group nenber.

Interaction with the | GW protoco

MOSPF uses the | GW protocol (see [RFC 1112]) to nonitor nulticast
group nenbership. In short, the Designated Router on a network
periodically sends | GW Host Menbership Queries (see Section 9.1),
which in turn elicit | GW Host Menbership Reports fromthe network’s
mul ti cast group nenbers. These Host Menbership Reports are then
recorded in the Designated Router’s and Backup Designated Router’s

| ocal group databases (see Section 9.2).
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9.1. Sending | GW Host Menbership Queries

Only the network’s Designated Router sends Host Menbership
Queries. This mnimzes the anount of group nmenbership

i nformati on on the network, both in ternms of queries and
responses.

When a MOSPF router becones Designated Router on a network, it
checks to see that the network’s | PMilticastForwardi ng paraneter
is set to data-link nulticast (see Section B.2). If so, it
starts the interface’s 1GW polling tiner. Then, whenever the
tinmer fires (every | GWPol linglnterval seconds), the MOSPF
router sends a Host Menbership Query out the interface. The
destination of the query is the |P address 224.0.0.1. For the
format of the query, see [RFC 1112]. |f/when the MOSPF router
ceases to be the network’s Designated Router, the | GW polling
timer is disabled and no nore Hosts Menbership Queries are sent.

Unusual behavior can result when multiple I P networks are
assigned to a single physical network. MOSPF treats each such IP
network separately, electing (possibly) a different Designated
Rout er for each network. However, |GVP operates on a physica
network basis only: when a Host Menmbership Query is sent, all
group nenbers on the physical network respond, regardl ess of
their I P addresses. So unless the | PMilticastForwardi ng
paraneter is set to a value other than data-link nulticast on
all but one of the physical network’s |IP networks, excess

mul ticast nenbership reporting will result.

9.2. Receiving | GWw Host Menbership Reports

Recei ved Host Menbership Reports are processed by both the

net wor k’ s Desi gnhat ed Router and Backup Designated Router. It is
the Designated Router’s responsibility to distribute the
networ k’ s group menbership information throughout the routing
domai n, by originating group-nmenbershi p-LSAs (see Section 10).
The Backup Desi gnated Router processes Reports so that it too
has a conplete picture of the network’s group menbership,

enabl ing a quick cutover upon Designhated Router failure.

An | GW Host Menbership Report concerns nenbership in a single
IP nulticast group (call it Goup A). The Report is sent to the
Group A address so that other group nenbers nmay see the Report
and avoi d sending duplicates (see [RFC 1112] for details). Wen
an | GW Host Menbership Report, sent on Network N 14], is
received by a MOSPF router, the follow ng steps are executed:
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(1) If the router is neither the Designated Router nor the
Backup Designated Router on the network, the Report is
di scarded and processing stops.

(2) If the Report concerns a multicast group in the range
224.0.0.1 - 224.0.0.255, the Report is discarded and
processing stops. This range of mnulticast groups are for
| ocal use (single hop) only, and datagrans sent to these
destinations are never forwarded by multicast routers.

(3) Locate the entry for [Goup A, Network N] in the |local group
dat abase. [|f no such entry exists, create one. In any case,
set the age of the entry to 0. Note that even if nmultiple
hosts attached to Network N report menbership in the same
group, only a single local group database entry will be
forned. See Section 8.4 for nore details concerning the
| ocal group database.

(4) If the router is the network’s Designated Router, and a
| ocal group database entry was created in the previous step
it may be necessary to originate a new group-nenbershi p- LSA
See Section 10 for details.

Agi ng | ocal group database entries

Every | ocal database entry has an age field. Suppose that there
is a database entry for [Goup A Network Nl1]. The age field
then indicates the length of tinme (in seconds) since the |ast
Host Menbership Report for Goup A was received on Network N1
If the age of the entry reaches Network N1's configured

| GWPTi meout val ue (see Section B.2), the entry is considered
invalid and is renoved fromthe database

Note that when a router, after having been either Network N1's
Desi gnat ed Rout er or Backup Designated Router, but now being
neither, will (after |QGVPTi neout seconds) autonmmtically age out
all of its local group database entries associated with Network
N1. For this reason, it is not necessary to purge |local group
dat abase entries on OSPF interface state changes.

Recei ving | GW Host Menbership Queries

If a MOSPF router has internal nulticast applications, and if

t he applications have bound thenselves to certain interfaces
(using the RFC 1112 representation described in Section 5), then
the MOSPF router responds to received Host Menbership Queries by
i ssuing Host Menbership Reports. Identical to the operation of
any | P host supporting nmulticast applications, the exact
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procedure for issuing these Host Menbership Reports is specified
in [RFC 1112]. Note that in this case, if the router has been

el ected Designated Router on a network, it nust receive its own
Host Menbership Reports and Host Menbership Queries.

If instead all of its applications have joined groups in an

i nterface-independent fashion (using the MOSPF-specific
representation described in Section 5), the MOSPF router does
not respond to Host Menbership Queries. Instead, the MOSPF
router comuni cates this nenbership information by originating
appropriate group-mnmenbershi p-LSAs (see Section 10.1).

G oup- nenber shi p- LSAs

G oup- nenber shi p-LSAs provi de the neans of distributing nenmbership

i nformati on throughout the MOSPF routing domai n. G oup-nmenbership-
LSAs are specific to a single OSPF area (see Section 3.1). Each

gr oup- nenber shi p-LSA concerns a single nulticast group. Essentially,
t he group-nmenbershi p-LSA |ists those networks which are directly
connected to the LSA's originator and which contain one or nore
group nenbers. For nore details on how the group-nmenbershi p- LSA
augrments the OSPF |ink state database, see Section 2.3.1.

The creation of group-nenbershi p-LSAs is discussed in Section 10. 1.
The format of the group-nenbership-LSA is described in Section A 3.
A router will originate a group menbership-LSA for nulticast group A
when one or nore of the follow ng conditions hold:

(1) The router is Designated Router on a network (call it Network
X), the interface to Network X has its |PMilticastForwarding
paraneter set to data-link rmulticast (see Section B.2), and
Networ k X contains one or nore menbers of Group A

(2) The router is an inter-area nmulticast forwarder (see Section
B.1), and one or nore of the router’s attached non-backbone
areas contain Goup A nenbers. In this case, the router wll
originate a group-nenbershi p-LSA for Goup A into the backbone.
This is the way group nenbership is conveyed between areas (see
Section 3.1).

(3) The router itself has applications that are requesting
menbership in Goup A in an interface-independent fashion (see
Section 5).

As for all other types of OSPF link state advertisements (e.g,

rout er-LSAs, network-LSAs, etc.), group-nenbership-LSAs are aged as
they are held in a router’s link state database. To prevent valid
advertisenents from"aging out", a router nust refresh its self-
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ori gi nat ed group-nenbershi p-LSAs every LSRefreshTine interval, by
incrementing their LS sequence nunbers and reissuing them In
addi ti on, when an event occurs that would alter one of the router’s
sel f-origi nated group-nenbershi p-LSAs, a new i nstance of the LSAis
i ssued with an updated (i.e., increnented by 1) LS sequence nunber
Not e however that a router is not allowed to originate two new

i nstances of the sane advertisenent within M nLSInterval seconds.
For that reason, occasionally advertisenent originations will need
to be deferred. Al so, an event may occur that makes it inappropriate
for the router to continue to originate a particular LSA. In that
case, the router flushes the adverti senent fromthe routing domain
by "premature aging". For nore infornmation concerning the

mai nt enance of LSAs, see Sections 12, 12.4, 14 and 14.1 of [COSPF].

When one of the followi ng events occurs, it may be necessary for a
router to (re)issue one or nore group-nenbershi p-LSAs:

(1) One of the router’s interfaces changes state. For exanple, the
router nmay have becone Designated Router on a particul ar
network, causing the router to start advertising the network’s
group nenbership to the rest of the MOSPF systemin group-
menber shi p- LSAs.

(2) The router receives an | GWw Host Menbership Report, causing a
new | ocal group database entry to be forned (see Section 9.2).

(3) One of the router’s local group database entries "ages out",
because it is no longer being refreshed by received | GW Host
Menber shi p Reports (see Section 9.3).

(4) The router is an inter-area nulticast forwarder, and the group
menbershi p of one of the router’s attached non-backbone areas
changes. This is detected by the reception of a new, or the
flushing of an old, group-nmenbership-LSA into/fromthe non-
backbone area’s link state database.

(5) The group nenbership of one of the router’s interna
appl i cations changes.

10.1. Constructing group-nmenbershi p- LSAs

This section details how to build a group-nenbershi p-LSA. The
format of a group-nmenbership-LSA is described in Section A 3.
Each group- menbershi p-LSA concerns a single nulticast group. The
body of the advertisenment is a list of the local transit nodes
(the router itself and directly attached transit networks) that
contain group nenbers. Section 10 listed the conditions
requiring the (re)origination of a group-nenbership-LSA Note
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that if the router is an area border router, it nay be necessary
to originate a separate group-nenbership-LSA for each attached
ar ea.

The follow ng defines the contents of a group-mnenbership-LSA, as
originated by Router X into Area A It is assuned that the
group- nenbership-LSA is to report nenbership in nulticast group
G

0 The advertisement fields that are not type-specific (LS age,
LS sequence nunber, LS checksum and | ength) are set
according to Section 12.1 of [CSPF].

o] The Options field of a group-nenbership-LSA is not processed
on recei pt. However, for consistency, the Option field in
these advertisenments should have its MC-bit set, T-bit
clear, and the E-bit should match the configuration of Area
A(i.e., set if and only if Area Ais not a stub area). The
rest of the Options field is set to O.

o] The Link State IDis set to the group whose nenbership is
being reported (G oup G.

o} The Advertising Router is set to the OSPF Router |ID of the
router originating the advertisenent (Router X).

o] The body of the advertisenment is a list of |ocal transit
vertices that should be |abelled with Goup G nmenbership
(see Section 2.3.1). This list may include the advertising
router itself, and any of the transit networks that are
directly attached to said router. The foll owi ng steps
determ ne which of these transit vertices are actually
i ncluded in the group-nmenbershi p-LSA. Note that any
particul ar vertex should be listed at nost once, even though
the following may indicate nultiple reasons for a particul ar
vertex to be listed. Also note that if no transit vertices
are listed by the advertisenent, the advertisenent should
not be (re)originated; if an instance of the advertisenent
al ready exists, it should then be flushed fromthe Iink
state database using the premature agi ng procedure specified
in Section 14.1 of [ GSPF].

a. Consider those entries in the |local group database that
descri be Group G nenbership (see Section 8.4). Consider
each such entry in turn. Each entry references one of
Router X' s attached networks (call it Network N). If
either Network N does not belong to Area A, or if Router
X is not Network N s Designated Router[15], Network N
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shoul d not be added to the group-nenbershi p-LSA, and the
next | ocal group database entry shoul d be exani ned.

O herwise, if Nis a stub network (e.g., Router X is the
only OSPF router attached to N), Router X adds itself to
the advertisement by adding a vertex with Vertex type
set to 1 (router) and Vertex ID set to Router X s OSPF
Router ID. Oherwise, Nis a transit network. In this
case, Network N should be added to the adverti senent by
adding a vertex with Vertex type set to 2 (network) and
Vertex ID set to the IP address of Network N s

Desi gnated Router (i.e., Router X s IP interface address
on Network N).

b. If Router X itself has applications requesting Goup G
menbership on an interface-i ndependent basis (see
Section 5), it should add itself to the advertisement by
adding a vertex with Vertex type set to 1 (router) and
Vertex | D set to Router X' s OSPF Router |D.

c. If Router Xis an inter-area nulticast forwarder (see
Section 3.1), Area Ais the backbone area (Area ID
0.0.0.0), and at |east one of Router X s attached non-
backbone areas has Group G nenbers (indicated by the
presence of one or nore advertisenents in the areas’
link state databases having Link State ID set to Goup G
and LS age set to a value other than MaxAge[16]), then
Router X should add itself to the advertisement by
adding a vertex with Vertex type set to 1 (router) and
Vertex | D set to Router X' s OSPF Router |D.

Consi der as an exanple the network configuration in Figure 4.
Suppose that Router RT2 has been el ected Desi gnated Router for
Network N3. Router RT2 would then originate (into Area 1) the
foll owi ng group-nenbershi p-LSA for Goup B:

; RT2's group-nenbership-LSA for Goup B

LS age = 0 ;always true on origination
Options = (E-bit| MCbit)
LS type = 6 ; group- menber shi p- LSA

Link State ID = G oup B
Advertising Router = RT2's Router ID

Vertex type = 1 ;RT2 itself (for stub N2)
Vertex ID = RT2’s Router ID
Vertex type = 2 ; Network N3 (since RT2 is DR

Vertex |D = RT2's | P interface address on N3
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10. 2. Fl oodi ng group- nenber shi p- LSAs

When MOSPF routers and non-nulticast OSPF routers are mixed
together in a routing donmain, the group-nenbership-LSAs are not
flooded to the non-nulticast routers[17]. As a general design
principle, optional OSPF advertisenents are only fl ooded to
those routers that understand them

A MOSPF router learns of its neighbor’s nulticast-capability at
t he begi nning of the "Database Exchange Process" (see Section
10. 6 of [OSPF], receiving Database Description packets froma
nei ghbor in state Exstart). A neighbor is nmulticast-capable if
and only if it sets the MC-bit in the Options field of its

Dat abase Description packets. Then, in the next step of the

Dat abase Exchange process, group-nmenbership-LSAs are included in
t he Dat abase summary |ist sent to the neighbor (see Sections 7.2
and 10.3 of [OSPF]) if and only if the neighbor is nulticast-
capabl e.

When fl oodi ng group-nenbershi p-LSAs to adj acent nei ghbors, a
MOSPF router |ooks at the neighbor’s nulticast-capability.

G oup- nenber shi p-LSAs are only flooded to multicast-capabl e

nei ghbors. To be nore precise, in Section 13.3 of [OSPF],

group- nenber shi p-LSAs are only placed on the Link state
retransmssion |lists of nulticast-capabl e neighbors[18]. Note
however that when sending Link State Update packets as

mul ticasts, a non-multicast neighbor may (inadvertently) receive
gr oup- nenber shi p- LSAs. The non-mnulticast router will then sinply
di scard the LSA (see Section 13 of [OSPF], receiving LSAs having
unknown LS types).

Det ai |l ed description of nulticast datagram forwarding

This section describes in detail the way MOSPF forwards a nulticast
dat agram The forwardi ng process has already been informally
presented in Section 2.2. However, there are several obscure
configuration options (e.g., the IPMilticastForwarding interface
paraneter) that have been presented el sewhere in this docunent,

whi ch may influence the forwarding process. This section gathers
together all the influencing factors into a single algorithm

It is assuned in the followi ng that the datagram under consideration
has actually be received on one of the router’s interfaces. Locally
generated datagrans (i.e., originated by one of the router’s
internal applications) are handled instead by the algorithmin
Section 11. 3.
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Assunme that the datagramis |IP destination is Goup G The forwarding
process then consists of the follow ng steps:

(1) Upon reception of the datagram the MOSPF router notes the
foll owi ng paraneters. These paraneters are examined in |ater
steps, to determ ne whether the datagram shoul d be forwarded.

a. The receiving MOSPF interface associated with the datagram
Based on the receiving physical interface, the receiving
MOSPF interface is selected by the algorithmin Section
11. 1.

b. \Whether the datagram was received as a link-1Ieve
mul ticast/broadcast or as a |ink-level unicast. This
information is used later in Step 7 to help determ ne
whet her the datagram shoul d be forwarded.

(2) A copy of the datagram should be passed to each interna
application that has joined Goup G on the receiving MOSPF
interface (see Section 5).

(3) If the datagramis | P source address matches the recei ving MOSPF
interface’s | P address, the datagram should not be forwarded
further, and should instead be discarded, conpleting the
forwardi ng process. This keeps the router’s own locally
ori gi nated datagrans from being m stakenly replicated, in those
cases where the receiving MOSPF interface receives its own
mul ticast transm ssions.

(4) If Goup Gfalls into the range 224.0.0.1 through 224.0.0. 255
i nclusive, the datagram should not be forwarded further. This
range of addresses has been dedicated for use on a |ocal network
segnent only.

(5) Associate a source network (SourceNet) with the nulticast
datagram as described in Section 11.2. If SourceNet cannot be
deternmined (i.e., there is no avail able unicast route back to
t he dat agram source), the datagram should not be forwarded
further.

(6) Look up the forwarding cache entry (see Section 8.5) natching
the datagranis [SourceNet, Goup G TOS] conbination. If the
cache entry does not yet exist, one is built by the calculation
in Section 12. In order for the datagramto be forwarded, the
contents of the forwarding cache entry nust be further verified
agai nst the received datagranm s characteristics as foll ows:
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a. |If the forwarding cache entry’'s upstream node is unspecified
(i.e., NULL), then the datagram should not be forwarded
further.

b. Oherw se, suppose that the forwarding cache entry’s
upstreamnode is set to EXTERNAL. In this case, the datagram
is forwarded further if and only if the receiving MOSPF
interface is set to NULL (i.e., if and only if the datagram
was received on a non-MOSPF interface).

c. Oherwise, if the datagranis receiving MOSPF interface does
not attach to the forwardi ng cache entry’s upstream node,
t he dat agram shoul d not be forwarded further

(7) If the receiving MOSPF interface’s | PMulticast Forwardi ng
paraneter is set to data-link unicast, the datagram should be
forwarded further only if it was received as a data-link
uni cast .

(8) At this point the datagramis eligible for further forwarding.
Before forwarding, the router checks to see whether it has any
i nternal applications that have joined Goup G on an interface-
i ndependent basis. If so, a copy of the datagram should be
passed to each such requesting application process.

(9) Exam ne each of the downstreaminterfaces listed in the
forwardi ng cache entry. If the TTL in the datagramis greater
than or equal to the TTL specified for the downstreaminterface,
a copy of the datagram should be forwarded out the downstream
interface. Before forwardi ng the datagram copy, the copy’'s TTL
shoul d be decrenented by 1. On nost interfaces, the datagramis
forwarded as a data-link nulticast/broadcast. The exact data-
link encapsul ation is dependent on the attached network’s type:

o] On ethernet and | EEE 802.3 networks, the datagramis
forwarded as a data-link nulticast. The destination data-
link nulticast address is selected as an algorithnic
translation of the IP nulticast destination. See [RFC 1112]
for details.

o] On FDDI networks, the datagramis forwarded as a data-Ilink
mul ticast. The destination data-link nmulticast address is
sel ected as an algorithmc translation of the IP nulticast
destination. See [RFC 1390] for details.

0 On SMDS networks, the datagramis forwarded using the sane

SMDS address that is used by |IP broadcast datagrams. See
[ RFC 1209] for details.
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o} On networks that support broadcast, but not nulticast (e.
the Experinmental Ethernet), the datagramis forwarded as
data-1ink broadcast. See [RFC 1112] for details.

g.,
a

0 On point-to-point networks, the datagramis forwarded in the

sanme way that unicast datagrans are forwarded. See [RFC
1112] for details.

(10)
Exani ne each of the downstream nei ghbors listed in the
forwardi ng cache entry. If the TTL in the datagramis greater

than or equal to the TTL specified for the downstream nei ghbor

a copy of the datagram should be forwarded to the downstream
nei ghbor (as a data-link unicast). Before forwarding the
dat agram copy, the copy’'s TTL should be decrenented by 1

| CMP error messages are never generated in response to received

nmulticasts. In particular, |CVMP destination unreachables and | CW

P

TTL expired nessages are not generated by the above procedure if the

router refuses to forward a nulticast datagram

11.1. Associating a MOSPF interface with a received dat agram

A MOSPF interface nust be associated with a received nulticast

dat agram before it is forwarded (see Step la of Section 11),
with received | GW Host Menbership Reports before they are
processed (see Section 9.2).

and

When there is only a single I P network assigned to the physica

interface that received the datagram the choice of receiving

MOSPF interface is clear. Wen there are nmultiple logical IP
networ ks attached to the receiving physical interface, the
receiving MOSPF interface is selected as foll ows. Exanine al
the MOSPF interfaces associated with the receiving physica
interface. Discard those interfaces whose | PMilticastForwardi
paraneter has been set to disabled. The receiving MOSPF
interface is then the renmining interface having the highest
interface address (or NULL if there are no remaining
interfaces)[19].

11.2. Locating the source network

MOSPF f orwardi ng cache entries are i ndexed by the datagram s

of

ng
I P

source | P network/subnet/supernet. For this reason, whenever an
IP multicast datagramis received, the | P network belonging to

the datagranis | P source address nust be found. This is
acconpl i shed by the foll owi ng al gorithm
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Look up the OSPF TOS O routing table entry[20] corresponding to
the datagranis | P source address, as described in Section 11.1
of [OSPF]. If this routing table entry descri bes an OSPF
intra-area or inter-area route, the source network is set to be
the network defined by the routing table entry’'s Destination ID
and Address Mask (see Section 11 of [OSPF]). Qherwise (i.e.

the routing table entry specifies an external route, or there is
no matching routing table entry), the list of matching AS
external -1ink-LSAs is exami ned. A matching AS external-Iink-LSA
is one that describes a network which contains the datagramis IP
source address. The list of matching AS external-1ink-LSAs is
pruned in the follow ng steps to determ ne the source network:

(1) Those AS external-l1ink-LSAs with MC-bit clear (see Section
A 1), or with LS age set to MaxAge, or which have been
ori gi nated by unreachabl e AS boundary routers are discarded.

(2) AS external -1ink-LSAs specifying Type 1 external netrics are
al ways preferred over those specifying Type 2 externa
metrics.

(3) If there are still nultiple AS external -1ink-LSAs renaining,
those specifying the best matching (i.e., nost specific)
network are selected. The source network is then set to the
net wor k/ subnet / supernet (possibly even the default route)
descri bed by the best matching AS external -1ink-LSAs. Note
that AS external -1ink-LSAs specifying a cost of LSInfinity
are eligible for this best match, as long as their MZCbit is
set.[21]

It is possible that two different MOSPF routers nmay cal cul ate
the same nulticast datagram s source network differently. For
exanpl e, consider the network configuration shown in Figure 4.
When cal cul ating the source network for a datagram whose source
is Network N1O and destination is Goup Ma, Router RT11 woul d
cal cul ate the source network as Network N10 itself, while Router
RT10 woul d cal cul ate the source network as the aggregate of

Net wor ks N9- N11 and Host Hl (advertised in a single summary-
link-LSA by Router RT11). However, despite the possibility of
routers selecting different source networks, all routers will
still agree on the datagrami s shortest-path tree

External sources are treated differently in the above
calculation since it is likely that the Internet will have
separate nulticast and unicast topol ogies for sone tine to cone.
When the nulticast and unicast topol ogies do nerge, the MCbit
will be set on all AS external-link-LSAs and the above use of
the LSInfinity netric (to indicate a route that is to be used
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for multicast traffic, but not unicast traffic), will no |onger
be necessary. At that tinme, the deternination of source network
for external sources will revert to the same sinple routing
tabl e | ookup that is used for internal sources.

As an exanple of the logic for external sources, suppose a
mul ti cast datagramis received having the | P source address
10.1.1.1. Suppose also that the three AS external -1ink-LSAs
shown in Table 3 are in the router’s OSPF database. The CSPF
routing table | ookup would yield the network 10.1.1.0 with a
mask of 255.255.255.0, however the above cal cul ati on woul d
choose a source network of 10.1.0.0 with a mask of 255.255.0.0,
despite the fact that its matching LSA has a cost of LSInfinity.

11.3. Forwarding locally originated nmulticasts

This section describes how a MOSPF router forwards a nulticast
dat agram t hat has been origi nated by one of the router’s own
internal applications. The process begins with one of the
router’s internal applications formatting and addressing the
datagram Forwarding the locally originated nulticast then
consists of the foll ow ng steps:

(1) Find the router interface whose | P address nmatches the
datagranmi s source address. Milticast the datagram out that
interface, according to the Host extensions for IP
mul ticasting specified in [RFC 1112].

(2) If the router interface found in the previous step has been
configured for MOSPF, and if its |IPMilticastForwarding
paraneter is not equal to disabled, then set the receiving
MOSPF interface to that interface. Oherw se, set the
recei ving MOSPF interface to NULL.

(3) Execute the MOSPF forwardi ng process described in Section
11, beginning with its Step 4.

Net wor k Mask Cost MC- bi t
10.1.1.0 255.255.255.0 Type 1: 10 cl ear
10.1.0.0 255.255.0.0 Type 2: LSInfinity set
10.0.0.0 255.0.0.0 Type 2: 1 set

Tabl e 3: Sanpl e AS external -1ink-LSAs
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The above al gorithm anmpbunts to the router always nulticasting

t he datagram out the source interface, and the executing the
basic forwarding algorithm (in Section 11) as if the datagram
had actually been received on the source interface. In those
cases where the router receives its own nulticast transm ssions,
unwanted replication is prevented by Step 3 of Section 11. In
fact, this specification has purposely presented the forwarding
al gorithm (both for received and for |ocally originated

dat agrans) so that the correct forwarding actions are taken

i ndependent of whether the router receives its own nulticast
transm ssi ons.

Construction of forwardi ng cache entries

This section details the building of a MOSPF forwardi ng cache entry.
A high level discussion of this construction has already been
presented in Sections 2.3, 2.3.1, 2.3.2, 3.2, and 4.1. Forwarding
cache entries are built on demand, when a nulticast datagramis
recei ved and no mat ching forwardi ng cache entry is found (see Step 6
of Section 11). The paraneters passed to the forwarding cache entry
build process are: the datagram s source network (see Section 11.2)
and its destination group address. These two paraneters are called
SourceNet and G oup Gin the following algorithm The main steps in
the build process are the foll ow ng:

(1) Allocate the forwarding cache entry. Initialize its Source
network to SourceNet, its Destination nulticast group to Goup G
and its IP TOS field to match the multicast datagranis TGOS
Initialize its upstream node and |ist of downstreaminterfaces
to NULL.

(2) For each Area Ato which the calculating router is attached

a. Calculate Area A's datagram shortest-path tree. This
calculation is described in Section 12.2 below. In many ways
it is simlar to the calculation of OSPF' s intra-area
routes, described in Section 16.1 of [OSPF]. The nain
di fferences between the nmulticast datagram shortest-path
tree calculation and OSPF' s intra-area unicast calculation
are listed in Section 12.2.9 below. As a product of each
area’s datagram shortest-path tree, the forwardi ng cache
entry’'s list of outgoing interfaces is (possibly) updated.

Area A s datagram shortest-path tree is dependent on the
datagramis I P TOS. Section 12.2 describes the TOS 0 dat agram
shortest-path tree. The nodifications necessary for non-zero
TOS values are detailed in Section 12.2. 8.
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b. Possibly set the forwarding cache entry’s upstream node.
Only one of the calculating router’s attached areas wl|l
determine the forwardi ng cache entry’s upstream node. This
area is called the datagranis Root Area. The RootArea is
initially set to NULL. After conpleting Area A's datagram
shortest-path tree, the calculation in Section 12.2.7 will
deternmi ne whether Area A is the datagrani s Root Area.

Update the forwarding cache entry’'s list of outgoing interfaces,
according to the contents of the | ocal group database. This
ensures mnulticast delivery to group menbers residing on the
calculating router’s directly attached networks. This process is
described in Section 12. 3.

e main steps are described in nore detail below The detailed
ription begins with an expl anation of the mpjor data structure

by the datagram shortest-path tree calculation: The Vertex data
cture.

The Vertex data structure

A dat agram shortest-path tree is built by the Dijkstra or SPF
algorithm The algorithmis stated herein using graph-oriented
| anguage: vertices and links. Vertices are the area’s routers
and transit networks, and links are the router interfaces and
poi nt-to-point lines that connect them Each vertex has the
following state information attached to it. Basically, this

i nformation indicates the current best path fromthe SourceNet
to the vertex, and the position of the vertex relative to the
calculating router. Note that a separate datagram shortest-path
tree is built for each area, and that the vertices described
bel ow are al so specific to a single area (called Area A

0 Vertex type. Set to 1 for routers, 2 for transit networks.
Note that this coding matches the coding for vertices listed
in the group-nmenbershi p-LSA (see Section A 3).

o] Vertex ID. A 32-bit identifier for the vertex. For routers,
set to the router’s OSPF Router ID. For transit networks,
set the | P address of the network’s Designated Router. Note
that this coding matches the coding for vertices listed in
t he group-nmenbershi p-LSA (see Section A 3).

o] LSA. The link state advertisenent describing the vertex’
i mredi at e nei ghbor hood. Can be discovered by perfornming a
dat abase | ookup in Area A's link state database (see Section
12.2 of [OSPF]), with LS type set to Vertex type and Link
State ID set to Vertex |ID
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o} Parent. In the current best path from SourceNet to the
vertex, the router/transit network i medi ately preceding the
vertex. Note that the parent can change as better and better
paths are found, up until the vertex is installed on the
shortest-path tree

o} I ncom ngLi nkType. This paraneter is set to the type of link
that led to Vertex’s inclusion on the shortest-path tree.
Listed in order of decreasing preference[22], the possible
types are: ILVirtual (virtual links), ILDirect (vertex is
directly attached to SourceNet), ILNormal (either router-
to-router or router-to-network links), |LSunmmary (COSPF
summary links), |LExternal (OSPF AS external links), or
| LNone (the vertex is not on the shortest-path tree).

0 Associ at edl nt erface/ Nei ghbor. If the current best path from
SourceNet to the vertex goes through the cal cul ating router
this paranmeter indicates the calculating router’s interface
(or neighbor) which | eads to the vertex.

o] Cost. The cost, in terns of the OSPF link state metric, of
the current best path from SourceNet to the vertex. Note
that if the cost of the path is a conbination of both
external type 2 and internal OSPF netrics, that the vertex
cost paraneter reflects both cost conponents. Renenber that
the type 2 cost conponent is always nore significant than
the type 1 conponent.

o] TTL. If the current best path from SourceNet to vertex goes
through the calculating router, TTL is set to the nunber of
routers between the calculating router and the vertex. This
i ncludes the calculating router, but does not include the
vertex itself.

The SPF cal cul ati on

This section details the construction of datagram shortest-path
trees. Such a tree describes the path of a multicast datagram

as it traverses an OSPF area. For a given datagram each router

in an OSPF area builds an identical tree. A router connected to
multiple areas builds a separate datagram shortest-path tree for
each area

The datagram shortest-path tree is built by the Dijkstra or SPF
algorithm which is the sane algorithmused to di scover OSPF' s
intra-area unicast routes (see Section 16.1 of [OSPF]). The
algorithmis stated herein and in [ OSPF] using graph-oriented

| anguage: vertices and links. Vertices are the area’s routers
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and transit networks, and links are the router interfaces and
point-to-point lines that connect them Basically, the algorithm
mani pul ates two lists of vertices: the candidate Iist and the
form ng shortest-path tree. The candidate |list consists of those
vertices to which paths have been discovered, but for which the
optinmality of the discovered paths is yet unknown. At each cycle
of the algorithm the vertex closest to the tree’s root, yet
still remaining on the candidate list, is noved fromthe
candidate list to the shortest-path tree. Then the nei ghbors of
the just processed vertex are exam ned for possible addition

to/ nodification of the candidate list. The algorithmtermn nates
when the candidate list is enpty.

The dat agram shortest-path tree for Area Ais constructed in the
followi ng steps. The datagram s SourceNet and its destination
group G are inputs to the calculation (see Step 6 of Section
11). The datagram shortest-path tree al so depends on the |IP Type
of service specified in the datagrans’ |P Header. However, a

di scussion of TOS is deferred until Section 12.2.8; all

cal cul ations and costs in the current section concern TCS O
only. Call the router performng the calculation Router RTX. At
each step (and in the subordinate Sections 12.2.1 through
12.2.8) LSAs from Area A's link state database are exam ned. In
all cases, any LSA having LS age equal to MaxAge is ignored. The
mai n body of the calculation is in Steps 4 and 5, which are
repeated until the candidate |ist becomes enpty:

(1) Initialize the algorithms data structures. Cear the
shortest-path tree. Initialize the state of each vertex in
Area A (i.e., the area’s routers and transit networks) to:
Parent set to NULL, |ncomni ngLinkType set to |ILNone and
Associ at edl nt erface/ Nei ghbor set to NULL

(2) Initialize the candidate list. One or nore vertices are
initially placed on the candidate |ist, depending on the
| ocation of SourceNet with respect to Area A and Router RTX
This breaks down into the follow ng cases (which are naned
for later reference):

o] Case Sourcel ntraArea: SourceNet belongs to Area A. In
this case, the candidate list is initialized as in
Section 12.2.1.

o] Case Sourcel nterAreal: SourceNet belongs to an OSPF area
that is not directly attached to Router RTX. In this
case, the candidate list is initialized as in Section
12. 2. 2.
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o} Case Sourcel nter Area2: SourceNet does not belong to Area
A but it still belongs to an OSPF area that is directly
attached to Router RTX. In this case, the candidate
list is initialized as in Section 12.2.3.

o] Case SourceExternal: SourceNet is external to the OSPF
routing donain, and Area A is not an OSPF stub area. In
this case, the candidate list is initialized as in
Section 12.2.4.

o Case SourceStubExternal: SourceNet is external to the
OSPF routing domain, and Area Ais an OSPF stub area. In
this case, the candidate list is initialized as in
Section 12.2.5.

Two different routers in Area A may select different
initialization cases above. For exanple, consider the
networ k configuration shown in Figure 4. Wen cal cul ati ng
the Area 3 datagram shortest-path tree for a datagram whose
source is Network N7 (e.g., from Host H5) and destination is
Group Ma, Router RT11 would initialize the candidate |ist
usi ng Case SourcelnterArea2 while Router RT9 woul d use Case
SourcelnterAreal. Likewise, if Area 3 were configured as an
OSPF stub area and the datagram source was the external
Networ k N12, Router RT11 woul d use Case SourceSt ubExterna
whi l e Router RT9 woul d use Case Sourcel nterAreal! However,
despite the possibility of routers selecting different
cases, all routers in an area will still initialize the
candidate list (and in fact, run the rest of the SPF

cal culation) identically.

If the candidate list is enpty, the algorithmterm nates

Move the cl osest candidate vertex to the shortest-path tree.
Select the vertex on the candidate list that is closest to
SourceNet (i.e., has the snallest Cost value). If there are
multiple possibilities, select transit networks over
routers. |If there are still nultiple possibilities
remai ni ng, select the vertex having the highest Vertex ID
Call the chosen vertex Vertex V. Renobve Vertex V fromthe
candidate list, and install it on the shortest-path tree.

Next, determ ne whether Vertex V has been |abelled with the
Destination nulticast Goup G If so, it may cause the
forwardi ng cache entry’s |ist of outgoing

i nterfaces/nei ghbors to be updated. See Section 12.2.6 for
details.
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(5) Examine Vertex V' s neighbors for possible inclusion in the
candidate list. Consider Vertex V's LSA Each link in the
LSA descri bes a connection to a nei ghboring router/network.
If the link connects to a stub network, exam ne the next
link in the LSA. Oherwise, the link (Link L) connects to a
nei ghboring transit node. Call this node Vertex W Perform
the following steps on Vertex W

a.

If Wis already on the shortest-path tree, or if Ws LSA
does not contain a link back to vertex V, or if Ws LSA
has LS age of MaxAge, or if Wis not multicast-capable
(indicated by the MC-bit in the LSA's Options field),
exanine the next link in Vs LSA

O herwi se deternine the cost to associate with the link
fromVto W |If SourceNet belongs to Area A (Case
SourcelntraArea in Step 2), use the cost listed for Link
Lin Vs LSA Oherwi se, use the link’s reverse cost:
Examine Ws LSA, and find the cost listed for the link
connecting back to V. Actually, when V and Ware both
routers, there nmay be multiple Iinks between them In
this case, use the smallest cost listed in Ws LSA for
any of the links connecting back to V and having the
sanme Type (as specified in the Router-LSA;, nust be
either: point-to-point connection or virtual |ink) as
Li nk L[23].

Cal cul ate the cost from SourceNet to W when using Link
L. It is the sumof the cost of SourceNet to V (i.e.
V's Cost paraneter) plus the link cost calculated in
Step 5b. Let this sumbe Cost C. If Wis not yet on the
candidate list, install Won the candidate |ist,

nmodi fying its paraneters as specified below (Step 5d).
O herwise, Wis on the candidate list already. In this
case, if:

o} Cis less than Ws current Cost, update Ws
paraneters on the candidate |ist as specified bel ow
(Step 5d).

o] Cis equal to Ws current Cost, then the foll ow ng
tiebreakers are invoked. The type of Link L is
conpared to Ws current |nconi ngLinkType, and
whi chever link has the preferred type is chosen (the
preference order of link types is listed in Section
12.1’s definition of Incom ngLinkType). If the link
types are the sane, then a |ink whose Parent is a
transit network is preferred over one whose Parent
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is arouter. If the links are still equival ent, the
Iink whose Parent has the higher Vertex IDis
chosen. Wienever Link L is chosen, Ws paraneters
are nodified as below (Step 5d). Wenever the
previously discovered link is chosen, the next |ink
in Vs LSA is exam ned instead.

o] Cis greater than Ws current Cost, exam ne the next
link in Vs LSA

At this point, a better candidate path has been found to
Vertex W using Link L. Mddify Vertex Ws paraneters
accordingly. Ws Parent is set to Vertex V. Ws

I ncom ngLi nkType is set to ILVirtual if Link L is a
virtual link, otherw se Incom ngLinkType is set to

| LNormal . Ws Cost paraneter is set to C Ws TTL and
Associ at edl nt erf ace/ Nei ghbor parameters are set
according to one of the followi ng cases:

0 Vertex Vis the calculating router itself. In this
case, Ws TTL paraneter is set to 1. If Link L is a
virtual link, Ws Associatedlnterface/ Neighbor is
set to NULL. Otherw se, Ws
Associ at edl nt erface/ Nei ghbor is set to the non-
virtual interface connecting the calculating router
to Wwhich has the smallest cost value. Note that,
in the reverse cost (inter-area and inter-AS
mul ticast) cases, this may not be the interface
corresponding to Link L. However, since Wis only
concerned with the node it is receiving the datagram
from (the upstream node; see Section 11), and not
with the particular interface the datagramis
received on, the calculating router is free to pick
the sending interface when there are nultiple
connecting |inks.

o} Vertex V is upstream of the cal culating router
(i.e., Vs Associatedlnterface/ Nei ghbor is equal to
NULL). In this case, Vertex Ws TTL paraneter is set
to 0, and its Associatedlnterface/ Nei ghbor is set to
NULL.

o} Vis atransit network, and is directly downstream
fromthe calculating router (i.e., Vs
Associ at edl nt erface/ Nei ghbor is non-NULL and V's TTL
is set to 1). Wis then one of the cal cul ating
router’s neighbors. In this case, Ws TTL paraneter
is also set to 1. If network V has been confi gured
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for data-link unicasting (see Section B.2) or if V
i s a non-broadcast network, Ws

Associ at edl nterface/ Nei ghbor is set to Witself (a
nei ghbor of the calculating router). Oherw se, Ws
Associ at edl nt erface/ Nei ghbor is set to the
calculating router’'s interface to Network V.

o] Vertex V is downstream fromthe cal cul ating router
(i.e., Vs Associatedlnterface/ Nei ghbor is non-
NULL), and either a) Vis a router or b) Vs TTL
paraneter is greater than 1. In these cases, Ws
Associ at edl nt er f ace/ Nei ghbor paranmeter is copied
directly fromV. |If Vis arouter, Ws TTL
paraneter is set to Vs TTL paraneter increnented by
one. If Vis a transit network, Ws TTL paraneter is
set directly to Vs TTL paraneter.

(6) If the candidate list is non-enpty, go to Step 4. O herwi se
the algorithmterm nates

After the datagram shortest-path tree for Area Ais conplete
the calculating router (RTX) nust decide whether Area A, out of
all of RTX s attached areas, determ nes the forwarding cache
entry’s upstream node. This deternmnation is described in
Section 12.2.7.

Exanpl es of the above SPF cal cul ation, with particul ar enphasis
on the tiebreaking rules, are given in Appendi x C

12.2.1. Candidate list Initialization: Case SourcelntraArea

In this case, SourceNet belongs to Area A. The candi date
list is then initialized as follows. Start with the LSA
listed as Link State Oigin in the matching OSPF routing
table entry. If this LSAis not nmulticast-capable (i.e, its
Options field has the MC-bit clear) the candidate |ist
shoul d be set to NULL. Ot herwi se, the vertex identified by
the LSAis installed on the candidate list, setting its
vertex paraneters as follows: I|ncom ngLi nkType set to

I LDi rect, Cost set to 0, Parent to NULL and

Associ at edl nt er f ace/ Nei ghbor to NULL.

As a consequence of this initialization, note that if
SourceNet is a stub network, then the datagram shortest-path
tree will not actually be rooted at the datagram source, but
will instead be rooted at the MOSPF router that attaches the
stub network to the rest of the MOSPF system For exanple,
consi der the network configuration shown in Figure 4. Wen
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calculating the Area 2 datagram shortest-path tree for a

dat agram whose source is Network N7 (e.g., from Host H5) and
destination is Goup Ma, Router RT11l (and all other routers
attached to Area 2) will begin with the candidate list set
to Router RT8. As another exanple, the datagram shortest-
path tree pictured in Figure 3 is really rooted at Router
RT3 instead of Network N4.

12.2.2. Candidate list Initialization: Case Sourcel nterAreal

In this case, SourceNet belongs to an OSPF area that is not
directly attached to the calculating router (RTX). The
candidate list is then initialized as follows. Exam ne the
Area A summary-1link-LSAs advertising SourceNet. For each
such sunmary-1link-LSA: if both a) the MC-bit is set in the
LSA's Options field and b) the advertised cost is not equa
to LSInfinity, then the vertex representing the LSA' s
advertising area border router is added to the candidate
list. An added vertex' state is initialized as:

I ncom ngLi nkType set to | LSunmary, Cost to whatever is
advertised in the LSA, Parent to NULL and

Associ at edl nt er f ace/ Nei ghbor to NULL.

For exanpl e, consider the network configuration shown in
Figure 4. Wen calculating the Area 1 datagram shortest-
path tree for a datagram whose source is Network N7 (e.g.
from Host H5) and destination is Goup Ma, Router RT2 woul d
initialize the candidate list to contain the two area border
routers RT3 (with a cost of 20) and RT4 (with a cost of 19).
See Figure 6 for nore details.

12.2.3. Candidate list Initialization: Case SourcelnterArea2

In this case, SourceNet belongs to an OSPF area other than
Area A, but one that is still directly attached to the
calculating router (RTX). The candidate list is then
initialized in the followi ng two steps:

(1) Find the Area A summary-link-LSA that best nmatches
Sour ceNet, excluding those summary-1|ink-LSAs specifying
cost LSInfinity or having unreachabl e Adverti sing
Rout ers[24]. A matching sunmary-1link-LSA is one that
advertises a range of addresses contai ning SourceNet;
the best matching is as usual the nost specific match.
Let SourceRange be the network described by the best
mat chi ng summary- | i nk- LSA.
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(2) Simlar to the logic in the SourcelnterAreal case,
examne all the Area A sunmary-1link-LSAs which advertise
Sour ceRange. For each such summary-link-LSA: if both a)
the MC-bit is set in the LSA's Options field, b) the
advertised cost is not equal to LSInfinity and c) the
Advertising Router is reachable, then the vertex
representing the LSA's Advertising Router is added to
the candidate Iist. An added vertex' state is
initialized as: | ncom ngLi nkType set to |LSunmary, Cost
to whatever is advertised in the LSA Parent to NULL and
Associ at edl nt er f ace/ Nei ghbor to NULL.

The reason why SourceRange is used, instead of sinply using
SourceNet (as was done in case SourcelnterAreal), is that
routing informati on nay have been coll apsed at area
boundaries. In order for Area A's area border routers and
its internal routers to construct the same Area A datagram
shortest-path tree, they nust both start at SourceRange -
Area A's internal routers know nothing about SourceNet. Note
t hat SourceRange is not discovered sinply by |ooking at the
calculating router’s configured set of area address ranges,
in order to avoid dependence on the configured area address
ranges being synchroni zed across all area border routers.

For exanpl e, consider the network configuration shown in
Figure 4. Wen calculating the Area 2 datagram shortest -
path tree for a datagram whose source is Network N11 and
destination is Goup Ma, Router RT11 would cal cul ate

Sour ceRange to be the collection: Networks N9-N11 and Host
HL. It would then initialize the candidate list to contain
itself (RT11) only, with an associated Cost of 1 (since RT1l1
is advertising Networks N9-N11 and Host Hl in a sumary-
link-LSA with a cost of 1).

12.2. 4. Candidate list Initialization: Case SourceExterna

In this case, SourceNet is external to the OSPF routing
domain, and Area A is not an OSPF stub area. The candidate
list is then initialized as follows. Note that an attenpt
may be nade to add a Vertex Wto the candidate Iist when W
al ready belongs to the candidate list. Wen this happens,
Ws vertex paraneters are updated if the Cost paraneter it
woul d be added with is better[25] (closer to SourceNet) than
its previous value. When the costs are the same, Ws
paraneters are still nodified if the |Incom ngLi nkType it
woul d be added with is better (see |Incom ngLinkType’'s
definition in Section 12.1) than its previous val ue.
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For each AS external -link-LSA advertising SourceNet, the
followi ng steps are perforned:

(0]

If the AS external-l1ink-LSA's MC-bit is clear or if its
advertising router is not reachable, then the AS
external -1ink-LSA is not used. AS external-Ilink-LSAs
having their MC-bit set and advertising a cost of
LSInfinity can be used; these LSAs describe paths that
can be used for multicast, but not unicast, data traffic
(see Section 11.2).

If the AS external -1ink-LSA's Forwardi ng address field
is 0.0.0.0, the following vertices are added to the
candidate list. If the Advertising AS boundary router
(call it ASBR) belongs to Area A the vertex
representing the AS boundary router is added to the
candidate list using paraneters: I|ncom ngLinkType set to
| LExternal, Cost to whatever is advertised in the LSA
Parent to NULL and Associ at edl nterface/ Nei ghbor to NULL.
Then, regardl ess of whether ASBR belongs to Area A all
Area A area border routers that are advertising
reachabl e nulticast-capable (MC-bit set) type 4
summary-1ink-LSAs for ASBR are added to the candi date
list. Each such area border router is added with the
paraneters: |Incom ngLi nkType set to |ILSumary, Cost to
the sum of whatever is advertised in the type 4
summary-1ink-LSA plus the value in the original AS
external -1ink-LSA, Parent to NULL and

Associ at edl nt er f ace/ Nei ghbor to NULL.

If the AS external -1ink-LSA's Forwardi ng address field
is non-zero, the Forwardi ng address is | ooked up in the
OSPF routing table. Then processing breaks into one of
the foll owi ng cases:

o} The Forwarding address is not usable. In this case,
nothing is added to the candidate list. The
Forwardi ng address is not usable if either it has no
mat ching routing table entry, or if the matching
routing table entry is neither of type intra-area
nor of type inter-area.

o} The Forwardi ng address belongs to Area A 26]: the
Forwar di ng address’ matching routing table entry has
Pat h-type of intra-area and its Associated area is
Area A. In this case, the vertex represented by the
mat ching routing table entry’s Link State Oigin
field is added to the candidate |ist (assum ng that
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the vertex is nulticast-capable). The vertex is
added with the paraneters: Inconi ngLi nkType set to
| LExternal, Cost to whatever was advertised in the
original AS external-link-LSA Parent to NULL and
Associ at edl nt er f ace/ Nei ghbor to NULL.

The Forwardi ng address belongs to an area that is
not attached to Router RTX 27]: the Forwarding
address’ matching routing table entry has Path-type
of inter-area. Call the network represented by the
mat chi ng routing table entry ForwardNet. For each
reachabl e nul ticast-capable sumary-link-LSA (in
Area A) advertising ForwardNet, add the LSA's
advertising area border router to the candidate |ist
usi ng paraneters: |ncom ngLi nkType set to |LSumary,
Cost to the sum of whatever is advertised in the
summary-1ink-LSA plus the value in the original AS
external -1ink-LSA, Parent to NULL and

Associ at edl nt er face/ Nei ghbor to NULL.

The Forwardi ng address bel ongs to anot her one of
Router RTX s attached areas[28]: the Forwarding
address’ matching routing table entry has Path-type
of intra-area and its associated Area is other than
Area A. Call the network represented by the

mat ching routing table entry ForwardNet. First find
the Area A sunmary-link-LSA that best nmatches

Forwar dNet, excl udi ng those summary-|i nk-LSAs

speci fying cost LSInfinity or having unreachabl e
Advertising Routers. Let ForwardRange be the network
descri bed by the best natching sunmary-1ink-LSA
Then, for each reachabl e nulticast-capable sunmary-
link-LSA (in Area A) advertising ForwardRange, add
the LSA's advertising area border router to the
candidate list using paraneters: |ncom ngLi nkType
set to ILSumary, Cost to the sum of whatever is
advertised in the sunmary-1ink-LSA plus the value in
the original AS external-link-LSA Parent to NULL
and Associ at edl nt er face/ Nei ghbor to NULL

The above cal cul ation can be restated as foll ows. Each of
Area A's inter-area multicast forwarders and inter-AS
nmul ti cast forwarders are exani ned. Those that have

mul ti cast-capabl e paths to SourceNet (represented as either
a multicast-capable AS external link or the concatenation of
a Type 4 summary |link and a nulticast-capabl e AS externa
link) are added to the candidate |list as router vertices.

(1t

is possible that, when considering a router that is both
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an inter-area nulticast forwarder and an inter-AS nulticast
forwarder, two equal cost paths exist to SourceNet, one an
AS external link and the other a concatenation of a Type 4
summary link and an AS external link. In this case, the
concat enati on of the Type 4 sunmary |ink and the AS externa
link is preferred). The added vertex’ state is set as
follows: Incom ngLinkType set to |ILSummary if the path is
represented as a concatenation of a Type 4 summary |ink and
an AS external |ink, |Incomi ngLinkType set to |LExterna
otherw se, Cost set to the cost of the shortest path from
vertex to SourceNet, Parent set to NULL and

Associ at edl nt erface/ Nei ghbor set to NULL

For exanpl e, consider the network configuration shown in
Figure 4. Wen calculating the Area 2 datagram shortest-
path tree for a datagram whose source is Network N14 and
destination is Goup Ma, the candidate |list would be
initialized to the two routers RT7 at a cost of 14 and RT10
at a cost of 19. This assunes that the external costs
pictured in Figure 4 are external type 1s.

12.2.5. Candidate list Initialization: Case

Sour ceSt ubExt er na

In this case, SourceNet is external to the OSPF routing
domain, and Area A is an OSPF stub area. The candidate |ist
is then initialized simlarly to case SourcelnterAreal. The
Area A sunmmary-1link-LSAs advertising Defaul tDestination are
exam ned. For each such summary-1link-LSA having both its
MC-bit set and its advertised cost not equal to LSInfinity,
the vertex representing the LSA's advertising area border
router is added to the candidate list. An added vertex’
state is initialized as: |ncom ngLi nkType set to |LSumary,
Cost to whatever is advertised in the LSA, Parent to NULL
and Associ at edl nterface/ Nei ghbor to NULL

The nost |ikely outcone of the above is that all of stub
Area A's inter-area nmulticast forwarders will be installed
on the candidate list, with appropriate costs.

12.2.6. Processing | abelled vertices

When encountered during the SPF cal cul ation, vertices

| abel led with the destination nulticast group (Goup G nay
cause the forwarding cache entry’s |list of downstream

i nterfaces/neighbors to be nodified. A Vertex Vin Area A
is labelled with Goup Gif and only if at |east one of the
fol |l owi ng hol ds:
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(1) Vis arouter, and its router-LSA indicates that it is a
wild-card rmulticast receiver (i.e., bit Win its
router-LSA is set). This nmay be true when V is an
inter-area or inter-AS multicast forwarder.

(2) Vis listed in the body of a group nenbership-LSA In
particular, find the originator of Vertex Vs LSA; cal
it Router Y. Then find the group-nmenbership-LSA in Area
A's link state database which has Link State ID = G oup
G and Advertising Router = Router Y (see Section A 3).
If this group-menbership-LSA exists, and if Vertex Vis
listed in the body of the LSA (see Sections 10 and A 3),
then Vertex Vis labelled with Goup G

When Vertex V is added to the shortest-path tree in Step 4
of Section 12.2, and if Vertex V is both downstreamfromthe
calculating router (i.e., Vertex Vs

Associ at edl nt erface/ Nei ghbor is non-NULL) and | abelled with
Goup G then Vertex V' s Associ atedlnterface/ Nei ghbor is
added to the forwardi ng cache entry’s list of downstream

i nterfaces/neighbors. In addition, Vertex V's TTL value is
attached to the added downstream i nterface/ nei ghbor. If the
particul ar interface/nei ghbor had already been added to the
list of downstreaminterfaces/neighbors, the list is sinply
nodi fi ed by setting the downstreaminterface/neighbor’'s TTL
value to the mininumof its existing TTL val ue and Vert ex
V's TTL val ue.

12.2.7. Merging datagram shortest-path trees

After the datagram shortest-path tree for Area Ais

conpl ete, the calculating router (RTX) nust deci de whet her
Area A, out of all of its attached areas, determi nes the
forwardi ng cache entry’s upstream node. This is done by
exam ning RTX' s position on the Area A datagram shortest-
path tree, which is in turn described by RTXs Area A Vertex
data structure. If RTX s Vertex parameter |nconingLinkType
is either ILNone (RTX is not on the tree), ILVirtual or

| LSunmary, then some area other than Area A will determ ne
the upstream node. Ot herw se, Area A m ght possibly
determ ne the upstreamnode (i.e., may be selected the
Root Area), depending on the follow ng tiebreakers[29]:

0 I f Root Area has not been set, then set RootArea to Area

A. Ot herwi se, conpare the present RootArea to Area Ain
the foll ow ng:
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o] Choose the area that is "nearest to the source". Nearest
to the source depends on each area’s candidate |i st
initialization case, as it occurs in Step 2 of Section
12.2. The initialization cases, listed in order of
decreasing preference (or nearest to farthest) are:

Sour cel ntraArea, SourcelnterAreal, SourceExternal and
Sour ceSt ubExt ernal . Areas whose candidate |i st
initialization falls into case Sourcel nterArea2 are
never used as the RootArea. As an exanple, consider the
networ k configuration shown in Figure 4. \Wen

cal cul ating the datagram shortest-path tree for a

dat agr am whose source is Network N7 (e.g., from Host Hb5)
and destination is Goup Ma, Router RT11l would set its
Root Area to Area 2 (Case Sourcel ntraArea) instead of
Area 3 (Case Sourcel nterArea2) or the backbone Area 0
(Case SourcelnterArea).

o} If there are still two equally good areas, and one of
themis the backbone, set RootArea to the backbone (Area
0).

0 If there are still two equally good areas, set RootArea

to the area whose datagram shortest-path tree provides
the shortest path from SourceNet to RTX. This is a
conparison of RTX s Vertex paraneter Cost in the two
ar eas.

0 If there are still two equally good areas, set RootArea
to one with the highest OSPF Area ID

I f the above has set the RootArea to be Area A the
forwardi ng cache entry’'s upstream node nust be set
accordingly. This setting depends on the Incom ngLi nkType in
RTX' s Area A Vertex structure. If Incom ngLi nkType is equa
to ILDirect, the upstreamnode is set to the appropriate
directly-connected stub network. If equal to ILNormal, the
upstreamnode is set to the Parent field in RTX s Area A
Vertex structure. If equal to |ILExternal, the upstream node
is set to the placehol der EXTERNAL.

12.2.8. TOS consi derations

The previous sections 12.2 through 12.2.7 described the
construction of a TOS 0 (default TOS) datagram shortest-path
tree. However, in a TOS-capable router, a separate tree may
be built for each TCS. If a TOS-capable router receives a
mul ti cast datagramthat specifies a non-zero TCS X, it first
builds the TOS 0 datagram shortest-path tree. Then, if all
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the routers on the pruned tree are TOS-capable, a separate
TOS X datagram shortest-path tree is cal cul at ed[ 30].

O herwise, the TOS 0 tree is used for all datagrans,
regardl ess of their specified TCS

To determ ne whether there are any TOS-incapable routers on
the pruned TOS 0 tree, the followi ng additions are nade to
Section 12.2's tree cal cul ation

0 A new piece of state information is added to each
vertex: TOS-capable path. This indicates whether the
present path from SourceNet to vertex, as represented on
t he datagram shortest-path tree, contains only TOS
capabl e routers.

0 The TOS-capabl e path parameter is cal cul ated when the
vertex is first added to the candidate list and
recal cul ated when/if the vertex’ position on the
candidate list is nodified (see Section 12.2's Step 2
and Step 5d). The paraneter is set to TRUE if both the
vertex itself is TOS-capable and the vertex’ parent has
its TOS-capabl e path paraneter set to TRUE, otherw se
TOS-capabl e path is set to FALSE

o} Al'l routers on the TOS 0 datagram shortest-path tree are
TOS-capable if and only if, whenever a vertex | abelled
with Goup Gis added to the shortest-path tree (Section
12.2.6), the value of the vertex’ TOS-capable path
paraneter is TRUE

The source of the nmulticast datagramis always | ocated using
a TOS 0 routing table | ookup, regardless of the datagranis
TCOS classification (see Section 11.2). If the calculating
router is not capable of TOS-based routing, it calcul ates
only TOS O datagram shortest-path trees, and uses themto
rout e datagrans i ndependent of TOS value. Oherw se, when
calculating the TOS X datagram shortest-path tree, the
algorithmin Section 12.2 is used, with the nodifications
listed bel ow

o] When cal cul ati ng RangeNet and Forwar dRange in Sections
12.2.3 and 12. 2.4 respectively, only sunmary-1ink-LSAs
having TOS 0 cost of LSInfinity are excluded (no change
fromthe TOS 0 case). However, when adding vertices to
the candidate list in Sections 12.2.2 through 12.2.5,
the TOS X cost of the summary |inks and/or AS externa
links (and not the TOS O cost) are reflected in the
added vertices’ Cost paraneter.
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In Step 5 of Section 12.2, the TGOS X cost of Link L (in
the appropriate direction) is used, not the TOS O cost.

Non- TOS-routers are not added to the candidate list, and
are thus excluded fromthe trees

Conparison to the unicast SPF cal cul ation

There are many sinilarities between the construction of a
mul ticast datagram s shortest-path trees in Section 12.2 and
OSPF' s intra-area route calculation for unicast traffic
(Section 16.1 of [OSPF]). Both have been described in terns
of Dijkstra's algorithm However, there are sone

di fferences. The major differences are |listed bel ow

(0]

Moy

In the multicast case, the datagram SPF calculation is
rooted at the datagramis source. In the unicast case,
each router is the root of its own unicast intra-area
SPF cal cul ati on.

In the multicast case, the datagram shortest-path tree
is atrue tree; i.e., between any two nodes on the tree
there is one path. However, due to the provision for
equal -cost nmultipath in [OSPF], the unicast SPF
calculation nmay add additional links to the shortest-
path tree.

In order to avoid unwanted replication of nulticast

dat agranms, MOSPF ensures that, for any given datagram
each router builds the exact sane datagram shortest-path
tree. This forces two differences fromthe unicast SPF
calculation. First, it elimnates the possibility of
equal -cost multipath. Secondly, when the MOSPF system
contains nultiple alternate paths, the al gorithm nust
ensure that each MOSPF router determnistically chooses
the sane alternative. For this reason, tie-breaking
mechani snms have been specified in Steps 2, 4 and 5b of
Section 12. 2.

The cal cul ati on of datagram shortest path trees takes
into account only those |links that connect transit nodes
(i.e, router to router or router to transit network
links). The unicast SPF calculation in Section 16.1 of

[ OSPF] nust additionally exami ne |links to stub networks
al though this is done after all the transit links are
exam ned.
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0o Wiile both the nulticast and unicast trees sel ect
shortest paths on the basis of the OSPF netric, the
dat agram shortest-path trees al so keep track of the TTL
val ues between the root (datagram source) and al
destinations (group nenbers). This enables nore
efficient inplenmentation of IP nulticast’s "expandi ng
ring search" (see Section 2.3.4).

o] In the multicast case, the algorithmis sonetines forced
to use the link state cost for the reverse direction
(i.e, the cost towards, instead of away from the
source). This is because the costs of OSPF sumary-

i nk-LSAs and AS external -1ink-LSAs, which sonetinme form
the base of the nulticast datagram shortest-path trees,
are specified in the reverse direction (fromthe
mul ti cast perspective).

o} There are potentially nmany nore datagram shortest-path
trees that need to be calculated (one for each source
net, destination group and TOS conbi nation), than the
limted nunber of unicast SPF trees (one per each TOS).
This is the main reason that the datagram shortest-path
trees are calculated on demand; it is hoped that this
will spread the cost of the SPF cal cul ati ons over
time[31].

o] The way that the two algorithns handle TOS is different.
In the multicast case, if a TOS-incapable node is
encountered during the calculation of the TCS 0 datagram
shortest-path tree, the TOS 0 datagram shortest-path
tree is used instead of trying to build the TCS X tree
(see Section 12.2.8). In the unicast case, the TOCS X
tree is always used, only falling back on the TOS 0
pat hs when a TOS X path does not exist.

.3. Adding local database entries to the forwardi ng cache

After the datagram shortest-path trees have been built for each
attached area, the forwarding cache has an upstream node and a
list of downstreaminterfaces. In order to ensure the delivery
of the multicast datagramto group nenbers on directly attached
networ ks, the local group database (Section 8.4) nust then be
scanned for possible addition to the list of downstream
interfaces. Al local group database entries having Goup G as
Mil ticast Group are exami ned. Suppose [Goup G Network N is
one such entry. If the calculating router (RTX) is Network N's
Desi gnated Router, then RTX's Network N interface is added to
the list of outgoing interfaces, with a TTL of 1. If the Network
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N interface was already present in the |list of outgoing
interfaces, its TTL is sinply set to 1

For exanpl e, consider the network configuration shown in Figure
4 when cal cul ating the forwardi ng cache entry for a datagram
whose source is Network N4 (e.g., fromHost H2) and destination
is Goup Mb. After calculating the datagram shortest-path tree
for Area 1, Router RT2 would have set it upstream node to
Network N3 and its list of downstreaminterfaces to NULL. But
then looking at its |local group database, it would add its
Network N2 interface with a TTL of 1 to its list of downstream
i nterfaces.

Mai nt ai ni ng the forwardi ng cache

A MOSPF router may, for resource reasons, limt the size of its
forwardi ng cache. At any tinme cache entries can be purged to make
room for newer entries, since the purged entries can al ways be
rebuilt when necessary. This nmenop does not specify an algorithmto
sel ect which entries to purge. However, care should be taken to
ensure that any particular entry is not continually rebuilt and then
purged again (i.e., thrashing should be avoi ded).

The building of the forwardi ng cache has been previously described
in Section 12. There are events that force one or nore forwarding
cache entries to be deleted; these events are described bel ow. Note
that deleted cache entries will be rebuilt on an as-needed basis.

o] When the internal topology of the MOSPF system changes, al
forwardi ng cache entries nust be deleted. This is because
i nternal topol ogy changes may invalidate the previously
cal cul at ed datagram shortest-path trees. Since the nulticast
routing cal cul ati on depends on the result of the unicast routing
cal cul ations, the forwardi ng cache should be cleared after the
unicast routing table is rebuilt. Internal topol ogy changes are
i ndi cated when both a) a new instance of either a router-LSA or
a network-LSA is received and b) the contents of the new
adverti senent (other than the LS age, LS sequence nunber and LS
checksumfields) are different fromthe previous instance. This
covers routers and |links going up or down, routers that change
frombeing nulticast-incapable to being nulticast-capable, etc.

o} When a Type 3 summary-link-LSA (network sumary) changes, those
forwardi ng cache entries specifying datagram sources bel ongi ng
to the range of addresses described by the updated sunmary-

i nk-LSA nust be del eted. See Sections 12.2.3 and 12.2.5.
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o} Suppose that the content of an AS external -link-LSA changes. |If
the AS external -1ink-LSA describes an external network N, then
all forwardi ng cache entries specifying an external source
network that is contained in N or that contains N (i.e.
external sources that are a subset or a superset of N) nust be
del et ed.

o Wen nmenbership in a multicast group changes, all forwarding
cache entries for the particular group nmust be deleted. G oup
menber shi p changes are indicated when either a) the content of a
gr oup- nenber shi p- LSA changes or b) an entry in the [ ocal group
dat abase (see Section 8.4) changes.

0o Wen the cost to an AS boundary router or to a forwarding
address specified by one or nore AS external -1ink-LSAs changes,
all forwardi ng cache entries specifying an external network as
dat agram source nust be deleted. In this case, potentially al
i nter-AS datagram shortest-path trees have been invalidated. The
forwardi ng cache entries should be deleted after the new best
cost to the AS boundary router/forwardi ng address has been
cal cul at ed

O her additions to the OSPF specification

MOSPF requires sone nodifications to the base OSPF protocol. Al

t hese nodifications are backward-conpatible. A router running MOSPF
will still interoperate with an OSPF router when forwarding unicast
traffic. Most of the nodifications have been described earlier in
this docunment. This section collects together those changes which
have yet to be nentioned, organizing themby the affected Section of
[ CSPF] .

14.1. The Designated Router

This functionality is described in Section 7.3 of [OSPF]. In
OSPF, a network’s Designated Router has two specialized roles
First, it originates the network’s network-LSA Second, it
controls the flooding on the network, in that all of the routers
on the network synchronize with the Designated Router (and the
Backup Designated Router) only. For these reasons[32], when one
or nore of the network’s routers are running MOSPF, the

Desi gnat ed Rout er should be running MOSPF al so. This can be
ensured by assigning all non-multicast routers the Router
Priority of O.

In MOSPF, the Designated Router also has the additiona

responsibility of nonitoring the network’s multicast group
menbership. This is done by periodically sending Host Menbership
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. 2.

. 3.

Queries, and receiving Host Menbership Reports in response (see
Section 9). This is yet another reason why the Designated Router
nmust be multicast-capabl e.

Sendi ng Hel |l o packets

This functionality is described in Section 9.5 of [CSPF]. A
MOSPF router sets the MC-bit in the Options field of its Hello
packets. This indicates that the router is nulticast-capable; it
does not necessarily indicate the state of the sending
interface’s I PMulticastForwardi ng paraneter (see Section B.2).
Setting the MC-bit in Hellos is done strictly for infornmationa
pur poses. Nei ghbors receiving the router’s Hell o packets do not
act on the state of the MC-bit. A neighbor’s nulticast-
capability is learned instead during the Database Exchange
Process (see Section 14.4).

The Nei ghbor state nachine

This functionality is described in Section 10.3 of [OSPF]. Wen
a nei ghbor enters state Exchange, the nei ghbor Dat abase summary
list is initialized (see the OSPF nei ghbor FSMentry for State:
ExStart and Event: NegotiationDone). This |ist describes of the
portion of the router’s link state database that needs to be
synchroni zed with the nei ghbor. G oup-nenbership-LSAs are

i ncluded in the nei ghbor Database sunmary list if and only if

t he neighbor is nulticast-capable. The nei ghbor’s nulticast
capability is | earned by exam ning the nei ghbor’s Dat abase
Description packets (see Section 14.4).

Recei vi ng Dat abase Descri pti on packets

This functionality is described in Section 10.6 of [OSPF]. A

nei ghbor’s multicast-capability is |earned through received

Dat abase Description packets. Wen the Database Description
packet is received that transitions the neighbor fromExStart to
Exchange, the state of the MC-hbit in the packet’'s Options field
i s exam ned. The neighbor is nulticast-capable if and only if
the MC-bit is set.

The neighbor’s multicast capability controls whet her group-
menber shi p-LSAs are sumari zed to the nei ghbor during the
Dat abase Exchange process (see Section 14.3), and whet her

gr oup- nenber shi p-LSAs are fl ooded to the nei ghbor during the
fl oodi ng process (see Section 10.2).

[ Page 78]



RFC 1584

Moy

Mul ti cast Extensions to OSPF March 1994

Sendi ng Dat abase Description packets

This functionality is described in Section 10.8 of [OSPF]. A
MOSPF router sets the MC-bit in the Options field of its

Dat abase Description packets. This indicates to its adjacent
nei ghbors that the router is nulticast-capable; it does not
necessarily indicate the state of the sending interface’'s

| PMul ti cast Forwardi ng paraneter (see Section B.2).

When a router goes frombeing nulticast-capable to nulticast-

i ncapabl e, or vice-versa, it nmust indicate this fact to its

adj acent nei ghbors by restarting the Database Description
process (i.e., rolling back the state of all adjacent neighbors
to Exstart).

Originating Router-LSAs

This functionality is described in Section 12.4.1 of [CSPF]. A
MOSPF router sets the MC-bit in the Options field of its
router-LSA. This allows the router to be included in datagram
shortest-path trees (see Step 5a of Section 12.2).

In addition, MOSPF has introduced a new flag in the router-LSA s
rtype field: the Whit. Wen the Wbit is set, the router is

i ncluded on all datagram shortest-path trees, regardl ess of

nmul ticast group (see Section 12.2.6). Such a router is called a
wild-card nulticast receiver. The router sets the Wbhit when it
wi shes to receive all multicast datagrans, regardl ess of
destination. This will sonetinmes be true of inter-area nulticast
forwarders (see Section 3.1), and inter-AS nulticast forwarders
(see Section 4).

A router mnust originate a new instance of its router-LSA
whenever an event occurs that would invalidate the LSA s current
contents. In particular, if the router’s multicast capability or
its ability to function as either an inter-area or inter-AS
mul ti cast forwarder changes, its router-LSA nust be
reorigi nat ed.

Origi nati ng Networ k- LSAs

This functionality is described in Section 12.4.2 of [CSPF]. In
OSPF, a transit network’s network-LSA is originated by the
network’s Designated Router. The Designated Router sets the M-
bit in the Options field of the network-LSA if and only if both
a) the Designated Router is nulticast-capable (i.e., running
MOSPF) and b) the Designated Router’s interface’s

| PMul ti cast Forwar di ng paraneter has been set to a val ue other
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than disabled (see Section B.2). Wen the network-LSA has the
MC-bit set, the network can be included in datagram shortest-
path trees (see Section 12.2.6).

It is intended that all routers attached to a common networ k
agree on the network’s | PMulticastForwardi ng capability.
However, this agreenment is not enforced. When there are

di sagreenents, incorrect routing of nulticast datagrams can
result.

14.8. Oiginating Summary-1ink-LSAs

This functionality is described in Section 12.4.3 of [COSPF].
Inter-area nmulticast forwarders always set the MC-bit in the
Options field of their sunmary-1ink-LSAs, regardl ess of whether
the path described by the summary-1link-LSA is actually

mul ti cast-capable. Indeed, it is possible that there is no

nmul ti cast-capable path to the described destination. Al other
area border routers (ones that are not inter-area multicast
forwarders) clear the MC-bit in the Options field of their
summar y- | i nk- LSAs.

If its MC-bit is clear, the summary-1link-LSA will not be used
when initializing the candidate list in Sections 12.2.2, 12.2.3
and 12.2.5.

14.9. Oiginating AS external-link-LSAs

This functionality is described in Section 12.4.4 of [COSPF].
Unlike in sumary-1link-LSAs, an inter-AS nulticast forwarder
should clear the MC-bit in the Options field of one of its AS
external -1ink-LSAs if it is known that there is no multicast-
capabl e path fromthe described destination to the router
itself. This know edge may possi bly be obtained, for exanple,
froman inter-AS nmulticast routing algorithm (see Section 4).

If the inter-AS nulticast forwarder is unsure of whether a

mul ti cast-capabl e path exi sts between the described destination
and the router itself, the MC-bit should be set in the AS
external -l1ink-LSA. Al other AS boundary routers (ones that are
not inter-AS nulticast forwarders) clear the MC-bit in the
Options field of their AS external-1ink-LSAs.

If its MCbit is clear, the AS external-1ink-LSA will not be
used when initializing the candidate list in Section 12.2. 4.

When mul ticast connectivity to an external destination exists,

but no unicast connectivity, an AS external -1ink-LSA can be
originated having its MC-bit set and specifying a cost of
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LSInfinity. Such an AS external-link-LSA will still be used by
the multicast routing calculation (see Section 12.2.4). As a
result, when a MOSPF router wi shes to stop advertising an AS
external destination, it nust use the premature agi ng procedure
specified in Section 14.1 of [CSPF], rather than sinply setting
the AS external-link-LSA's cost to LSInfinity.

0. Next step in the flooding procedure

This functionality is described in Section 13.3 of [ OSPF].

G oup- nenber shi p-LSAs are specific to a OSPF single area, and
are flooded to nulticast-capable routers only. Wen flooding a
group- nenber shi p-LSA, Section 13.3 of the OSPF specification is
nodified as follows: 1) The list of interfaces exani ned during
flooding (called the eligible interfaces in Section 13.3 of
[OSPF]) is the set of all interfaces attaching to Area A (the
area that the group-nenbership-LSA is received from, just as
for router-LSAs, network-LSAs and sunmmary-|ink-LSAs. 2) Wen
exam ni ng each interface, a group-nenbership-LSA is added to a
nei ghbor’s link state retransmssion list if and only if both a)
Step 1d of [OSPF]'s Section 13.3 is reached for the nei ghbor and
b) the neighbor is multicast-capable. The neighbor’s multicast
capability is discovered during the Database Exchange process
(see Section 14.4).

Note that, since on broadcast networks Link State Update packets
are sent initially as nulticasts, non-nulticast routers may
recei ve group-nenbershi p-LSAs. However, non-nulticast routers
will sinply drop the group-menbership-LSAs, for reasons of
unrecogni zed LS type (see Step 2 of [OSPF]'s Section 13). Link
State acknow edgrments for group-nenbershi p-LSAs are not expected
fromnon-nulticast routers, and group-nenbershi p-LSAs will never
be retransmitted to non-nulticast routers, since the LSAs are
not added to these routers’ link state retransmi ssion lists (see
above paragraph).

For nore information on floodi ng group-nenbershi p-LSAs, see
Section 10. 2.

1. Virtual links

This functionality is described in Section 15 of [OSPF]. Wen a
MOSPF router (i.e., multicast-capable router) is both an area
border router and an endpoint of a virtual |ink whose other
endpoint is also nmulticast capable, the router nust then al so be
an inter-area nulticast forwarder. This is necessary to ensure
that multicast datagrams will flow through the virtual link's
transit area, fromone endpoint to the other. Wen the
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backbone’ s dat agram shortest-path tree is constructed in Section

12.1, it is assunmed that virtual |inks are capable of forwarding
mul ti cast datagrans whenever both endpoints are nulticast-
capabl e.
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[1] Actual Iy, OSPF allows a separate link cost to be configured for
each TOS. MOSPF then potentially cal cul ates separate paths for each
TCS. For details, see Section 6.2.

[2]We al so assune in this section that the pictured nmulti-access
net works provi de data-1ink nulticast/broadcast services.

[3]Note that if N3 were a non-broadcast network, Router RT3 would
send separate copies of the datagramto routers RT1 and RT2. Since
the 1 QWP protocol is not defined on non-broadcast networks, there
could in this case be no Group B nenber attached to Network N3.
However the multicast datagramwould still be delivered to the G oup
B nmenbers attached to networks N1 and N2.

[4] Actually, in MOSPF there is a separate forwarding cache entry for
each conbi nation of source, destination and TOS. For a discussion of
TOS-based mul ticast routing, see Section 6.2

[ 5] The discussion in this section omits mention of the Backup

Desi gnated Router’s role in the |1 GWw protocol. Wile the Backup

Desi gnat ed Rout er does not send | GW Host Menbership Queries, it
does listen to | Gvw Host Menbership Reports, building "shadow' |oca
group database entries in the process. These entries do not lead to
group- nenber shi p- LSAs, nor do they influence delivery of nulticast
dat agranms, but are nerely nmaintained to ease the transition from
Backup Designated Router to Designated Router, should the Designated
Router fail. See Sections 2.3.4, 9 and 10 for details.

[6] One might inmagine building all possible datagram shortest-path
trees up front. However, this mght be expensive, both in router CPU
time and in router nenory. It is hoped that building the datagram
shortest-path trees on demand and caching the results will ease
demands on router resources by spreading out the cal cul ati ons over a
| onger period of tine.

[7]1t is possible that, due to the existence of alternate paths,
several different shortest-path trees are avail abl e. MOSPF depends
on all routers constructing the exact sane shortest path tree. For
that reason, tie-breaking schemes have been inplenented during tree
construction to ensure that identical trees result. See Section 12
for nore details.

[8] Note that the expanding ring search yields the nearest server in
terns of hop count, but not necessarily in ternms of the OSPF netric.

[9] This nmeans that in MOSPF, just as in OSPF, the only kind of Iink

[ Page 84]



RFC 1584 Mul ti cast Extensions to OSPF March 1994

Moy

state advertisenent that can be fl ooded between areas is the AS
ext ernal -1 i nk- LSA.

[10] A router indicates that it is a wild-card nulticast receiver by
setting the appropriate flag in its router-LSA. See Section 14.6 for
detail s.

[11]This is not quite true. As we shall see, any inter-AS nulticast
forwarders bel onging to the backbone are designated as wld-card
mul ticast receivers. See Section 4.

[12]1t is possible that through the operation of an inter-AS

mul ticast routing protocol, Router RT7 knows that it does not have
mul ticast connectivity to Network N15 (even though it has uni cast
connectivity). In this case, RT7 would not advertise the externa
link to N15 as being multicast capable.

[ 13] Synchroni zation of the IPMilticastForwardi ng interface paraneter
is not enforced by the MOSPF protocol, since it is not included in
the contents of a MOSPF router’s Hello packets

[14] Actual |y, when multiple I P networks have been assigned to the
same physical network, the first thing that needs to be done is to
associate an I P network with the received Host Menbership Report.
This is done in the sane way that a receiving interface is
associated with a received nulticast datagram see Section 11.1.

[ 15] For this reason when a transit network has both MOSPF routers
and non-rnul ticast OSPF routers attached, care should be taken to
ensure that a MOSPF router is el ected Designated Router. This can be
acconpl i shed through proper setting of the routers’ configured
Router Priority.

[16] Note that just because these advertisenments exist in the link
state database, it does not nean that the Group G nenbers are
reachabl e. Reachability does not enter into the building of the
transit vertex list, in order to sinplify the calculation. This is a
trade-off. As a result, sonme nulticast datagrans nmay be forwarded
further than necessary, when the described Goup G nenbers actually
are unreachabl e.

[17] Si nce the Designated Router controls flooding on the network,
this is another reason to ensure that a MOSPF router is elected as
Desi gnhat ed Rout er.

[18] I n other words, group-nenbership-LSAs will never be
retransmtted to non-nulticast routers.
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[19] This last step will not be necessary if the configuration
gui delines presented in Section 6.5 are foll owed.

[20] The TOS O routing table entry is exam ned regardl ess of the TGOS
specified by the nulticast datagram

[21]1t is assunmed that a MOSPF router that wants to stop advertising
a route to an external destination will use the premature aging
procedure specified in Section 14.1 of [OSPF], rather than setting
the AS external-link-LSA's cost to LSInfinity.

[22] This preference ordering is used in Step 5¢c of Section 12.2.
[23]No attenpt is made to match the Iinks’ two halves. See Step 5d.

[ 24] However, a summary-link-LSA is eligible for matching even if the
MC-bit inits Options field is clear

[ 25] Costs nay have both a Type 2 and a Type 1 conponent; the Type 2
conmponent is always nost significant.

[26] This case mirrors the Sourcel ntraArea candi date |ist
initialization in Section 12.2.1.

[27] This case mirrors the Sourcel nterAreal candidate |i st
initialization in Section 12.2.2.

[28] This case mirrors the Sourcel nterArea2 candidate |i st
initialization in Section 12.2.3.

[29] Note that selecting the upstream node in this nmanner enforces
the inter-area routing architecture outlined in Section 3.1. Nanely,
the multicast datagramis forwarded fromthe source area, over the
backbone and then into the non-backbone areas. This is sinmilar to
the "hub and spoke" architecture for unicast forwardi ng described in
Section 3.2 of [OSPF].

[ 30] This procedure seenms backwards. One woul d expect that the TGOS X
datagramtree would be built first. However, the SPF cal cul ation
must ensure that all routers participating in the forwarding of that
dat agram both TOS-capabl e and non- TOS-capabl e, build the sane tree.
Since it is known that the non-TOS-capable routers will use the TGS
O tree, the only safe way to use the TOS X tree is when you are
guaranteed that the non-TOS-capable routers will decline to forward
the datagram This guarantee is clearly net when there are only
TOS-capabl e routers on the TOS 0 datagramtree.

[31] I ndeed, there will also be those cases where the router, not
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being on a particular datagram shortest-path tree, will never have
to calculate the particular tree, since the router will not receive
the datagramin the first place.

[ 32] G oup- nenber shi p-LSAs are not processed by non-nmulticast routers
(see Section 10.2). Also, if the Designated Router was not running
the multicast extensions, multicast datagrans woul d not be forwarded
over the network because its network-LSA woul d have its MC-bit clear
(see Step 5a in Section 12.2).
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This section docunents the format of MOSPF protocol packets and |ink
state advertisenments (LSAs). Al changes and additions nmade to the
OSPF Version 2 data formats have been nade in a backward-conpatible
manner. In other words, nulticast routers running MOSPF can
interoperate with (non-nulticast) OSPF Version 2 routers when
forwardi ng regular (unicast) IP data traffic.

The MOSPF packet formats are the sanme as for OSPF Version 2
(described in Appendix A of [OSPF]). One additional option has been
added to the Options field that appears in OSPF Hell o packets,

Dat abase Description packets and all link state advertisenents. This
new option indicates a router’s/network’s nulticast capability, and
is docunented in Section A.1. The presence of this new option is
ignored by all non-multicast routers.

To support MOSPF, one of OSPF' s |ink state advertisements has been
nodi fied, and a new | ink state adverti sement has been added. The
format of the router-LSA has been nodified (see Section A 2) to
include a new flag indicating whether the router is a wild-card
mul ticast receiver. A new link state advertisenent, called the

gr oup- nenber shi p-LSA, has been added to pinpoint multicast group
menbers in the link state database. This new advertisenent is
neither flooded nor processed by non-nulticast routers. The group-
menber shi p-LSA i s docunented in Section A 3.
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The OSPF Options field is present in OSPF Hell o packets, Database
Description packets and all link state adverti sements. The Options
field enables OSPF routers to support (or not support) optiona
capabilities, and to conmunicate their capability level to other
OSPF routers. Through this nechanismrouters of differing
capabilities can be nmixed within an OSPF routing domain

When used in Hello packets, the Options field allows a router to
reject a neighbor because of a capability msmatch. Alternatively,
when capabilities are exchanged i n Database Description packets a
router can choose not to forward certain LSA types to a nei ghbor
because of its reduced functionality. Lastly, listing capabilities
in LSAs allows routers to route traffic around reduced functionality
routers, by excluding themfromparts of the routing table

cal cul ati on.

Three capabilities are currently defined. For each capability, the
effect of the capability’ s appearance (or |ack of appearance) in
Hel | o packets, Database Description packets and Iink state
advertisenents is specified bel ow For exanple, the

Ext er nal Rout i ngCapability (below called the E-bit) has neaning only
in OSPF Hell o packets.

T
=111 ** M| E] T]|
e

The OSPF Options field

o T-bit. This describes the router’s TOS capability. If the T-bit
is reset, then the router supports only a single TOS (TGS 0).
Such a router is also said to be incapable of TOS-routing. The
absence of the T-bit in a router links advertisenent causes the
router to be skipped when buil ding a non-zero TGOS shortest-path
tree. In other words, routers incapable of TOS routing will be
avoi ded as nmuch as possi ble when forwarding data traffic
requesting a non-zero TCS. The absence of the T-bit in a summary
link advertisenment or an AS external |ink advertisenent
i ndi cates that the advertisenent is describing a TGOS 0 route
only (and not routes for non-zero TOS).

o] E-bit. AS external link advertisements are not flooded
i nto/through OSPF stub areas. The E-bit ensures that all nenbers
of a stub area agree on that area’s configuration. The E-bit is
meani ngful only in OSPF Hell o packets. Wen the E-bit is reset
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in the Hell o packet sent out a particular interface, it nmeans
that the router will neither send nor receive AS external |ink
state advertisenments on that interface (in other words, the
interface connects to a stub area). Two routers will not becone
nei ghbors unl ess they agree on the state of the E-bit.

o} MC-bit. The MC-bit describes the multicast capability of the
various pieces of the OSPF routing domain. Wen cal cul ating the
path of multicast datagrans, only those link state
advertisenents having their MC-bit set are used. In addition, a
router uses the MC-bit in its Database Description packets to
tell adjacent nei ghbors whether the router will participate in
the floodi ng of the new group- menbershi p- LSAs.
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A. 2 Router-LSA

An OSPF router originates a router-LSA into each of its attached
areas. The router-LSA describes the state and cost of the router’s
interfaces to the area. The contents of the router-LSA are descri bed
in detail in Section A 4.2 of [CSPF]. There are flags in the
router-LSA that indicate whether the router is either a) an area
border router or b) an AS boundary router or c) the endpoint of a
virtual link. One nore flag has been added to the router-LSA for
MOSPF; it is called bit Wbelow. This flag indicates whether the
router wi shes to receive all nulticast datagrans regardl ess of
destination (i.e., is a wild-card nulticast receiver).
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01234567890123456789012345678901
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|
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T +
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The router LSA
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The rtype field

The followi ng defines the flags found in the rtype field. Each flag
classifies the router by function

0 bit B. Wen set, the router is an area border router (Bis for
border). These routers forward unicast data traffic between OSPF
ar eas.

o] bit E. When set, the router is an AS boundary router (E is for
external). These routers forward unicast data traffic between
Aut ononous Syst ens.

o} bit V. Wen set, the router is an endpoint of an active virtua
link (Vis for virtual) which uses the described area as its
Transit area.

o bit W Wen set, the router is a wild-card nulticast receiver.
These routers receive all multicast datagrans, regardl ess of
destination. Inter-area nulticast forwarders and inter-AS
nul ticast forwarders are sonetines wild-card nulticast receivers
(see Sections 3 and 4).
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A. 3 G oup- nenber shi p- LSA

Moy

G oup- nenber shi p-LSAs are the Type 6 link state advertisenents.

G oup- nenber shi p-LSAs are specific to a particular OSPF area. They
are never flooded beyond their area of origination. Arouter’s
group- nenber ship-LSA for Area Aindicates its directly attached

net wor ks whi ch belong to Area A and contain nenbers of a particular
mul ticast group. A router originates a group-nmenbership-LSA for
mul ti cast group D when the followi ng conditions are net for at |east
one directly attached network: 1) the router has been el ected

Desi gnated Router for the network and 2) at |east one host on the
network has joined Group D via the | GW protocol.

A router may also originate a group-nenbership-LSA for Goup Dif
the router itself has internal applications belonging to Goup D. In
addition, area border routers originate group-nenbership-LSAs into

t he backbone area when there are group nenbers in the router’s
attached non-backbone areas. See Section 10 for nore infornmation
concerning the origination of group-nenbershi p-LSAs.

0 1 2 3

01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S
| LS age | Opti ons | 6 |
R e e i i e e e . S NI SR S S
| Link State ID = Destination G oup |
i T i i o e e e e e et i S S S R R S
| Advertising Router |
B T e o i S I i i S S N iy St S I S S
| LS sequence nunber |
e e i i e e T T S e LR e
| LS checksum | | ength |
i S i i o e e e e e E et e S s o R R S
| Vertex type |
B T e o i S I i i S S N iy St S I S S
| Vertex ID |
e e i i e T S i S e e e R

| C. |
The group-nmenber shi p- LSA

The group-nenbershi p- LSA consi sts of the standard 20-byte link state
header (see Section A 4.1 of [OSPF]) followed by a list of transit
vertices to label with the nulticast destination. The
advertisenent’s Link State IDis set to the destination nulticast
group address. There is no netric associated with the advertisenent.
Each transit vertex is specified by its Vertex type and Vertex ID
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(see Section 12.1 for an explanation of this tern nology):

(o]

Vertex type. Set equal to 1 for a router, and 2 for a transit
network. Note that the only router that nmay be included in the
list is the Advertising Router itself.

Vertex I D. For router vertices, this field indicates the
router’s OSPF Router ID. For transit network vertices, this
field indicates the I P address of the network’s Designated
Router. Note that the link state adverti senent associated with
the transit vertex is the LSA whose LS type = Vertex type, Link
State ID = Vertex I D and Advertising Router = the group-
menber shi p- LSA' s Advertising Router.
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B. Configurable Constants

Moy

This section docunents the configurable paraneters used by OSPF s
mul ticast routing extensions. These paraneters are in addition to
the configurable constants used by the base OSPF protoco
(docunented in Appendix C of [OSPF]). An inplenentation of MOSPF
nmust provide the ability to set these paranmeters, either through
net wor k managenent or sone ot her means.

B.1 d obal paraneters
The followi ng paraneters apply to the router as a whole.

o] Mul ticast capability. An indication of whether the router is
running MOSPF. If the router is running MOSPF, it wll
performthe algorithns as set forth in this specification
O herwise, the router is still able to run the basic OSPF
algorithm (as set forth in [OSPF]), and will be able to
interoperate with nulticast capable routers (see Section
6.1) when forwarding regular (unicast) |IP data traffic.

0 Inter-area nmulticast forwarder. This paraneter indicates
whet her the router will forward multicast datagrans between
OSPF areas. Such a router sunmmarizes group nenbership
information to the backbone, and acts as a wild-card
mul ticast receiver in all its attached non-backbone areas
(see Section 3.1). Not all multicast-capable area border
routers need be configured as inter-area nulticast
forwarders. However, whenever both ends of a virtual |ink
are nulticast-capable, they nust both be configured as
inter-area nulticast forwarders (see Section 14.11). By
default, all multicast-capable area border routers are
configured as inter-area nulticast forwarders.

o] Inter-AS nmulticast forwarder. This paraneter indicates
whet her the router forwards nmulticast datagrans between
Aut ononbus Systens. Such a router acts as a wild-card
mul ticast receiver in all attached areas (see Section 4). It
is also assuned that an inter-AS nulticast forwarder runs
some kind of inter-AS nulticast routing al gorithm

B.2 Router interface paraneters

The follow ng paraneters can be configured separately for each
of the router’s OSPF interfaces. Renenber that an OSPF interface
is the connection between the router and one of its attached IP
networks. Note that the I PMilticastForwardi ng paraneter is
really a description of the attached network. As such, it should
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be configured identically on all routers attached to a conmon
networ k; ot herwi se incorrect routing of multicast datagrans nmay
result.

0 | PMul ti cast Forwardi ng. This configurabl e paraneter indicates
whet her IP multicasts should be forwarded over the attached
network, and if so, how the forwardi ng should be done. The
paraneter can assume one of three possible values: disabled,
data-link nulticast and data-link unicast. Wen set to
di sabled, IP multicast datagrans will not be forwarded out
the interface. Wien set to data-link nulticast, IP nulticast
datagrans will be forwarded as data-link nulticasts. Wen
set to data-link unicast, IP nmulticast datagrans will be
forwarded as data-link unicasts. The default value for this
paranmeter is data-link nulticast. The other two settings are
for use in the special circunstances described in Sections
6.3 and 6.4. Wen set to disabled or to data-link unicast,
| GWP group nenbership is not nonitored on the attached
net wor k.

o] | GWPol i ngl nterval. The nunber of seconds between | GW Host
Menmber ship Queries sent out this interface. A multicast-
capabl e router sends | GW Host Menbership Queries only when
it has been el ected Designated Router for the attached
network. See [RFC 1112] for a discussion of this paraneter’s
val ue.

0 IGW timeout. If no | GW Host Menbership Reports have been
heard on an attached network for a particular nulticast
group A after this period of tine, the entry [Goup A
attached network] is deleted fromthe router’s |ocal group
dat abase. See Section 9 for nore information.
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C. Sanpl e datagram shortest-path trees

Moy

In MOSPF, all routers mnmust calculate exactly the sanme datagram
shortest-path trees. In order to ensure this in internetworks having
redundant |inks, a nunmber of tie-breakers were defined in the MOSPF
routing table calculation (see Steps 4 and 5¢c of Section 12.2, and
Sections 12.2.4 and 12.2.7). This section illustrates the use of
these tie-breakers on a sanpl e topol ogy.

Three different exanples are given. Al exanples use the same

physi cal topol ogy and the sane set of OSPF interface costs (see the
left side of Figure 14). The source of the datagramis al ways Host
HL on the network at the top of the figure (192.9.1.0), and the
destination group nenbers are the two hosts labelled with G oup Ma
at the bottomof the figure. The first case shows an exanpl e of
intra-area multicast, while the remaining two cases show the

i nfluence of OSPF areas on the path of a nulticast datagram
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C.1 An intra-area tree

The datagram shortest-path tree resulting fromth
is shown on the right of Figure 14. The root of t
source network (192.9.1.0), and the |l eaves are th
and RT3) directly attached to the stub networks c
nmenbers.

There are equal -cost paths available to both grou
group nenber on the left, the path could go eithe
10.1.0.0 or through network 10.2.0.0. By the tie-
path through 10.2.0.0 is chosen since it has the
nunber (see Step 5c¢c of Section 12.2).

For the group nmenber on the right, the path could
Net work 10.2.0.0 or over the serial |line connecti
RT3. The path over Network 10.2.0.0 is chosen aft
tie-breaking rules. First, Network 10.2.0.0 is pl
shortest-path tree before Router RT3 since networ

March 1994

e intra-area case
he tree is the

e two routers (RT4
ontai ning Goup Ma

p nenbers. For the
r through network
breaking rules, the
| arger | P network

go either over

ng routers RT2 and
er executing two
aced on the

ks are al ways

chosen over routers (see Step 4 of Section 12.2). Then, given a
+- -+
| H1|
+- -+
Net 192.9.1.0
dommememeaeaaeaa +
| |
Foeee - + [ 1 [ 1
| Network | 8+---+ +---+ 0 192.9.1.0
| 10.1.0.0 |------ | RT1| | RT2| |
S SRR + +---+ +---+ 0
| | 8 8| |
8| SRR T + | 8 o RT1
+---+10 | Network | 10+ ---+ |
| RT4] - ------ | 10.2.0.0 |----|RT3| 8
+---+ Fomm e - + +---+ |
|3 |3 0 10.2.0.0
| | /I o\
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| | / \
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Figure 14: An intra-area tree
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choice of either Network 10.2.0.0 or Router RT2 for RT3's parent on
the tree, Net 10.2.0.0 is again preferred since it is a network (see
Step 5c of Section 12.2)
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C.2 The effect of areas

In Figure 15 bel ow, the previous di agram has been nodified by the

i nclusi on of OSPF areas. The datagram source is now part of the OSPF
backbone (Area 0), while the rest of the topology is in Area 1. In
this case, since the datagram source and the group nenbers belong to
different areas, reverse costs are used when building the tree (see
Step 5b of Section 12.2). This actually elimnates the equal cost
paths fromthe diagram and |eads to the Area 1 datagram shortest-
path tree on the right of Figure 15.

+- -+
| H1]
+- -+
Net 192.9.1.0
o e e oa oo +
..................... | |
Fom e e + 1 | 1 192.9.1.0
|  Network | 8+---+ oo+ o
| 10.1.0.0 |------ | RT|........ | RT2| [\
S + +-- -+ +-- -+ 1/ \1
| | 8 8| / \
8| SRR T + | 8 o0 RT1 o RT2
+---+10 | Network | 10+---+ . | \
| RT4| ------- | 10.2.0.0 |----|RT3| . 0] \'8
+---+ Fomm e - + +---+ | \
| 3 | 3 0 10.1.0.0 o
| | | RT3
Fommmm e oo - + E - + 8|
+_|_+ +-|-+ . 1)
| Ma| | Ma| . RT4
+--+ Area 1 +--+

Fi gure 15: The effect of areas
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C.3 The effect of virtual |inks
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In Figure 16 bel ow, Network 10.1.0.0 has been configured as a

separate area (Area 1),
backbone (Area 0).
t hrough Area 1,

In addition,

a virtua

enhanci ng the backbone connectivity.
both the source and the group nenbers belong to the sane area,
forward costs are used. However,
over regular links (see Step 5¢c of Section 12.2),

since virtua

whi l e everything el se belongs to the OSPF

I ink has been confi gured
In this case
so
links are preferred
t he backbone

dat agram shortest-path tree uses Network 10.1.0.0 instead of

10.2.0.0 on the path to the left group nenber

tree on the right of Figure 16.
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Figure 16: The effect of virtua
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Security Considerations

Security issues are not discussed in this nmeno.
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