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This meno provides information for the Internet comunity. This neno
does not specify an Internet standard of any kind. Distribution of
this meno is unlinted.

Pr eanbl e

During 1992 and 1993, the Pip internet protocol, devel oped at
Bel cl ore, was one of the candidate replacnments for IP. In nmd 1993,
Pip was nerged with another candidate, the Sinple Internet Protoco
(SIP), creating SIPP (SIP Plus). Wile the major aspects of Pip--
particularly its distinction of identifier fromaddress, and its use
of the source route nmechanismto achieve rich routing capabilities--
were preserved, nmany of the ideas in Pip were not. The purpose of
this RFC and the conpani on RFC "Pi p Header Processing" are to record
the ideas (good and bad) of Pip.

Thi s docunent references a nunber of Pip draft nmenos that were in

vari ous stages of conpletion. The basic ideas of those nmenos are
presented in this docunent, though many details are lost. The very

i nterested reader can obtain those internet drafts by requesting them
directly fromne at <franci s@actus.ntt.jp>.

The remai nder of this document is taken verbatimfromthe Pip draft
meno of the sane title that existed when the Pip project ended. As
such, any text that indicates that Pip is an intended repl acenent for
| P shoul d be ignored.

Abst ract

Pip is an internet protocol intended as the replacenent for IP
version 4. Pip is a general purpose internet protocol, designed to
evolve to all forseeable internet protocol requirements. This
specification describes the routing and addressing architecture for
near-term Pi p depl oynent. W say near-termonly because Pip is
designed with evolution in mnd, so other architectures are expected
in the future. This docunent, however, makes no reference to such
future architectures
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I ntroduction

Pip is an internet protocol intended as the replacenment for IP
version 4. Pip is a general purpose internet protocol, designed to
handl e all forseeable internet protocol requirements. This
specification describes the routing and addressing architecture for
near-term Pi p depl oynent. W say near-termonly because Pip is
designed with evolution in mnd, so other architectures are expected
in the future. This docunment, however, nakes no reference to such
future architectures (except in that it discusses Pip evolution in
general ).

Thi s docunent gives an overall picture of how Pip operates. It is
provided primarily as a franework within which to understand the
total set of docunents that conprise Pip.

1. Pip Architecture Overview

The Pip near-termarchitecture is an increnental step fromlIP. Like
IP, near-termPip is datagram Pip runs under TCP and UDP. DNS is
used in the same fashion it is now used to distribute nane to Pip
Address (and I D) mappings. Routing in the near-termPip architecture
i s hop-by-hop, though it is possible for a host to create a domai n-

| evel source route (for policy reasons).

Pi p Addresses have nore hierarchy than I P, thus inproving scaling on
one hand, but introducing additional addressing conplexities, such as
mul ti pl e addresses, on the other. Pip, however, uses hierarchica
addresses to advantage by maki ng t hem provider-based, and using them
to make policy routing (in this case, provider selection) choices.
Pip al so provides nechanisns for autonatically assigning provider
prefixes to hosts and routers in domains. This is the nmain

di fference between the Pip near-termarchitecture and the IP
architecture. (Note that in the remainder of this paper, unless
otherwi se stated, the phrase "Pip architecture"” refers to the near-
term Pip architecture described herein.)

2. Pip Architecture Characteristics

The proposed architecture for near-termPip has the foll ow ng
characteristics:

1. Provider-rooted hierarchical addresses.
2. Automatic domai n-wi de address prefix assignment.

3. Automatic host address and | D assignnent.
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4. Exit provider selection

5. Miltiple defaults routing (default routing, but to rmultiple exit
poi nts).

6. Equivalent of IP Cass D style addressing for nulticast.
7. CBT style nulticast.

8. "Anycast" addressing (route to one of a group, usually the
nearest).

9. Providers support forwarding on policy routes (but initially wll
not provide the support for sources to calculate policy routes).

10. Mbobile hosts.

11. Support for routing across |large Public Data Networks (PDN).

12. Inter-operation with IP hosts (but, only within an | P-address
domai n where | P addresses are unique). |In particular, an IP
address can be explicitly carried in a Pip header.

13. Operation with existing transport and application binaries
(though if the application contains IP context, like FTP, it may
only work within a donmain where | P addresses are unique).

14. Mechani snms for evolving Pip beyond the near-term architecture.

1.2 Conponents of the Pip Architecture

The Pip Architecture consists of the followi ng five systens:

1. Host (source and sink of Pip packets)

2. Router (forwards Pip packets)

3. DNsS

4. Pip/IP Transl at or

5. Pip Header Server (fornmats Pip headers)

The first three systens exist in the IP architecture, and require no

expl anation here. The fourth system the Pip/IP Translator, is

required solely for the purpose of inter-operating with current IP
systenms. Al Pip routers are also Pip/IP translators.
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The fifth system the Pip Header Server, is new. |Its functionis to
format Pip headers on behalf of the source host (though initially
hosts will be able to do this thenselves). This use of the Pip
Header Server will increase as policy routing becones nore

sophi sticated (nmoves beyond near-term Pip Architecture capabilities).

To handl e future evolution, a Pip Header Server can be used to
"spoon-feed" Pip headers to old hosts that have not been updated to
under stand new uses of Pip. This way, the probability that the

i nternet can evolve w thout changing all hosts is increased.

2. A Sinple Exanple

A typical Pip "exchange" is as follows: An application initiates an
exchange with another host as identified by a domain nanme. A request
for one or nore Pip Headers, containing the domain nane of the
destination host, goes to the Pip Header Server. The Pip Header
Server generates a DNS request, and receive back a Pip ID, nultiple
Pi p Addresses, and possibly other information such as a nobil e host
server or a PDN address. G ven this information, plus information
about the source host (its Pip Addresses, for instance), plus
optionally policy information, plus optionally topology infornmation
the Pip Header Server formats an ordered list of valid Pip headers
and give these to the host. (Note that if the Pip Header Server is
co-resident with the host, as will be comon initially, the host
behavior is simlar to that of an IP host in that a DNS request cones
fromthe host, and the host forms a Pip header based on the answer
from DNS.)

The source host then begins to transmt Pip packets to the
destination host. |If the destination host is an IP host, then the
Pip packet is translated into an | P packet along the way. Assuning
that the destination host is a Pip host, however, the destination
host uses the destination Pip ID alone to deternmine if the packet is
destined for it. The destination host generates a return Pip header
based either on information in the received Pip header, or the
destination host uses the Pip ID of the source host to query the Pip
Header Server/DNS itself. The latter case involves nore overhead,
but allows a nore inforned decision about how to return packets to
the originating host.

If either host is nobile, and noves to a new |l ocation, thus getting a
new Pip Address, it inforns the other host of its new address
directly. Since host identification is based on the Pip ID and not
the Pip Address, this doesn’'t cause transport level to fail. |If both
hosts are nobile and receive new Pip Addresses at the sanme tinme (and
t hus cannot exchange packets at all), then they can query each
other’s respective nobile host servers (learned fromDNS). Note that
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keeping track of host nmobility is conpletely confined to hosts.
Routers never get involved in tracking nmobile hosts (though naturally
they are involved in host discovery and automati c host address

assi gnment) .

3. Pip Overview

Here, a brief overview of the Pip protocol is given. The reader is
encouraged to read [2] for a conplete description

The Pip header is divided into three parts:

Initial Part
Transit Part
Options Part

The Initial Part contains the follow ng fields:

Ver si on Number

Options OFfset, OP Contents, Options Present (OP)
Packet Subl D

Pr ot ocol

Dest ID

Source ID

Payl oad Length

Host Version

Payl oad O f set

Hop Count

Al of the fields in the Initial Part are of fixed length. The
Initial Part is 8 32-bit words in | ength.

The Version Nunber places Pip as a subsequent version of IP. The
Options OFfset, OP Contents, and Options Present (OP) fields tell how
to process the options. The Options Ofset tells where the options
are The OP tells which of up to 8 options are in the options part, so
that the Pip systemcan efficiently ignore options that don't pertain
toit. The OP Contents is like a version nunber for the OP field.

It allows for different sets of the (up to 8) options.

The Packet SublDis used to relate a received PCVP nmessage to a
previously sent Pip packet. This is necessary because, since routers
in Pip can tag packets, the packet returned to a host in a PCW
message may hot be the sane as the packet sent. The Payload Length
and Protocol take the place of IPs Total Length and Protocol fields
respectively. The Dest IDidentifies the destination host, and is
not used for routing, except for where the final router on a LAN uses
ARP to find the physical address of the host identified by the dest
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ID. The Source ID identifies the source of the packet. The Host
Version tells what control algorithns the host has inplenented, so
that routers can respond to hosts appropriately. This is an

evol uti on mechanism The Hop Count is simlar to |P s Tinme-to-Live.

The Transit Part contains the follow ng fields:

Transit Part O fset

HD Contents

Handling Directive (HD)

Active FTIF

RC Contents

Routi ng Context (RC

FTIF Chain (FTIF = Forwardi ng Tabl e I ndex Field)

Except for the FTIF Chain, which can have a variabl e nunber of 16-bit
FTIF fields, the fields in the Transit Part are of fixed |ength, and
are three 32-bit words in |ength.

The Transit Part Offset gives the length of the Transit Part. This
is used to deternine the location of the subsequent Transit Part (in
the case of Transit Part encapsul ation).

The Handling Directive (HD) is a set of subfields, each of which

i ndi cates a specific handling action that nust be executed on the
packet. Handling directives have no influence on routing. The HD
Contents field indicates what subfields are in the Handling
Directive. This allows the definition of the set of handling
directives to evolve over tinme. Exanple handling directives are
queuei ng priority, congestion experienced bit, drop priority, and so
on.

The remaining fields conprise the Routing Directive. This is where
the routing decision gets made. The basic algorithmis that the
router uses the Routing Context to choose one of nultiple forwarding
tables. The Active FTIF indicates which of the FTIFs to retrieve
which is then used as an index into the forwarding table, which
either instructs the router to ook at the next FTIF, or returns the
forwardi ng i nformation.

Exanpl es of Routing Context uses are; to distinguish address famlies
(rmulticast vs. unicast), to indicate which level of the hierarchy a
packet is being routed at, and to indicate a Type of Service. |In the
near-termarchitecture, the FTIF Chain is used to carry source and
destination hierarchical unicast addresses, policy route fragnents,
mul ti cast addresses (all-of-group), and anycast (one-of-group)
addresses. Like the OP Contents and HD Contents fields, the RC
Contents field indicates what subfields are in the Routing Context.
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This allows the definition of the Routing Context to evolve over
tinme.

The Options Part contains the options. The options are preceded by
an array of 8 fields that gives the offset of each of up to 8
options. Thus, a particular option can be found w thout a seria
search of the list of options.

4. Pip Addressing

Addressing is the core of any internet architecture. Pip Addresses
are carried in the Routing Directive (RD) of the Pip header (except
for the Pip ID, which in certain circunstances functions as part of
the Pip Address). Pip Addresses are used only for routing packets.
They do not identify the source and destination of a Pip packet. The
Pip ID does this. Here we describe and justify the Pip Addressing

types.

There are four Pip Address types [11]. The hierarchical Pip Address
(referred to sinply as the Pip Address) is used for scal abl e unicast
and for the unicast part of a CBT-style nulticast and anycast. The
mul ticast part of a CBT-style nulticast is the second Pip address
type. The third Pip address type is class-D style multicast. The
fourth type of Pip address is the so-called "anycast" address. This
address causes the packet to be forwarded to one of a class of
destinations (such as, to the nearest DNS server).

Bits 0 and 1 of the RC defined by RC Contents value of 1 (that is,
for the near-term Pip architecture) indicate which of four address
famlies the FTIFs and Dest ID apply to. The values are:

Val ue Address Fanily
00 Hi erarchical Unicast Pip Address
01 Class D Style Miulticast Address
10 CBT Style Multicast Address
11 Anycast Pip Address

The remaining bits are defined differently for different address
famlies, and are defined in the follow ng sections.

4.1 Hierarchical Pip Addressing
The primary purpose of a hierarchical address is to allow better
scaling of routing information, though Pip also uses the "path"

information latent in hierarchical addresses for naking provider
selection (policy routing) decisions.
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The Pip Header encodes addresses as a series of separate nunbers, one
nunber for each level of hierarchy. This can be contrasted to

tradi tional packet encodings of addresses, which places the entire
address into one field. Because of Pip's encoding, it is not
necessary to specify a format for a Pip Address as it is wth
traditional addresses (for instance, the SIP address is fornmatted
such that the first so-many bits are the country/metro code, the next
so-many bits are the site/subscriber, and so on). Pip’s encoding
also elinmnates the "cornering in" effect of running out of space in
one part of the hierarchy even though there is plenty of roomin
another. No "field sizing" decisions need be nmade at all with Pip
Addresses. This nmakes address assignnent easier and nore flexible
than with traditional addresses

Pip Addresses are carried in DNS as a series of nunbers, usually with
each nunber representing a |ayer of the hierarchy [1], but optionally
with the initial nunmber(s) representing a "route fragnment” (the tai
end of a policy route--a source route whose el enents are providers).
The route fragnents woul d be used, for instance, when the destination
network’s directly attached (Il ocal access) provider is only giving
access to other (long distance) providers, but the inportant

provi der-sel ection policy decision has to do the |ong distance

provi ders.

The RC for (hierarchical) Pip Addresses is defined as:

bits nmeani ng

0,1 Pip Address (= 00)
2,3 | evel

4,5 net al evel

6 exit routing type

The | evel and netal evel subfields are used to indicate what |evel of
the hierarchy the packet is currently at (see section 8). The exit
routing type subfield is used to indicate whether host-driven (hosts
decide exit provider) or router-driven (routers decide exit provider)
exit routing is in effect (see section 8.1).

Each FTIF in the FTIF Chain is 16 bits in length. The | ow order part
of each FTIF in a (hierarchical unicast) Pip Address indicates the
relationship of the FTIF with the next FTIF. The three relators are
Vertical, Horizontal, and Extension. The Vertical and Horizonta
relators indicate if the subsequent FTIF is hierarchically above or
bel ow (Vertical) or hierarchically unrelated (Horizontal). The
Extension relator is used to encode FTIF values | onger than 16 bits.
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FTIF values 0 - 31 are reserved for special purposes. That is, they
cannot be assigned to nornal hierarchical elenents. FTIF value 1 is
defined as a flag to indicate a switch fromthe unicast phase of
packet forwarding to the anycast phase of packet forwarding.

Note that Pip Addresses do not need to be seen by protocol |ayers
above Pip (though |layers above Pip can provide a Pip Address if
desired). Transport and above use the Pip IDto identify the source
and destination of a Pip packet. The Pip layer is able to map the
Pip IDs (and other information received fromthe |ayer above, such as
QS) into Pip Addresses.

The Pip ID can serve as the lowest level of a Pip Address. Wile
this "bends the principal" of separating Pip Addressing from Pip
Identification, it greatly sinplifies dynanic host address
assignnent. The Pip ID also serves as a nulticast ID. Unless
otherwi se stated, the term"Pip Address"” refers to just the part in
the Routing Directive (that is, excludes the Pip ID).

Pi p Addresses are provider-rooted (as opposed to geographical). That
is, the top-level of a Pip Address indicates a network service

provi der (even when the service provided is not Pip). (A
justification of using provider-rooted rather than geographica
addresses is given in [12].)

Thus, the basic formof a Pip address is:
provi der Part, subscri ber Part

where both the providerPart and subscriberPart can have nultiple
| ayers of hierarchy internally.

A subscriber may be attached to nultiple providers. 1In this case, a
host can end up with multiple Pip Addresses by virtue of having
mul ti pl e providerParts:

provi derPart 1, subscri ber Part
provi der Part 2, subscri ber Part
provi der Part 3, subscri ber Part

This applies to the case where the subscriber network spans many
different provider areas, for instance, a global corporate network.
In this case, sone hosts in the global corporate network will have
certain providerParts, and other hosts will have others. The
subscri berPart shoul d be assigned such that routing can successfully
take place without a providerPart in the destination Pip Address of
the Pip Routing Directive (see section 8.2).
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Note that, while there are three providerParts shown, there is only
one subscriberPart. Internal subscriber nunbering should be

i ndependent of the providerPart. |Indeed, with the Pip architecture,
it is possible to address internal packets without including any of
the providerPart of the address.

Top-1evel Pip nunbers can be assigned to subscriber networks as well
as to providers.

privat ePart, subscri ber Part

In this case, however, the top-level nunber (privatePart) woul d not
be advertised globally. The purpose of such an assignnent is to give
a private network "ownership" of a globally unique Pip Address space.
Note that the privatePart is assigned as an extended FTIF (that is,
fromnunbers greater than 2715). Because the privatePart is not
advertised globally, and because internal packets do not need the
prefix (above the subscriberPart), the privatePart actually never
appears in a Pip packet header

Pi p Addresses can be prepended with a route fragnment. That is, one
or nmore Pip nunbers that are all at the top of the hierarchy.

| ongDi st anceProvi der. | ocal AccessProvi der. subscri ber
(top-Ilevel) (top-level) (next level)

This is useful, for instance, when the subscriber’s directly attached
provider is a "local access" provider, and is not advertised
globally. In this case, the "long distance" provider is prepended to
t he address even though the | ocal access provider nunber is enough to
provi de gl obal uni queness.

Note that no coordination is required between the | ong distance and
| ocal access providers to formthis address. The subscriber with a
prefix assigned to it by the | ocal access provider can autononously
formand use this address. It is only necessary that the | ong

di stance provider know how to route to the |ocal access provider

4.1.1 Assignnent of (Hierarchical) Pip Addresses

Adm nistratively, Pip Addresses are assigned as follows [3]. There
is aroot Pip Address assignnent authority. Likely choices for this
are | ANA or 1SOC. The root authority assigns top-level Pip Address
nunbers. (A "Pip Address nunber" is the nunber at a single |evel of
the Pip Address hierarchy. A Pip Address prefix is a series of

conti guous Pip Address nunbers, starting at the top | evel but not
including the entire Pip Address. Thus, the top-level prefix is the
sanme thing as the top-Ilevel nunber.)
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Though by-and-large, and nost inportantly, top-level assignnments are
made to providers, each country is given an assignnment, each existing
address space (such as E. 164, X 121, |IP, etc.) is given an
assignnent, and private networks can be given assignnments. Thus,

exi sting addresses can be grandfathered in. Even if the top-Ieve

Pi p address nunber is an adninistrative rather than topol ogica
assignnent, the routing algorithmstill advertises providers at the
top (provider) level of routing. That is, routing will advertise
enough | evels of hierarchy that providers know how to route to each
ot her.

There nust be sone neans of validating top-level nunber requests from
provi ders (basically, those nunbers |ess than 2715). That is, top-

| evel assignnents nust be made only to true providers. Wile
designing the best way to do this is outside the scope of this
docunent, it seens off hand that a reasonabl e approach is to charge
for the top-level prefixes. The charge should be enough to

di scourage non-serious requests for prefixes, but not so nuch that it
becones an inhibitor to entry in the market. The charge ni ght
include a yearly "rent", and top-level prefixes could be reclained
when they are no longer used by the provider. Any profit nmade from
this activity could be used to support the overall role of nunber
assignnent. Since roughly 32,000 top-|evel assignnents can be nade
before having to increase the FTIF size in the Pip header from 16
bits to 32 bits, it is envisioned that top-level prefixes will not be
viewed as a scarce resource

After a provider obtains a top-level prefix, it beconmes an assignnent
authority with respect to that particular prefix. The provider has
conpl ete control over assignnents at the next |evel down (the |eve
bel ow the top-level). The provider nay either assign top-level mnus
one prefixes to subscribers, or preferably use that |evel to provide
hierarchy within the provider’s network (for instance, in the case
where the provider has so many subscribers that keeping routing
information on all of themcreates a scaling problem. It is
envi si oned that the subscriber will have conplete control over nunber
assignnents nade at |evels below that of the prefix assigned it by

t he provider.

Assigning top level prefixes directly to providers | eaves the nunber
of top-level assignnents open-ended, resulting in the possibility of
scaling problens at the top level. Wile it is expected that the
nunber of providers will remain relatively snall (say |ess than 10000
globally), this can't be guaranteed. |If there are nore providers
than top-level routing can handle, it is likely that nany of these
providers will be "local access" providers--providers whose role is
to give a subscriber access to nmultiple "long-distance" providers.

In this case, the |local access providers need not appear at the top
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| evel of routing, thus nitigating the scaling problemat that |evel

In the worst case, if there are too many top-Ilevel "long-distance"
providers for top-level routing to handle, a layer of hierarchy above
the top-level can be created. This layer should probably conformto
sonme policy criteria (as opposed to a geographical criteria). For

i nstance, backbones with sinmilar access restrictions or type-of-
service can be hierarchically clustered. Cdustering according to
policy criteria rather than geographical allows the choice of address
to remain an effective policy routing mechanism O course, adding a
| ayer of hierarchy to the top requires that all systens, over tineg,
obtain a new providerPart prefix. Since Pip has automatic prefix
assignnent, and since DNS hides addresses fromusers, this is not a
debi litating problem

4.1.2 Host Addressing

Hosts can have nmultiple Pip Addresses. Since Pip Addresses are
topologically significant, a host has nmultiple Pip Addresses because
it exists in nmultiple places topologically. For instance, a host can
have nultiple Pip addresses because it can be reached via nmultiple
provi ders, or because it has multiple physical interfaces. The
address used to reach the host influences the path to the host.

Locally, Pip Addressing is sinmlar to |P Addressing. That is, Pip
prefixes are assigned to subnetworks (where the term subnetwork here
is neant in the OSI sense. That is, it denotes a network operating
at a lower layer than the Pip layer, for instance, a LAN). Thus, it
is not necessary to advertise individual hosts in routing updates--
routers only need to advertise and store routes to subnetworks.

Unli ke | P, however, a single subnetwork can have nmultiple prefixes.
(Strictly speaking, in IP a single subnetwork can have multiple
prefixes, but a host may not be able to recognize that it can reach
anot her host on the sane subnetwork but with a different prefix

wi t hout going through a router.)

There are two styles of local Pip Addressing--one where the Pip
Address denotes the host, and another where the Pip Address denotes
only the destination subnetwork. The latter style is called ID
tailed Pip Addressing. Wth ID-tailed Pip Addresses, the Pip IDis
used by the last router to forward the packet to the host. It is
expected that ID-tailed Pip Addressing is the nost comon, because it
greatly eases address admi ni stration

(Note that the Pip Routing Directive can be used to route a Pip

packet internal to a host. For instance, the RD can be used to
direct a packet to a device in a host, or even a certain nenory
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| ocation. The use of the RD for this purpose is not part of this
near-term Pip architecture. W note, however, that this use of the
RD coul d be locally done wi thout effecting any other Pip systens.)

When a router receives a Pip packet and deternmines that the packet is
destined for a host on one of its’ attached subnetworks (by exam ni ng
the appropriate FTIF), it then exam nes the destination Pip ID (which
isin a fixed position) and forwards based on that. |If it does not
know t he subnetwork address of the host, then it ARPs, using the Pip
I D as the "address" in the ARP query.

4.2 CBT Style Miulticast Addresses
When bits 1 and 0 of the RC defined by RC Contents = 1 are set to 10,

the FTIF and Dest ID indicate CBT (Core Based Tree) style nulticast.
The renmai nder of the bits are defined as foll ows:

bits meani ng

0,1 CBT Multicast (= 10)
2,3 | evel

4,5 nmet al evel

6 exit routing type

7 on-tree bit

8,9 scopi ng

Wth CBT (Core-based Tree) nulticast, there is a single nulticast
tree connecting the nenbers (recipients) of the nulticast group (as
opposed to Class-D style nulticast, where there is a tree per

source). The tree enmanates froma single "core" router. To transmt
to the group, a packet is routed to the core using unicast routing.
Once the packet reaches a router on the tree, it is multicast using a
group ID

Thus, the FTIF Chain for CBT nulticast contains the (Unicast)
Hi erarchical Pip Address of the core router. The Dest ID field
contains the group ID

A Pip CBT packet, then, has two phases of forwarding, a unicast phase
and a nulticast phase. The "on-tree" bit of the RC indicates which
phase the packet is in. Wile in the unicast phase, the on-tree bit
is set to 0, and the packet is forwarded sinmilarly to Pip Addresses.
During this phase, the scoping bits are ignored.
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Once the packet reaches the nmulticast tree, it switches to nulticast
routing by changing the on-tree bit to 1 and using the Dest |ID group
address for forwarding. During this phase, bits 2-6 are ignored.

4.3 Cass D Style Miulticast Addresses
When bits 1 and 0 of the RC defined by RC Contents = 1 are set to 01

the FTIF and Dest IDindicate Class D style multicast. The renai nder
of the RC is defined as:

bits meani ng
0,1 Class D Style Multicast (= 01)
2-5 Scopi ng

By "class D' style nulticast, we nean nulticast using the algorithns
devel oped for use with Class D addresses in |IP (class D addresses are
not used per se). This style of routing uses both source and
destination information to route the packet (source host address and
destination nulticast group).

For Pip, the FTIF Chain holds the source Pip Address, in order of
nost significant hierarchy level first. The reason for putting the
source Pip Address rather than the Source IDin the FTIF Chain is
that use of the source Pip Address allows the nmulticast routing to
t ake advantage of the hierarchical source address, as is being done
with IP. The Dest IDfield holds the nulticast group. The Routing
Context indicates Class-D style multicast. Al routers nust first

| ook at the FTIF Chain and Dest IDfield to route the packet on the
tree.

Bits 2 through 5 of the RC are the scoping bits.
4.4 Anycast Addressing
When bits 1 and 0 of the RC defined by RC Contents = 1 are set to 11

the FTIF and Dest ID indicate Anycast addressing. The renuninder of
the RC is defined as:
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bits meani ng

0,1 Anycast Address (= 11)
2,3 | evel

4,5 nmet al evel

6 exit routing type

7 anycast active

8,9 scopi ng

Wth anycast routing, the packet is unicast, but to the nearest of a
group of destinations. This type of routing is used by Pip for

aut oconfiguration. Oher applications, such as discovery protocols,
may al so use anycast routing.

Li ke CBT, Pip anycast has two phases of operation, in this case the
uni cast phase and the anycast phase. The unicast phase is for the
pur pose of getting the packet into a certain vicinity. The anycast
phase is to forward the packet to the nearest of a group of
destinations in that vicinity.

Thus, the RC has both unicast and anycast information in it. During
t he uni cast phase, the anycast active bit is set to 0, and the packet
is forwarded according to the rules of Pip Addressing. The scoping
bits are ignored.

The switch fromthe unicast phase to the anycast phase is triggered
by the presence of an FTIF of value 1 in the FTIF Chain. Wen this
FTIF is reached, the anycast active bit is set to 1, the scoping bits
take effect, and bits 2 through 6 are ignored. Wen in the anycast
phase, forwarding is based on the Dest ID field.

5. Pip IDs
The Pip IDis 64-bits in length [4].

The basic role of the Pip IDis to identify the source and
destination host of a Pip Packet. (The other role of the Pip IDis
for allowing a router to find the destination host on the destination
subnet wor k. )

This having been said, it is possible for the Pip IDto ultimately
identify sonething in addition to the host. For instance, the Pip ID
could identify a user or a process. For this to work, however, the
Pip ID has to be bound to the host, so that as far as the Pip |ayer
is concerned, the IDis that of the host. Any additional use of the
Pip IDis outside the scope of this Pip architecture.
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The Pip IDis treated as flat. Wen a host receives a Pip packet, it

conpares the destination Pip IDin the Pip header with its’ own. |If
there is a conplete match, then the packet has reached the correct
destination, and is sent to the higher layer protocol. |If there is

not a conplete match, then the packet is discarded, and a PCW
Invalid Address packet is returned to the originator of the packet

[71.

It is sonething of an open issue as to whether or not Pip IDs should
contain significant organizational hierarchy information. Such

i nformati on could be used for inverse DNS | ookups and allowing a Pip
packet to be associated with an organi zation. (Note that the use of
the Pip ID alone for this purpose can be easily spoofed. By cross
checking the Pip IDwth the Pip Address prefix, spoofing is harder-
-as hard as it is with IP--but still easy. Section 14.2 discusses
nmet hods for making spoofing harder still, w thout requiring
encryption.)

However, relying on organizational information in the Pip header
generally conplicates ID assignnent. This conplication has severa
ram fications. |t nmakes host autoconfiguration of hosts harder,
because hosts then have to obtain an assignment from sone dat abase
somewhere (versus creating one locally froman | EEE 802 address, for
instance). It neans that a host has to get a new assignnent if it
changes organi zations. It is not clear what the ram fications of
this might be in the case of a nobile host noving through different
organi zati ons.

Because of these difficulties, the use of flat Pip IDs is currently
favor ed.

Bl ocks of Pip ID nunbers have been reserved for existing nunbering
spaces, such as |IP, |EEE 802, and E.164. Pip ID nunbers have been
assigned for such special purposes such as "any host", "any router"”,
"all hosts on a subnetwork”, "all routers on a subnetwork"”, and so
on. Finally, 32-bit blocks of Pip ID nunbers have been reserved for
each country, according to | SO 3166 country code assi gnments.

6. Use of DNS

The Pip near-termarchitecture uses DNS in roughly the sanme style
that it is currently used. |In particular, the Pip architecture

mai ntai ns the two fundanental DNS characteristics of 1) information
stored in DNS does not change often, and 2) the information returned
by DNS is independent of who requested it.

VWil e the fundanental use of DNS remains roughly the sane, Pip' s use
of DNS differs fromIP s use by degrees. First, Piprelies on DNS to
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hold nore types of information than IP [1]. Second, Pip Addresses in
DNS are expected to change nore often than | P addresses, due to
reassi gnnent of Pip Address prefixes (the providerPart). To stil
al | ow aggressive caching of DNS records in the face of nmore quickly
changi ng addressing, Pip has a mechani smof indicating to hosts when
an address is no longer assigned. This triggers an authoritative
query, which overrides DNS caches. The nechani sm consists of PCWP
Packet Not Delivered nessages that indicate explicitly that the Pip
Address is invalid.

In what follows, we first discuss the informati on contained in DNS
and then discuss authoritative queries.

6.1 Information Held by DNS
The information contained in DNS for the Pip architecture is:
1. The Pip ID
2. Miltiple Pip Addresses
3. The destination’s nobile host address servers.

4. The Public Data Network (PDN) addresses through which the
destination can be reached.

5. The Pip/IP Translators through which the destination (if the
destination is IP-only) can be reached.

6. Information about the providers represented by the destination’s
Pip addresses. This information includes provider nanme, the type
of provider network (such as SMDS, ATM or SIP), and access
restrictions on the provider’s network.

The Pip ID and Addresses are the basic units of information required
for carriage of a Pip packet.

The mobil e host address server tells where to send queries for the
current address of a nobile Pip host. Note that usually the current
address of the nobile host is conveyed by the nobile host itself,
thus a nobile host server query is not usually required.

The PDN address is used by the entry router of a PDNto | earn the PDN
address of the next hop router. The entry router obtains the PDN
address via an option in the Pip packet. |f there are multiple PDNs
associated with a given Pip Address, then there can be multiple PDN
addresses carried in the option. Note that the option is not sent on
every packet, and that only the PDN entry router need exani ne the
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option.

The Pip/IP translator information is used to know how to translate an
| P address into a Pip Address so that the packet can be carried
across the Pip infrastructure. |If the originating host is IP, then
the first IP/Pip translator reached by the I P packet nust query DNS
for this information.

The i nformati on about the destination’s providers is used to help the
"source" (either the source host or a Pip Header Server near the
source host) format an appropriate Pip header with regards to
choosing a Pip Address [14]. The choice of one of nultiple Pip
Addresses is essentially a policy routing choice.

More detail ed descriptions of the use of the information carried in
DNS is contained in the rel evant sections.

6.2 Authoritative Queries in DNS

In general, Pip treats addresses as nore dynanmic entities than does
IP. One exanple of this is how Pip Address prefixes change when a
subscri ber network attaches to a new provider. Pip also carries nore
information in DNS, any of which can change for various reasons.

Thus, the information in DNSis nore dynanic with Pip than with IP

Because of the increased reliance on DNS, there is a danger of
increasing the load on DNS. This would be particularly true if the
means of increasing DNS dynamicity is by shortening the cache

hol ding tinme by decreasing the DNS Time-to-Live (TTL). To counteract
this trend, Pip provides explicit network |layer (Pip |ayer) feedback
on the correctness of address information. This allows Pip hosts to
sel ectively over-ride cached DNS i nformati on by making an

aut horitative query. Through this nechanism we actually hope to

i ncrease the cache holding time of DNS, thus inproving DNS scaling
characteristics overall.

The network | ayer feedback is in the formof a type of PCMP Packet
Not Delivered (PDN) nessage that indicates that the address used is
known to be out-of-date. Routers can be configured with this

i nformation, or it can be provided through the routing al gorithm
(when an address is deconmi ssioned, the routing algorithmcan
indicate that this is the reason that it has become unreachable, as
opposed to becom ng "tenporarily" unreachabl e t hrough equi pnent
failure).

Pip hosts consider destination addresses to be in one of four states:
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1. Unknown, but assumed to be valid.

2. Reachable (and therefore valid).

3. Unreachabl e and known to be invalid.

4. Unreachabl e, but weakly assuned to be valid.

The first state exists before a host has attenpted conmunication with
another host. In this state, the host queries DNS as normal (that
is, does not make an authoritative query).

The second state is reached when a host has successfully comuni cat ed
with another host. Once a host has reached this state, it can stay
init for an arbitrarily long tinme, including after the DNS TTL has
expired. Wen in this state, there is no need to query DNS

A host enters the third state after a failed attenpt at conmunicating
wi th anot her host where the PCMP PND nessage indicates explicitly
that the address is known to be invalid. 1In this case, the host
makes an authoritative query to DNS whether or not the TTL has
expired. It is this case that allows |engthy caching of DNS
information while still allow ng addresses to be reassigned
frequently.

A host enters the fourth state after a failed attenpt at

communi cating with another host, but where the address is not
explicitly known to be invalid. 1In this state, the host weakly
assunes that the address of the destination is still valid, and so
can requery DNS with a nornal (non-authoritative) query.

7. Type-of-Service (TOS) (or |ack thereof)

One year ago it probably woul d have been adequate to define a handfu
(4 or 5) of priority levels to drive a sinple priority FIFO queue.
Wth the advent of real-tine services over the Internet, however,
this is no longer sufficient. Real-tine traffic cannot be handl ed on
the same footing as non-real-tinme. |In particular, real-time traffic
nmust be subject to access control so that excess real-time traffic
does not swanp a link (to the detrinent of other real-tine and non-
real -tine traffic alike).

G ven that a consensus solution to real- and non-real-time traffic

managenment in the internet does not exist, this version of the Pip

near-term architecture does not specify any classes of service (and
rel ated queuei ng mechanisns). It is expected that Pip will define

cl asses of service (primarily for use in the Handling Directive) as
sol uti ons becone avail abl e.
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8.

Routing on (Hierarchical) Pip Addresses

Pip forwarding in a single router is done based on one or a smnal
nunber of FTIFs. What this neans with respect to hierarchical Pip
Addresses is that a Pip router is able to forward a packet based on
exam ning only part of the Pip Address--often a single |evel

One advantage to encoding each level of the Pip Address separately is
that it makes handling of addresses, for instance address assignnent
or managi ng nultiple addresses, easier. Another advantage is address
| ookup speed--the entire address does not have to be examined to
forward a packet (as is necessary, for instance, with traditiona

hi erarchi cal address encoding). The cost of this, however, is
additional conplexity in keeping track of the active hierarchica
level in the Pip header.

Since Pip Addresses allow reuse of nunbers at each | evel of the
hierarchy, it is necessary for a Pip router to know which |evel of
the hierarchy it is acting at when it retrieves an FTIF. This is
done in part with a hierarchy level indicator in the Routing Context
(RC) field. RClevel is nunbered fromthe top of the hierarchy down.
Therefore, the top of the hierarchy is RC level = 0, the next |eve
down is RClevel = 1, and so on.

The RC | evel alone, however, is not adequate to keep track of the
appropriate level in all cases. This is because different parts of
the hierarchy may have different nunbers of |evels, and el enents of
the hierarchy (such as a domain or an area) may exist in multiple
parts of the hierarchy. Thus, a hierarchy el enent can be, say, |eve
3 under one of its parents and | evel 2 under another

To resolve this anbiguity, the topological hierarchy is superinposed
wi th anot her set of levels--netalevels [11]. A netal evel boundary
exi sts wherever a hierarchy elenment has nultiple parents with

di fferent nunbers of levels, or may with reasonabl e probability have
multiple parents with different nunbers of levels in the future.

Thus, a netal evel boundary exists between a subscriber network and
its provider. (Note that in general the netal evel represents a
significant adm nistrative boundary between two | evels of the
topol ogi cal hierarchy. It is because of this adm nistrative boundary
that the child is likely to have nultiple parents.) Lower netal evels
may exist, but usually will not.

The RC, then, contains a |level and a netal evel indicator. The |Ieve

i ndi cates the nunmber of levels fromthe top of the next higher

nmetal evel. The top of the global hierarchy is netalevel 0, Ievel O.
The next | evel down (for instance, the level that provides a | evel of
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hierarchy within a provider) is netalevel 0, level 1. The first
| evel of hierarchy under a provider is netalevel 1, level 0, and so
on.

To determine the RC level and RC netalevel in a transmtted Pip
packet, a host (or Pip Header Server) nust know where the netal evels
are inits own Pip Addresses

The host conpares its source Pip Address with the destination Pip
Address. The highest Pip Address conponent that is different between
the two addresses determnes the level and netalevel. (No levels
hi gher than this |evel need be encoded in the Routing Directive.)

Nei ghbor routers are configured to know if there is a level or
nmet al evel boundary between them so that they can nodify the RC | eve
and RC netalevel in a transmtted packet appropriately.

8.1 Exiting a Private Donain

The near-term Pip Architecture provides two nmethods of exit routing,
that is, routing inter-domain Pip packets froma source host to a
networ k service provider of a private domain [12,15]. 1In the first
met hod, called transit-driven exit routing, the source host |eaves
the choice of provider to the routers. In the second nethod, called
host-driven exit routing, the source host explicitly chooses the
provider. |In either method, it is possible to prevent interna
routers fromhaving to carry external routing information. The exit
routing bit of the RC indicates which type of exit routing is in
effect.

Wth host-driven exit routing, it is possible for the host to choose
a provider through which the destination cannot be reached. In this
case, the host receives the appropriate PCMWP Packet Not Delivered
message, and may either fallback on transit-driven exit routing or
choose a different provider.

When using transit-driven exit routing, there are two nodes of
operation. The first, called destination-oriented, is used when the
routers internal to a domain have external routing informtion, and
the host has only one provider prefix. The second, called provider-
oriented, is used when the routers internal to a donmain do not have
any external routing infornmation or when the host has nultiple
provider prefixes. (Wth IP, this case is called default routing.
In the case of IP, however, default routing does not allow an
intelligent choice of multiple exit points.)

Wth provider-oriented exit routing, the host arbitrarily chooses a
source Pip Address (and therefore, a provider). (Note that if the

Franci s [ Page 23]



RFC 1621 Pip Near-term Architecture May 1994

Pip Header Server is tracking inter-donmain routing, then it chooses
the appropriate provider.) If the host chooses the wong provider
then the border router will redirect the host to the correct provider
with a PCMP Provider Redirect nmessage

8.2 Intra-donmi n NetworKking

Wth intra-domain networking (where both source and destination are
in the private network), there are two scenarios of concern. |In the
first, the destination address shares a providerPart with the source
address, and so the destination is known to be intra-donmain even
before a packet is sent. 1In the second, the destination address does
not share a providerPart with the source address, and so the source
host doesn’t know that the destination is reachable intra-domain.
Note that the first case is the nobst conmmon, because the private
top-1 evel number assignment acts as the conmmon prefix even though it
isn't advertised globally (see section 4.1).

In the first case, the Pip Addresses in the Routing Directive need
not contain the providerPart. Rather, it contains only the address
part bel ow the netal evel boundary. (A Pip Address in an FTIF Chain
al ways starts at a netal evel boundary).

For instance, if the source Pip Address is 1.2.3,4.5.6 and the
destination Pip Address is 1.2.3,4.7.8, then only 4.7.8 need be

i ncluded for the destination address in the Routing Directive. (The
conma "," in the address indicates the netal evel boundary between
provi derPart and subscriberPart.) The netal evel and | evel are set

accordi ngly.

In the second case, it is desirable to use the Pip Header Server to
determine if the destination is intra-domain or inter-domain. The
Pi p Header Server can do this by nmonitoring intra-donmain routing.
(This is done by having the Pip Header Server run the intra-domain
routing algorithm but not advertise any destinations.) Thus, the Pip
Header Server can determine if the providerPart can be elim nated
fromthe address, as described in the | ast paragraph, or cannot and
must conformto the rules of exit routing as described in the

previ ous section.

If the Pip Header Server does not nonitor intra-domain routing,
however, then the followi ng actions occur. In the case of host-
driven exit routing, the packet will be routed to the stated
provider, and an external path will be used to reach an interna
destination. (The noral here is to not use host-driven exit routing
unl ess the Pip Header Server is privy to routing information, both

i nternal and external .)
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In the case of transit-driven exit routing, the packet sent by the
host will eventually reach a router that knows that the destination
is intra-domain. This router will forward the packet towards the
destination, and at the sanme tinme send a PCVWP Reformat Transit Part
message to the host. This nessage tells the host how nuch of the Pip
Address is needed to route the packet.

9. Pip Header Server

Two new conponents of the Pip Architecture are the Pip/IP Transl ator
and the Pip Header Server. The Pip/IP Translator is only used for
transition fromIP to Pip, and otherw se would not be necessary. The
Pi p Header Server, however, is a new architectural conponent.

The purpose of the Pip Header Server is to forma Pip Header. It is
useful to formthe Pip header in a separate box because 1) in the
future (as policy routing matures, for instance), significant anounts
of information may be needed to formthe Pip header--too nuch
information to distribute to all hosts, and 2) it won't be possible
to evolve all hosts at the sane tine, so the existence of a separate
box that can spoon-feed Pip headers to old hosts is necessary. (It
is inpossible to guarantee that no nodification of Pip hosts is
necessary for any potential evolution, but being able to formthe
header in a server, and hand it to an outdated host, is a large step
in the right direction.)

(Note that policy routing architectures commonly if not universally
require the use of some kind of "route server"” for calculating policy
routes. The Pip Header Server is, anong other things, just this
server. Thus, the Pip Header Server does not so nuch result fromthe
fact that Pip itself is nore conplex than IP or other "IPv7"
proposals. Rather, the Pip Header Server reflects the fact that the
Pip Architecture has nore functionality than ROAD architectures
supported by the sinpler proposals.)

W note that for the near-termarchitecture hosts thensel ves will
by-and-| arge have the capability of form ng Pip headers. The
exception to this will be the case where the Pip Header Server w shes
to nonitor inter-donmain routing to enhance provider selection. Thus,
the Pip Header Server role will be largely Iimted to evolution (see
section 16).

9.1 Fornming Pip Headers
Forming a Pip header is nore conplex than fornming an | P header
because there are many nore choices to make. At a m ni mum one of

multiple Pip Addresses (both source and destination) nust be chosen
[14]. In the near future, it will also be necessary to choose a TCS.
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After DNS informati on about the destination has been received, the
the following information is available to the Pip header formation
function.

1. From DNS: The destination’s providers (either directly connected
or nearby enough to justify nmaking a policy decision about), and
the nanes, types, and access restrictions of those providers.

2. Fromthe source host: The application type (and thus, the desired
service), and the user access restriction classes.

3. Fromlocal configuration: The source’s providers, and the nanes,
types, and access restrictions of those providers.

4. Optionally frominter-domain routing: The routes chosen by
inter-domain to all top level providers. (Note that inter-domain
routing in the Pip near-termarchitecture is path-vector
Because of this, the Pip Header Server does not obtain enough
information frominter-domain routing to forma policy route.
When the technology to do this matures, it can be installed into
Pi p Header Servers.)

The inter-domain routing information is optional. If it is used,
then probably a Pip Header Server is necessary, to linmt this
information to a snall nunber of systens.

There nmay al so be arbitrary policy infornmation available to the Pip
header formation function. This architecture does not specify any
such i nformation.

The Pip header formation function then goes through a process of
form ng an ordered list of source/destination Pip Addresses to use.
The ordering is based on know edge of the application service

requi renents, the service provided by the source providers, guesses
or learned information about the service provided by the destination
provi ders or by source/destination provider pairs, and the cost of

usi ng source providers to reach destination providers. It is assuned
that the sophistication of formng the ordered list will grow as
experienced is gained with internet conmercialization and real -tine
servi ces.

The Pip Header formation function then returns the ordered pairs of
source and destination addresses to the source host in the PHP
response nessage, along with an indication of what kind of exit
routing to use with each pair. Any additional information, such as
PDN Address, is also returned. Wth this information, the source
host can now establish comuni cati ons and properly respond to PCWP
messages. Based on information received from PCVMP nessages,
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particularly PCVMP Packet Not Delivered nessages but al so Mobil e Host
messages, the host is able to choose appropriately fromthe ordered
list.

Note that if Pip evolves to the point where the Transit Part of the
Pip header is no longer conpatible with the current Transit Part, and
t he querying host has not been updated to understand the new Transit
Part, then the PHP response nessage contains a bit map of the Transit
Part. The host puts this bit map into the Transit Part of the
transmtted Pip header even though it does not understand the
semantics of the Transit Part. The Host Version field indicates to
the Pip Header Server what kinds of transit parts the host can
under st and.

9.2 Pip Header Protocol (PHP)

The Pip Header Protocol (PHP) is a sinple query/response protoco
used to exchange informati on between the Pip host and the Pip Header
Server [6]. |In the query, the Pip host includes (anbng other things)
the donain name of the destination it wi shes to send Pip packets to.
(Thus, the PHP query serves as a substitute for the DNS query.)

The PHP query al so contains 1) User Access Restriction O asses, 2)
Application Types, and 3) host version. The host version tells the
Pi p Header Server what features are installed in the host. Thus, the
Pi p Header Server is able to deternine if the host can format its own
Pi p header based on DNS information, or whether the Pip Header Server
needs to do it on behalf of the host. 1In the future, the PHP query
will also contain desired TOS (possibly in lieu of Application Type).
(Note that this information could cone fromthe application. Thus,
the application interface to PHP (the equival ent of gethostbynane())
nmust pass this information.)

9.3 Application Interface

In order for a Pip host to generate the information required in the
PHP query, there nust be a way for the application to convey the
information to the PHP software. The host architecture for doing
this is as foll ows.

A local "Pip Header Cient" (the source host analog to the Pip Header
Server) is called by the application (instead of the current

get host bynane()). The application provides the Pip Header dient
with either the destination host donmain name or the destination host
Pip ID and other pertinent information such as user access
restriction class and TOS. The Pip Header Cient, if it doesn't have
the informati on cached locally, queries the Pip Header Server and
receives an answer. (Renenber that the Pip Header Server can be co-
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resident with the host.)

Once the Pip Header Cient has deterni ned what the Pip header(s) are,
it assigns a local handle to the headers, returns the handle to the
application, and configures the Pip packet processing engine with the
handl e and rel ated Pip Headers. The application then issues packets
to the Pip layer (via intervening |layers such as transport) using the
| ocal handl e.

Routing Algorithns in Pip

This section discusses the routing algorithmfor use with
(hierarchical) Pip Addresses

The architecture for operating routing algorithms in Pip reflects the
clean partitioning of routing contexts in the Pip header. Thus,
routing in the Pip architecture is nicely nodul ari zed.

Wthin the H erarchical Pip Address, there are nultiple hierarchica

| evel s. Wierever two routers connect, or two levels interface
(either in a single router or between routers), two decisions nust be
made: 1) what information should be exchanged (that is, what of one
side’s routing table should be propagated to the other side), and 2)
what routing al gorithm should be used to exchange the information?
The first decision is discussed in section 10.1 bel ow (Routing
Information Filtering). The latter decision is discussed here.

Conceptually, and to a large extent in practice, the routing
algorithns at each level are cleanly partitioned. This partitionis
much i ke the partition between "egp" and "igp" level routing in IP
but with Pip it exists at each | evel of the hierarchy.

At the top-level of the Pip Address hierarchy, a path-vector routing
algorithmis used. Path-vector is nore appropriate at the top |eve
than |ink-state because path-vector does not require agreenent

bet ween top-level entities (providers) on nmetrics in order to be

| oop-free. (Agreenent between the providers is likely to result in
better paths, but the Pip Architecture does not assume such
agreenent . )

The top-level path-vector routing algorithmis based on |IDRP, but
enhanced to handl e Pip addresses and Pip idiosyncrasies such as the
Routing Context. At any level belowthe top level, it is a loca
decision as to what routing algorithmtechnology to run. However,
the path-vector routing algorithmis generalized so that it can run
at multiple levels of the Pip Address hierarchy. Thus, a |ower |eve
domai n can choose to take advantage of the path-vector algorithm or
run another, such as a link-state algorithm The nodified version of
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IDRP is called M.PV [10], for Milti-Level Path-Vector (pronounced
"mlpiv").

Normal Iy, information is exchanged between two separate routing
algorithnms by virtue of the two algorithns co-existing in the sane
router. For instance, a border router is likely to participate in an
exchange of routing infornmation with provider routers, and still run
the routing algorithmof the internal routers. |f the two algorithmns
are different routing technol ogies (for instance, link-state versus

di stance-vector) then internal conversion translates information from
one routing algorithmto the formof the other

In sone cases, however, two routing algorithns that exchange
information will exist in different routers, and will have to
exchange information over a link. |If these two algorithnms are

di fferent technol ogies, then they need a conmon neans of exchanging
routing information. While strictly speaking this is a |local matter
MLPV can al so serve as the interface between two disparate routing
algorithnms. Thus, all routers should be able to run MLPV, if for no
other reason than to exchange information with other, perhaps
proprietary, routing protocols.

M.PV is designed to be extendible with regards to the type of routes
that it calculates. It uses the Pip Object paraneter identification
nunber space to identify what type of route is being adverti sed and
calculated [9]. Thus, to add new types of routes (for instance, new
types of service), it is only necessary to configure the routers to
accept the new route type, define nmetrics for that type, and criteria
for preferring one route of that type over another

1 Routing Information Filtering

O course, the main point behind having hierarchical routing is so
that information fromone part of the hierarchy can be reduced when
passed to another. In general, reduction (in the form of
aggregation) takes place when passing infornmation fromthe bottom of
the hierarchy up. However, Pip uses tunneling and exit routing to,

if desired, allow infornmation fromthe top to be reduced when it goes
down.

When two routers becone nei ghbors, they can determnm ne what

hi erarchi cal |evels they have in commobn by conparing Pip Addresses.
For instance, if two neighbor routers have Pip Addresses 1.2.3,4 and
1.2.8,9.14 respectively, then they share levels 0 and 1, and are
different at levels belowthat. (0 is the highest level, 1 is the
next highest, and so on.) As a general rule, these two routers
exchange level 0, level 1, and level 2 routing information, but not
level 3 or lower routing information. |In other words, both routers
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know how to route to all things at the top level (level 0), howto
route to all level 1 things with "1" as the level 0 prefix, and how
to route to all level 2 things with "1.2" as the level 1 prefix.

In the absence of other instructions, two routers will by default
exchange information about all levels fromthe top down to the first
| evel at which they have differing Pip Addresses. |n practice,
however, this default exchange is as likely to be followed as not.
For instance, assune that 1.2.3,4 is a provider router, and
1.2.8,9.14 is a subscriber router. (Note that 1.2.8 is the prefix
gi ven the subscriber by the provider, thus the netal evel boundary

i ndi cated by the comma.) Assune al so that the subscriber network is
using destination-oriented transit-driven exit routing (see section
8.1). Finally, assunme that router 1.2.8,9.14 is the subscriber’s
only entry point into provider 1 (other routers provide entry points
to other providers).

In this case, 1.2.8,9.14 does not need to know about |evel 2 or |leve
1 areas in the provider (that is, it does not need to know about
1.2.4..., 1.2.5..., or 1.3..., 1.4..., and so on). Thus, 1.2.8,9.14
shoul d be configured to inform1.2.3,4 that it does not need level 1
or 2 information.

As anot her exanple, assune still that 1.2.3,4 is a provider and
1.2.8,9.14 is a subscriber. However, assune now that the subscriber
network is using host-driven exit routing. In this case, the

subscri ber does not even need to know about level O information
because all exit routing is directed to the provider of choice, and
having |l evel O information therefore does not influence that choice.

Transition

The transition scheme for Pip has two maj or conponents, 1)
translation, and 2) encapsulation. Translation is required to nmap
the Pip Address into the I P address and vice versa. Encapsulation is
used for one Pip router (or host) to exchange packets w th another
Pip router (or host) by tunneling through internediate |IP routers.

The Pip transition schene is basically a set of techniques that
allows existing IP "stuff" and Pip to coexist, but within the
limtations of |IP address depletion (though not within the
limtations of IP scaling problens). By this | nmean that an | P-only
host can only exchange packets with other hosts in a donmain where |P
numbers are unique. Initially this domain includes all |IP hosts, but
eventually will include only hosts within a private domain. The IP
"stuff" that can exist includes 1) whole I P domains, 2) individual IP
hosts, 3) IP-oriented TCPs, and 4) |IP-oriented applications.
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1 Justification for Pip Transition Schene

Note that all transition to a bigger address require translation. It
cannot be avoided. The major choices one nmust nmake when deci di ng on
a translation scheme are:

1. WIIl we require a contiguous infrastructure consisting of the new
protocol, or will we allow tunneling through whatever remains of
the existing IP infrastructure at any point in tine?

2. WII we allow global connectivity between |IP machines after IP
addresses are no |longer globally unique, or not? (In other words,
will we use a NAT schene or not? [15])

Concer ni ng question nunber 1; while it is desirable to nove as

qui ckly as possible to a contiguous Pip (or SIP or whatever)
infrastructure, especially for purposes of inproved scaling, it is
fantasy to think that the whole infrastructure will cut over to Pip
qui ckly. Furthernore, during the testing stages of Pip, it is highly
desirable to be able to install Pip in any box anywhere, and by
tunneling through IP, create a virtual Pip internet. Thus, it seens
that the only reasonable answer to question nunber 1 is to allow
tunnel i ng.

Concer ni ng question nunber 2; it is highly desirable to avoid using a
NAT schene. A NAT (Network Address Translation) schene is one
whereby any two I P hosts can comuni cate, even though | P addresses
are not globally unique. This is done by dynanically nmappi ng non-

uni que | P addresses into unique ones in order to cross the
infrastructure. NAT schenes have the problens of increased
complexity to maintain the mappi ngs, and of translating | P addresses
that reside within application data structures (such as the PORT
conmand in FTP).

Thi s having been said, it is conceivable that the new protocol wll
not be far enough al ong when | P addresses are no | onger uni que, and
therefore a NAT schene becones necessary. It is possible to enploy a
NAT schene at any tine in the future without naking it part of the

i ntended transition scheme now. Thus, we can plan for a NATI ess
transition now w thout preventing the potential use of NAT if it
becones necessary.

2 Architecture for Pip Transition Scheme

The architecture for Pip Transition is that of a Pip infrastructure
surrounded by I P-only "systenms". The IP-only "systens" surrounding
Pip can be whole I P domains, individual |IP hosts, an old TCP in an
otherwi se Pip host, or an old application running on top of a Pip-
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The Pip infrastructure will initially get its internal connectivity
by tunneling through IP. Thus, any Pip box can be installed
anywhere, and becone part of the Pip infrastructure by configuration
over a "virtual" IP. O course, it is desirable that Pip boxes be
directly connected to other Pip boxes, but very early on this is the
exception rather than the rule.

Two nei ghbor Pip systenms tunneling through IP sinply viewIP as a
"l'ink layer" protocol, and encapsulate Pip over IP just as they would
encapsul ate Pip over any other link |ayer protocol. In particular
the hop-count field of Pip is not copied into the Tine-to-Live field
of IP. There is no automatic configuration of neighbor Pip systens
over | P. Manual configuration (and careful "virtual topology"
engineering) is required. Note that |CMP nessages froma |IP router
in atunnel is not translated into a PCVWP nessage and sent on. |CW
messages are sinked at the translating router at the head of the
tunnel. The information | earned fromsuch | CMP nessages, however,
may be used to determ ne unreachability of the other end of the
tunnel, and may there result in PCMP nessage on | ater packets.

In the remai nder of this section, we do not distinguish between a
virtual Pip infrastructure on IP, and a pure Pip infrastructure.

G ven the nodel of a Pip infrastructure surrounded by IP, there are 5
possi bl e packet paths:

1. IP-1IP

2. IP- Pip- IP
3. IP- Pip

4. Pip - IP

5. Pip- Pip

The first three paths involve packets that originate at |P-only
hosts. In order for an I P host to talk to any other host (IP or

not), the other host must be addressable within the context of the IP
host’s 32-bit I P address. Initially, this "IP-unique" domain will
include all IP hosts. Wen |IP addresses becone no | onger unique, the
| P-uni que domain will include a subset of all hosts. At a mininmum
this subset will include those hosts in the |P-host’s private domain.
However, it makes sense also to arrange for the set of all "public"
hosts, basically anonymous ftp servers and nmail gateways, to be in
this subset. 1In other words, a portion of |IP address space should be
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set aside to remain globally unique, even though other parts of the
address space are being reused.

3 Translation between Pip and | P packets

Paths 2 and 4 involve translation fromPip to IP. This translation
is straightforward, as all the information needed to create the IP
addresses is in the Pip header. |In particular, Pip |IDs have an
encoding that allows themto contain an | P address (again, one that
is unique within an | P-uni que dormain). Wenever a packet path

i nvol ves an I P host on either end, both hosts nust have |P addresses.
Thus, translating fromPip to IPis just a matter of extracting the

| P addresses fromthe Pip IDs and form ng an | P header

Translating froman | P header to a Pip header is nore difficult,
because the 32-bit | P address nust be "translated" into a 64-bit Pip
ID and a Pip Address. There is no algorithmfor making this
translation. A table mapping |IP addresses (or, rather, network
nunbers) to Pip IDs and Pip Addresses is required. Since such a
table nust potentially map every | P address, we choose to use dynanic
di scovery and caching to maintain the table. W choose also to use
DNS as the neans of discovering the mappi ngs.

Thus, DNS contains records that nap |P address to Pip ID and Pip

Address. |In the case where the host represented by the DNS record is
a Pip host (packet path 3), the Pip ID and Pip Address are those of
the host. In the case where the host represented by the DNS record

is an | P-only host (packet paths 2 and 4), the Pip Address is that of
the Pip/IP translating gateway that is used to reach the |IP host.
Thus, an IP-only donain nust at |east be able to return Pip
information in its DNS records (or, the parent DNS donmi n nust be
able to do it on behalf of the child).

Wth paths 2 and 3 (IP-Pip-1P and IP-Pip), the initial translating
gateway (I P to Pip) makes the DNS query. It stores the |IP packet
while waiting for the answer. The query is an inverse address (in-
addr) using the destination |IP address. The translating gateway can
cache the record for an arbitrarily long period, because if the
mappi ng ever becones invalid, a PCVWP Invalid Address nessage fl ushes
the cache entry.

In the case of path 4 (Pip-1P), however, the Pip Address of the
translating gateway is returned directly to the source host--

pi ggybacked on the DNS record that is normally returned. Thus this
schene incurs only a snall increnental cost over the nornal DNS

query.
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4 Transl ating between PCWP and | CWP

The only | CMP/ PCMP nessages that are translated are the Destination
Unr eachabl e, Echo, and PTMJ Exceeded nessages. The portion of the
of fending I P/ Pip header that is attached to the | CMP/ PCVMP nessage is
not transl ated.

5 Translating between IP and Pip Routing Information

It is not necessary to pass IP routing information into the Pip
infrastructure. The mapping of I P address to Pip Address in DNS
allows Pip to find the appropriate gateway to IP in the context of
Pi p addresses only.

It is inmpossible to pass Pip routing information into |IP routers,
since I P routers cannot understand Pip addresses. |P domains nust
therefore use default routing to reach IP/Pip transl ators.

6 Odd TCP and Application Binaries in Pip Hosts

A Pip host can be expected to have an old TCP above it for a long
time to come, and a new (Pip-smart) TCP can be expected to have old
application binaries running over it for a long time to cone. Thus,
we nust have sone way of insuring that the TCP checksumis correctly
calculated in the event that one or both ends is running Pip, and one
or both ends has an old TCP binary. |In addition, we nust arrange to
al l ow applications to interface with TCP using a 32-bit "address"
only, even though those 32 bits get locally translated into Pip

Addr esses and | Ds.

As stated above, in all cases where a Pip host is talking to an |IP-
only host, the Pip host has a 32-bit |IP address. This address is
enbedded in the Pip ID such that it can be identified as an IP
address frominspection of the Pip ID al one.

The TCP pseudo- header is cal cul ated using the Payl oad Length and
Protocol fields, and sone or all of the Source and Dest Pip IDs. In
the case where both Source and Dest Pip IDs are |P-based, only the
32-bit I P address is included in the pseudo-header checksum
calculation. Oherwise, the full 64 bits are used. (Note that using
the full Payl oad Length and Protocol fields does not fail when old
TCP binaries are being used, because the values for those fields nust
be within the 16-bit and 8-bit limts for TCP to correctly operate.)

The reason for only using 32 bits of the Pip IDin the case of both

ends using an I P address is that an old TCP will use only 32 bits of
some nunber to formthe pseudo-header. |If the entire 64 bits of the
Pip ID were used, then there would be cases where no 32-bit nunber
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could be used to insure that the correct checksumis calculated in
all cases.

Note that in the case of an old TCP on top of Pip, "Pip" (actually, a
Pi p daenon) nust create a 32-bit nunber that can both be used to 1)
allow the Pip layer to correctly associate a packet fromthe TCP
layer with the right Pip header, and 2) cause the TCP | ayer to
calculate the right checksum (This nunber is created when the
application initiates a DNS query. A Pip daenon intervenes in this
request, calculates a 32 bit nunber that the application/ TCP can use,
and inforns the Pip layer of the mapping between this 32 bit nunber
and the full Pip header.)

When the destination host is an IP only host, then this 32-bit nunber
is nothing nore than the | P address. Wen the destination host is a
Pip host, then this 32-bit nunber is sone nunber generated by Pip to
"fool"™ the old TCP into generating the right checksum This 32-bit
nunber can nornmally be the sane as the lower 32 bits of the Pip ID
However, it is possible that two or nore active TCP connections is
established to different hosts whose Pip I Ds have the sane | ower 32
bits. In this case, the Pip layer nmust generate a different 32-bit
nunber for each connection, but in such a way that the sum of the two
16-bit conponents of the 32-bit nunbers are the sanme as the sum of
the two 16-bit conponents of the lower 32 bits of the Pip IDs.

In the case where an old Application wants to open a socket using an
| P address handed to it (by the user or hard-coded), and not using a
domain nanme, then it nust be assuned that this IP address is valid
within the I P-unique domain. To forma Pip ID out of this 32-bit
nunber, the host appends the high-order 24 bits of its own Pip ID
plus the | P-address-identifier-byte value, to the 32-bit |IP address.

7 Translating between Pip Capabl e and non-Pip Capabl e DNS Servers

In addition to transitioning "Pip-layer"” packets, it is necessary to
transition DNS from non-Pip capable to Pip capable. During
transition there will be nane servers in DNS that only understand I P
queries and those that understand both Pip and | P queries. This
nmeans there nust be a mechanismfor Pip resolvers to detect whether a
nane server is Pip capable, and vice versa. Al so, a name server, if
it provides recursive service, nust be able to translate Pip requests
to I P requests. (Pip-capable nmeans a nane server understands Pip and
existing IP queries. It does not necessarily nean the name server
uses the Pip protocol to comunicate.)

New resource records have been defined to hold Pip identifiers and
addresses, and other information [1]. These resource records nust be
queried using a new opcode in the DNS query packet header. Existing
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resource records can be queried using both the old and new header
formats. Nanme servers that are not Pip-capable will respond with a
format error to queries with the new opcode. Thus, a resolver can
determ ne dynam cally whet her a nane server is Pip-capable, by
sending it a Pip query and noting the response. This only need be
done once, when querying a server for the "first" tine, and the

out cone can be cached along with the nanme server’s address.

Usi ng a new opcode for making Pip queries also hel ps name servers
determ ne whether a resolver is Pip-capable (it is not always not
obvious fromthe type of query made since nmany queries are comon to
to IP and Pip). Deternining whether a resolver is Pip-capable is
necessary when responding with address infornmation that is not
explicitly requested by the query. An inportant exanple of this is
when a nanme server makes a referral to another name server in a
response: if the request conmes froma Pip resolver, nane server
addresses will be returned as Pip identifier/address resource
records, otherw se the addresses will be returned as |IP A resource
records.

Those servers that are Pip-capable and provide recursive service nust
translate Pip requests to | P requests when querying an | P nane
server. For nost queries, this will just nmean nodifying the opcode
value in the query header to reflect an IP query, rather than a Pip
query. (Mst queries are identical in IP and Pip.) Oher queries,
notably the query for Pip identifier/address information, nust be
translated into its |IP counterpart, nanmely, an IP A query. On
recei pt of an answer froman |IP name server, a Pip nanme server mnust
transl ate the query header and question section back to its original
and format the answer appropriately. Again, for nost queries, this
will be a trivial operation, but responses containing |IP addresses
either as a result of an explicit query or as additional information,
nmust be formatted to appear as a valid Pip response.

Pi p- capabl e name servers that provide recursive nane service should
al so translate I P address requests into Pip identifier/address
requests when querying a Pip-capable nane server. (A host's IP
address can be deduced fromthe host’s Pip identifier.) This enables
a Pi p-capabl e nanme server to cache all relevant addressing

i nformati on about a Pip host in the first address query concerning
the host. Caching partial information is undesirable since the nane
server, using the current DNS caching strategy, would return only the
cached information on a future Pip request, and I P, rather than Pip,
woul d be used to communicate with the destination host.
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One goal of Pip is to nake networks as easy to administer as
possi bl e, especially with regards to hosts. Certain aspects of the
Pip architecture nmake adnministration easier. For instance, the ID
field provides a network |ayer "anchor" around whi ch address changes
can be admini stered.

This section discusses three aspects of autoconfiguration; 1)
domai n-wi de Pip Address prefix assignment, 2) host Pip Address
assignnent, and 3) host Pip ID assignnment.

12.1 Pip Address Prefix Adm nistration

A central prenise behind the use of provider-rooted hierarchica
addresses is that domai n-w de address prefix assignnent and re-
assignnent is straight-forward. This section describes that process.

Pip Address prefix adninistration limts required manual prefix
configuration to DNS and border routers. This is the m ninum

requi red manual configuration possible, because both border routers
and DNS nust be configured with prefix information for other reasons.
DNS nust be configured with prefix information so that it can reply
to address queries. DNS files are structured so that the prefix is
adm nistered in only one place (that is, every host record does not
have to be changed to create a new prefix). Border routers nust be
configured with prefix information in order to advertise exit routes
internally.

Note in particular that no internal (non-border) routers or hosts
need ever be manually configured with any externally derived
addressing information. All internal routers that are expected to
fall under a common provider-prefix nmust, however, be configured with
a "group ID'" taken fromthe Pip ID space. (This group IDis not a
multicast ID per se. Rather, it is an identifier that allows prefix
updates to be targetted to a specific set of routers.)

Each border router is configured with the follow ng information.

1. The type of exit routing for the domain. This tells the border
router whether or not it needs to advertise external routes
internally.

2. The address prefix of the providers that the border is directly
connected to. This prefix information includes any netal evel
boundari es above the subscriber/provider netal evel boundary
(called sinply the subscriber netal evel).
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3. Oher information about the provider (provider nane, type, user
access restriction classes).

4. A list of comon-provider-prefix group IDs that should receive the
aut o-configuration information. (The default is that only systens
that share a group IDwith the border router will receive the
i nformation.)

This information is injected into the intra-domain routing algorithm
It is automatically spread to all routers indicated by the group ID
list. This way, the default behavior is for the information to be
autonmatically constrained to the border router’s "area"

Wien a non-border router receives this information, it 1) records the
route to the providers in its forwarding table, and 2) advertises the
information to hosts in the router discovery protocol [8]. Thus
hosts learn not only their conplete address, but also information on
how to do exit routing and on how to choose source addresses.

2 Host Autoconfiguration
There are three phases of host autoconfiguration

1. The host locally creates a flat unique Pip ID (probably globally
uni que but at |east unique on the attached subnet).

2. The host learns its Pip Addresses.

3. The host optionally obtains a hierarchical, organizationally
meani ngful Pip ID and a domain nane froma Pip | D domain nane
assi gnnent service. This service updates DNS

Itemthree is optional. |If Pip ID and domai n name assi gnnent
services are not installed, then the host nust obtain its domain nane
and, if necessary, Pip ID, fromstatic configuration. Each of the

t hree phases are described bel ow.

2.1 Host Initial Pip ID Creation

When a host boots, it can forman ID based only on local information
If the host has an | EEE 802 nunber, either froman | EEE 802 interface
or froman internal identifier, then it can create a globally unique
Pip IDfromthe IEEE 802 Pip ID type [4]. Oherw se, the host can
create an ID fromthe | EEE 802 space using its subnet (link |ayer)
address. This latter IDis only guaranteed to be locally unique.
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2.2 Host Pip Address Assignnent

Unl ess a host does not wish to use ID-tailed Pip Addresses (see
section 4.1.2), host Pip Address assignnment is trivial. (The near-
termPip Architecture doesn’'t specify a neans for a host to obtain a
non-ID-tailed Pip Address.) Wen a host attaches to a subnet, it

| earns the Pip Address of the attached routers through router

di scovery.

The host sinply adopts these Pip Addresses as its own. The Pip
Address gets a packet to the host’s subnet, and the host’s Pip IDis
used to route across the subnet. Wen the routers advertise new
addresses (for instance, because of a new provider), the host adopts
t he new addr esses.

2.3 Pip ID and Domai n Nane Assi gnment

Once the host has obtained its Pip Addresses and an at-| east-

| ocally-unique Pip ID, it can exchange packets with an | D/ Domai n Nane
(1 D)DN) assignment service. |f the host locally created a globally
unique Pip ID (using an | EEE 802 nunber), and the organization it

bel ongs to does not use organizationally structured Pip IDs (which
should normally be the case) then it only needs to obtain a domain
nane. The | D/ DN assignnent service is reachable at a well-known
anycast address [4]. Thus, the host is able to start exchangi ng
packets with the | D/DN assignnment service w thout any additiona
configuration.

If there is no | D)DN assignment service avail able, then the host nust
obtain it’s organizational ID or DNS nane in a non-automatic way. |If
the I D) DN assignnent service is down, the host nust tenporarily
suffice with just a Pip I D and Address. The host can periodically
try to reach the | D/DN assignnent service

The 1D/ DN assi gnnent service nust coordinate with DNS. Wen the

| O DN assi gnnent service creates a new I D or donain name to assign to
a new host, it nust know which |IDs and domai n names are avail able for
assignnent. It rmust also update DNS with the new i nformation.

The design of this service is left for further study.
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Pip Control Message Protocol (PCWVP)

The Pip analog to ICMP is PCMP [7]. The near-term Pip architecture
defines the foll owi ng PCMP nessages:

1. Local Redirect

2. Packet Not Delivered
3. Echo

4. Paraneter Problem

5. Router Discovery

6. PMIU Exceeded

7. Provider Redirect

8. Reformat Transit Part
9. Unknown Paranet er

10. Host Mbbility

11. Exit PDN Address

The Local Redirect, Echo, and Paraneter Problem PCMP nessages operate
al rost identically to their |1 CMP counterparts.

The Packet Not Delivered PCVP nessage serves the role of ICM' s
Destination Unreachable. The Packet Not Delivered, has two nmjor
differences. First, it is nore general in that it indicates the

hi erarchy | evel of unreachability (rather than explicit host, subnet,
networ k unreachability as with IP). Second, it indicates when an
address is known to be invalid, thus allowing for nore intelligent
use of DNS (see section 6.2).

The Router Di scovery PCVMP nessage operates as ICVWP's, with the
exception that a host derives its Pip Address fromit.

The PMTU Exceeded nessage operates as ICVP's, with the exception that
the Pip header size of the offending Packet is also given. This

all ows the source host transport to deternine how rmuch snaller the
packet PMIU shoul d be fromthe adverti sed subnet PMIU. Note that if
an occasional option, such as the PDN Address option, needs to be
attached to one of many packets, and that this option makes the
packet |arger than the PMIU, then it is not necessary to nodify the
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MIU coming fromtransport. |Instead, that packet can be fragnented by
the host’s Pip forwarding engine. (Pip specifies
fragment ati on/reassenbly for hosts but not for routers. The
fragmentation information is in a Pip Option.)

The Provider Redirect, Invalid Address, Reformat Transit Part,
Unknown Paraneter, Host Mbility, and Exit PDN Address PCVMP nessages
are new.

The Provider Redirect PCVP nessage is used to informthe source host
of a preferable exit provider to use when provider-rooted, transit-
driven exit routing is used (see section 8.1).

The Invalid Address PCVWP nmessage is used to informthe source host
that none of the IDs of the destination host match that of the Pip
packet. The purpose of this nmessage is to allow for authoritative
DNS requests (see section 6.2).

The Reformat Transit Part PCMP nessage has both near-term Pip
architecture functions and evolution functions. Near-term the

Ref ormat Transit Part PCMP nmessage is used to indicate to the source
whet her it has too few or too many | ayers of address in the Routing
Directive (see section 8.2). Long-term the Reformat Transit Part
PCVP nessage is able to arbitrarily nodify the transit part
transmitted by the host, as encoded by a bit string.

The Unknown Paraneter PCVMP nessage is used to informthe source host
that the router does not understand a paraneter in either the
Handling Directive, the Routing Context, or the Transit Options. The
pur pose of this nessage is to assist evolution (see section 16.1).

The Host Mobility PCMP nessage is sent by a host to inform another
host (for instance, the host’s Mbile Address Server) that it has a
new address (see section 14). The main use of this packet is for
host nmobility, though it can be used to manage any address changes,
such as because of a new prefix assignnent.

The Exit PDN Address PCMP nessage is used to nanage the function
wher eby the source host informs the PDN entry router of the PDN
Address of the exit PDN system (see section 15).

When a router needs to send a PCMP nessage, it sends it to the source
Pip Address. If the Pip header is in a tunnel, then the PCVWP nessage
is sent to the router that is the source of the tunnel. Depending on
the situation, this may result in another PCMP nessage fromthe
source of the tunnel to the true source (for instance, if the source
of the tunnel finds that the dest of the tunnel can’'t be reached, it
may send a Packet Not Delivered to the source host).
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Host Mbbility

Dependi ng on how security conscience a host is, and what security
mechani sms a host has available, nobility can come fromPip "for
free". If a host is willing to accept a packet by just |ooking at
source and destination Pip ID, and if the host sinply records the
source Pip Address on any packet it receives as the appropriate
return address to the source Pip ID, then nobility cones
automatical ly.

That is, when a nobile host gets a new Pip Address, it sinply puts
that address into the next packet it sends. Wen the other host
receives it, it records the new Pip Address, and starts sending
return packets to that address. The security aspect of this is that
this type of operation leads to an easy way to spoof the (internet
level) identity of a host. That is, absent any other security
mechani sms, any host can wite any Pip IDinto a packet. (Cross-
checking a source Pip ID against the source Pip Address at | east
makes spoofing of this sort as hard as with IP. This is discussed
bel ow. )

The above sinple host nmobility mechani sm does not work in the case
where source and destination hosts obtain new Pip Addresses at the
sanme tinme and the old Pip addresses no | onger work, because neither
is able to send its new address information directly to the other
Furthermore, if a host wi shes to be nore secure about authenticating
the source Pip I D of a packet, then the above nmechani smal so i s not
satisfactory. 1In what follows, the conplete host mobility mechani sm
i s descri bed.

Pip uses the Mbile Host Server and the PCWVP Host Mbility nessage to
manage host nobility;

The Mobile Host Server is a non-nobile host (or router acting as a
host) that keeps track of the active address of a nobile host. The
Pip I D and Address of the Mbile Host Server is configured into the
nobi l e host, and in DNS. Wien a host X obtains information from DNS
about a host Y, the Pip ID and Address of host Y's Mbile Host Server
is anong the information. (Al so anong the information is host Y's
"permanent" address, if host Y has one. |If host Y is so nobile that
it doesn’'t have a permanent address, then no permanent address is
returned by DNS. In particular, note that DNS is not intended to
keep track of a nobile host’s active address.)

G ven the destination host’'s (Y) permanent | D and Address, and the
Mobi | e Host Server’s permanent |Ds and Addresses, the source host (X)
proceedes as follows. X tries to establish conmmunications with Y
usi ng one of the permanent addresses. |If this fails (or if at any
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time X cannot contact Y), X sends a PCMP Mobil e Host nessage to the
Mobi | e Host Server requesting the active address for Y. (Note that X
can determine that it cannot contact Y fromrecei pt of a PCWP

Desti nati on Unreachable or a PCMP Invalid Address nessage.)

The Mobile Host Server responds to X with the active Pip Addresses of
Y. (O course, Y nust informits Mbile Host Server(s) of its active
Pi p Addresses when it knows them This also is done using the PCVWP
Mobi | e Host nmessage. Y also inforns any hosts that it is actively
communi cating with, using either a regular Pip packet or with a PCW
Mobi | e Host nmessage. Thus, usually X does not need to contact the
Mobi | e Host Server to track Y's active address.)

If the address that X already tried is anong those returned by Y,
then the source host has the option of either 1) continuing to try
the sane Pip Address, 2) trying another of Y s Pip Addresses, 3)
wai ting and querying the Mbile Host Server again, or 4) giving up

If the Mobile Host Server indicates that Y has new active Pip
Addresses, then X chooses anobng these in the sane nanner that it
chooses anong nultiple pernmanent Pip Addresses, and tries to contact
Y.

1 PCWP Mobil e Host nessage

There are two types of PCMP Mobil e Host nessages, the query and the
response. The query consists of the Pip ID of the host for which
active Pip Address information is being requested.

The response consists of a Pip ID, a sequence nunber, a set of Pip
Addresses, and a signature field. The set of Pip Addresses includes
all currently usabl e addresses of the host indicated by the Pip ID
Thus, the PCMP Mobil e Host nessage can be used both to indicate a
newl y obtai ned address, and to indicate that a previous address is no
| onger active (by that addresses’ absence in the set).

The sequence nunber indicates which is the nost recent information.
It is needed to deal with the case where an ol der PCMP Mbil e Host
response is received after a newer one.

The signature field is a value that derives fromencrypting the
sequence nunber and the set of Pip Addresses. For now, the
encryption algorithns used, how to obtain keys, and so on are for
further study.
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15.

2 Spoofing Pip IDs

This section discusses host mechani sms for decreasing the probability
of Pip ID spoofing. The nechanisns provided in this version of the
near-term Pip architecture are no nore secure than DNS itself. It is
hoped that nechani sns and the correspondi ng i nfrastructure needed for
better internetwork | ayer security can be installed wth whatever new
| P protocol is chosen.

After a host makes a DNS query, it knows:

1. The destination host’s Pip ID

2. The destination host’s pernanent Pip Addresses, and

3. The destination host’s Mbile Host Server’s Pip I D and Addresses.

Note that the DNS query can be a nornal one (based on donmi n nane) or
an inverse query (based on Pip ID or Pip Address, though the latter
is nore likely to succeed, since the Pip ID nmay be flat and therefore
not suitable for an inverse | ookup). The inverse query is done when
the host did not initiate the packet exchange, and therefore doesn’t
know t he dormai n nanme of the renote (initiating) host.

If the destination host is not nmobile, then the source host can check
the source Pip Address, conpare it with those received fromDNS, and
reject the packet if it does not match. This gives spoof protection
equal to that of IP

If the destination host is nobile and obtains new Pip Addresses, then
the source host can check the validity of the new Pip Address by
sendi ng a PCVP Mobile Host query to the Mbile Host Server | earned
fromDNS. The set of Pip Addresses |earned fromthe Mbile Address
Server is then used for subsequent validation

Public Data Network (PDN) Address Di scovery

One of the problenms with running Pip (or any internet protocol) over
a PDN is that of the PDN entry Pip System discovering the PDN Address
of the appropriate PDN exit Pip System This problemis solved using
ARP in small, broadcast LANs because the broadcast mechanismis
relatively cheap. This solution is not available in the PDN case,
where the nunber of attached systens is very large, and where
broadcast is not available (or is not cheap if it is).

For the case where the donmain of the destination host is attached to
a PDN, the problemis nicely solved by distributing the domain’s exit
PDN Address infornmation in DNS, and then having the source host
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convey the exit PDN Address to the PDN entry router in a Pip option.

The DNS of the destination host’s domain contains the PDN Addresses
for the domain. Wen DNS returns a record for the destination host,
the record associates zero or nore PDN Addresses with each Pip
Address. There can be nore than one PDN address associated with a
given PDN, and there can be nore than on PDN associated with a given
Pip Address. This latter case occurs when nore than one hierarchica
component of the Pip Address each represents a separate PDN. It is
expected that in alnost all cases, there will be only one (or none)
PDN associated with any Pip address.

(Note that, while the returned DNS record associ ates the PDN
Addresses with a single Pip Address, in general the PDN Address wil|l
apply to a set of Pip Addresses--those for all hosts in the domain.
The DNS files are structured to reflect this grouping in the sane way
that a single Pip Address prefix in DNS applies to many hosts.
Therefore, every individual host entry in the DNS files does not need
to have separate PDN Addresses typed in with it. This sinplifies
configuration of DNS.)

When the source host sends the first packet to a given destination
host, it attaches the PDN Addresses, one per PDN, to the packet in an
option. (Note that, because of the way that options are processed in
Pi p packets, no router other than the entry PDN router need | ook at
the option.) Wen the entry router receives this packet, it
determines that it is the entry router based on the result of the
FTI F Chai n | ookup

It retrieves the PDN Address fromthe option, and caches it |ocally.
The cache entry can later by retrieved using either the destination
Pip IDor the destination Pip Address as the cache index.

The entry router sends the source host a PCMP Exit PDN Address
message indicating that it has cached the information. |If there are
multiple exit PDN Addresses, then the source host can at this tinme
informthe entry PDN router of all the PDN addresses. The entry PDN
router can either choose fromthese to setup a connection, or cache
themto recover fromthe case where the existing connection breaks.

Finally, the entry PDN router delivers the Pip packet (perhaps by
setting up a connection) to the PDN Address indicated.

When a PDN entry router receives a Pip packet for which it doesn't
know t he exit PDN address (and has no other neans of deternmining it,
such as shortcut routing), it sends a PCMP Exit PDN Address query
message to the originating host. This can happen if, for instance,
routi ng changes and directs the packets to a new PDN entry router
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When the source host receives the PCMP Exit PDN Address query
nessage, it transmits the PDN Addresses to the entry PDN router.

1 Notes on Carrying PDN Addresses in NSAPs

The Pip use of PDN Address carriage in the option or PCP Exit PDN
Addr ess nessage solves two significant problens associated with the
anal ogous use of PDN Address-based NSAPs.

First, there is no existing agreenent (standards or otherw se) that
the existence of of a PDN Address in an NSAP address inplies that the
identified host is reachabl e behind the PDN Address. Thus, upon
recei ving such an NSAP, the entry PDN router does not know for sure,
wi t hout explicit configuration information, whether or not the PDN
Address can be used at the lower layer. Solution of this problem
requi res standards body agreement, perhaps be setting aside
additional AFls to nmean "PDN Address with topol ogical significance”

The second, and nore serious, problemis that a PDN Address in an
NSAP does not necessarily scale well. This is best illustrated with
the E. 164 address. E. 164 addresses can be used in many different
net wor k t echnol ogi es--tel ephone network, BISDN, SMDS, Frane Relay,
and other ATM \When a router receives a packet with an E. 164-based
NSAP, the E. 164 address is in the nost significant part of the NSAP
address (that is, contains the highest |evel routing information).
Thus, without a potentially significant anmount of routing table

i nformation, the router does not know which network to send the
packet to. Thus, unless E. 164 addresses are assigned out in blocks
according to provider network, it won't scale well.

A related problemis that of how an entry PDN router knows that the
PDN address is nmeant for the PDN it is attached to or sone other PDN
Wth Pip, there is a one-to-one rel ationship between Pip Address
prefix and PDN, so it is always known. Wth NSAPs, it is not clear
wi thout the potentially large routing tables discussed in the

previ ous paragraph.

Evolution with Pip

The fact that we call this architecture "near-tern inplies that we
expect it to evolve to other architectures. Thus it is inportant

that we have a plan to evolve to these architectures. The Pip near-
termarchitecture includes explicit nechanisns to support evol ution

The key to evolution is being able to evolve any systemat any tinme
wi t hout destroying old functionality. Depending on what the new
functionality is, it my be immediately useful to any systemt hat
installs it, or it nmay not becone useful until a significant nunber
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or even a mpjority of systens install it. None-the-less, it is
necessary to be able to install it piece-w se.

The Pip protocol itself supports evolution through the foll ow ng
mechani snms [ 2] :

1. Tunneling. This allows nore up-to-date routers to tunnel |ess
up-to-date routers, thus allowing for increnental router
evolution. (O course, by virtue of encapsulation, tunneling is
al ways an evol ution option, and indeed tunneling through IP is
used in the Pip transition. However, Pip’'s tunneling encoding is
efficient because it doesn't duplicate header information.)

The only use for Pip tunneling in the Pip near-termarchitecture
is to route packets through the internal routers of a transit
domai n when the internal routers have no external routing
information. It is assunmed that enhancenents to the Pip
Architecture that require tunneling will have their own neans of
i ndi cating when fornming a tunnel is necessary.

2. Host independence fromrouting information. Since a host can
recei ve packets w thout understanding the routing content of the
packet, routers can evolve w thout necessarily requiring hosts to
evol ve at the sane pace.

In order to allow hosts to send Pip packets without understandi ng
the contents of the routing information (in the Transit Part), the
Pip Header Server is able to "spoon-feed" the host the Pip header.

If the Pip Header Server deternmines that the host is able to form
its own Pip header (as will usually be the case with the near-term
Pip architecture), the Pip Header is essentially a null function
It accepts a query fromthe host, passes it on to DNS, and returns
the DNS information to the host.

If the Pip Header Server deternines that the host is not able to
formits own Pip header, then the Pip Header Server forns one on
behal f of the host. |In one node of operation, the Pip Header
Server gives the host the values of sone or all Transit Part
fields, and the host constructs the Transit Part. This allows for
evolution within the framework of the current Transit Part. In
anot her node, the Pip Header Server gives the host the Transit

Part as a sinple bit field. This allows for evolution outside the
framework of the current Transit Part.

In addition to the Pip Header Server being able to spoon-feed the

host a Transit Part, routers are also able to spoon-feed hosts a
Transit Part, in case the original Transit Part needs to be
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nodi fi ed, using the PCVP Reformat Transit Part nessage.

Separation of handling fromrouting. This allows one aspect to
evol ve i ndependently of the other.

Fl exi bl e Handling Directive, Routing Context, and Options
definition. This allows new handling, routing, and option types
to be added and defunct ones to be renbved over tine (see section
16.1 bel ow).

Fast and general options processing. Options processing in Pipis
fast, both because not every router need | ook at every option, and
because once a router decides it needs to | ook at an option, it
can find it quickly (does not require a serial search). Thus the
oft-heard argunent that a new option can’t be used because it wll
sl ow down processing in all routers goes away.

Pip Options can be thought of as an extension of the Handling
Directive (HD). The HD is used when the handling type is conmnon,
and can be encoded in a snall space. The option is used otherw se.
It is possible that a future option will influence routing, and thus
the Option will be an extension of the RD as well. The RD, however,
is rich enough that this is unlikely.

Ceneralized Routing Directive. Because the Routing Directive is
so general, it is nore likely that we can evol ve routing and
addressi ng semantics w thout having to redefine the Pip header or
t he forwardi ng nmachinery.

Host version nunber. This nunber tells what Pip functions a host
has, such as which PCWP nessages it can handle, so that routers
can respond appropriately to a Pip packet received froma renote
host. This supports the capability for routers to evol ve ahead of
hosts. (Al Pip hosts will at |east be able to handle all Pip
near-term architecture functions.)

The Host version nunber is also used by the Pip Header Server to
determine the extent to which the Pip Header Server needs to fornat
a header on behal f of the host.

Ceneral i zed Route Types. The IDRP/MPV routing algorithmis
generic with regards to the types of routes it can cal cul ate.

Thus, adding new route types is a matter of configuring routers to
accept the new route type, defining nmetrics for the new route
type, and defining criteria for selecting one route of the new
type over anot her.
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Not e that none of these evolution features of Pip significantly slow
down Pip header processing (as conpared to other internet protocols).

1 Handling Directive (HD) and Routing Context (RC) Evolution

Because the HD and RC are central to handling and routing of a Pip
packet, the evolution of these aspects deserves nore di scussion

Both the HD and the RC fields contain nultiple parameters. (In the
case of the RC, the router treats the RC field as a single nunber,
that is, ignores the fact that the RC is conposed of nultiple
paraneters. This allows for fast forwarding of Pip packets.) These
HD and RC nultiple paraneters nmay be arranged in any fashion (can be
any length, subject to the length of the HD and RC fields thensel ves,
and can fall on arbitrary bit boundaries).

Associated with the HD and RC are "Contents"” fields that indicate
what paraneters are in the HD and RC fields, and where they are.
(The Contents fields are basically version nunbers, except that a
hi gher "version" nunber is not considered to supersede a | ower one.
Typi cal types of paraneters are address famly, TOS val ue, queueing
priority, and so on.)

The Contents field is a single nunber, the value of which indicates
the paraneter set. The napping of Contents field value to paraneter
set is configured nmanually.

The procedure for establishing new HD or RC paraneter sets (or,
erasing old ones) is as follows. Some organi zation defines the new
paraneter set. This may involve defining a new paranmeter. |If it
does, then the new paranmeter is described as a Pip Object. A Pip
bj ect is nothing nore than a nunber space used to unanbi guously
identify a new paraneter type, and a character string that describes
it [9].

Thus, the new paraneter set is described as a list of Pip Objects,
and the bit locations in the HDYRC that each Pip Object occupies.
The organization that defines the paraneter set submits it for an
official Contents field value. (It would be subnmitted to the
standards body that has authority over Pip, currently the IAB.) If
the new parameter set is approved, it is given a Contents val ue, and
that value is published in a well known place (an RFC)

O course, network administrators are free to install or not instal
the new paranmeter set in their hosts and routers. |In the case of a
new RC paraneter set, installation of the new paranmeter set does not
necessarily require any new software, because any Pip routing
protocol, such as IDRP/M.PV, is able to find routes according to the
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new parameter set by appropriate configuration of routers.

In the case of a new HD paraneter set, however, new software is
necessary--to execute the new handling.

For new HD and RC paraneters sets, systens that do not understand the
new paranmeter set can still be configured to execute one of severa
default actions on the new parameter. These default action allow for
sone control over how new functions are introduced into Pip systens.
The default actions are:

1. Ignore the unknown paraneter,

2.  Set unknown paraneter to all 0's,

3. Set unknown paraneter to all 1's,

4, Silently discard packet,

5. Discard packet with PCMP Paraneter Unknown.

Action 1 is used when it doesn’'t much matter if previous systens on a
pat h have acted on the paraneter or not. Actions 2 and 3 are used
when systens shoul d know whet her a previ ous system has not understood
the paraneter. Actions 4 and 5 are used when sonet hi ng bad happens
if not all systenms understand the new paraneter

1.1 Options Evolution

The evolution of Options is very sinmlar to that of the HD and RC
Associated with the Options is an Options Present field that
indicates in a single word which of up to 8 options are present in
the Options Part. There is a Contents field associated with the
Options Present field that indicates which subset of all possible
options the Options Present field refers to. Contents field val ues
are assigned in the sane way as for the HD and RC Contents fields.

The sanme 5 default actions used for the HD and RC al so apply to the

Opti ons.
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Security Considerations
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