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Ext endi ng OSPF to Support Demand Circuits
Status of this Meno

This docunent specifies an Internet standards track protocol for the
Internet conmmunity, and requests discussion and suggestions for

i mprovenents. Please refer to the current edition of the "Internet
O ficial Protocol Standards" (STD 1) for the standardi zati on state
and status of this protocol. Distribution of this neno is unlimted.

Abst r act

This meno defines enhancenents to the OSPF protocol that allow
efficient operation over "demand circuits”". Demand circuits are
networ k segnments whose costs vary with usage; charges can be based
both on connect tinme and on bytes/packets transmtted. Exanples of
demand circuits include ISDN circuits, X 25 SVCs, and dial-up |lines.
The periodic nature of OSPF routing traffic has until now required a
demand circuit’s underlying data-link connection to be constantly
open, resulting in unwanted usage charges. Wth the nodifications
descri bed herein, OSPF Hellos and the refresh of OSPF routing

i nformati on are suppressed on demand circuits, allow ng the
underlying data-1ink connections to be closed when not carrying
application traffic.

Demand circuits and regul ar network segnents (e.d., leased lines) are
all owed to be conbined in any nanner. In other words, there are no
topol ogi cal restrictions on the demand circuit support. However,
whi |l e any OSPF network segnent can be defined as a denmand circuit
only point-to-point networks receive the full benefit. Wen broadcast
and NBMA networks are declared demand circuits, routing update
traffic is reduced but the periodic sending of Hellos is not, which
in effect still requires that the data-link connections remnain
constantly open.

While nmainly intended for use with cost-conscious network |inks such
as | SDN, X. 25 and dial-up, the nodifications in this meno may al so
prove useful over bandwi dth-limited network Iinks such as sl ow speed
| eased |ines and packet radio.

The enhancenents defined in this nmeno are backward-conpatible with

the OSPF specification defined in [1], and with the OSPF extensions
defined in [3] (OSPF NSSA areas), [4] (MOSPF) and [8] (OSPF Point -
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This meno provides functionality simlar to that specified for RIP in
[2], with the main difference being the way the two proposal s handl e

oversubscription (see Sections 4.3 and 7 below). However,

because

OSPF enpl oys link-state routing technol ogy as opposed to RIP' s
D st ance Vector base, the nechani sns used to achi eve the denmand

circuit functionality are quite different.
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Model for demand circuits

In this neno, denmand circuits refer to those network segnents whose
cost depends on either connect tine and/or usage (expressed in terns
of bytes or packets). Exanples include I SDN circuits and X. 25 SVCs.
On these circuits, it is desirable for a routing protocol to send as
little routing traffic as possible. In fact, when there is no change
in network topology it is desirable for a routing protocol to send no
routing traffic at all; this allows the underlying data-link
connection to be closed when not needed for application data traffic.

The nodel used within this meno for the maintenance of denand
circuits is as follows. If there is no data to send (either routing
protocol traffic or application data), the data-link connection
remains closed. As soon as there is data to be sent, an attenpt to
open the data-link connection is nade (e.g., an ISDN or X. 25 call is
pl aced). Wien/if the data-link connection is established, the data is
sent, and the connection stays open until some period of tine el apses
wi thout nore data to send. At this point the data-link connection is
again closed, in order to conserve cost and resources (see Section 1
of [2]).

The "Presunption of Reachability" described in [2] is al so used.

Even though a circuit’s data-link connection may be cl osed at any
particular time, it is assunmed by the routing layer (i.e., OSPF) that
the circuit is available unless other information, such as a

di scouragi ng di agnostic code resulting froman attenpted data-Ilink
connection, is present.

It may be possible that a data-link connection cannot be established
due to resource shortages. For exanple, a router with a single basic
rate |1 SDN i nterface cannot open nore than two sinmultaneous | SDN
data-1ink connections (one for each B channel), and linitations in
interface firmvare and/or switch capacity may limt the nunber of

X. 25 SVCs sinul taneously supported. Wien a router cannot

sinul taneously open all of its circuits’ underlying data-link
connections due to resource linitations, we say that the router is
oversubscribed. In these cases, datagrans to be forwarded out the
(tenporarily unopenabl e) data-link connections are discarded, instead
of being queued. Note also that this tenporary inability to open
data-1ink connections due to oversubscription is NOT reported by the
OSPF routing systemas unreachability; see Section 4.3 for nore

i nformati on.
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Either end of a denmand circuit nay attenpt to open the data-Ilink
connection. Wen both ends attenpt to open the connection

simul taneously, there is the possibility of call collision. Not all
dat a-1inks specify how call collisions are handl ed. Al so, while CSPF
requires that all periodic timers be random zed to avoid

synchroni zation (see Section 4.4 of [1]), if call attenpts are
strictly data-driven there may still be insufficient spacing of cal
attenpts to avoid collisions on sone data-links. For these reasons,
for those data-links without collision detection/avoi dance support,
it is suggested (but not specified herein) that an exponentia
backoff schene for call retries be enployed at the data-link |ayer
Besi des hel ping with call collisions, such a schene could mnimze
charges (if they exist) for failed call attenpts.

As a result of the physical inplenentation of some denmand circuits,
only one end of the circuit may be capabl e of opening the data-link
connection. For exanple, sone async nodens can initiate calls, but
cannot accept inconming calls. In these cases, since connection
initiation in this neno is data-driven, care nust be taken to ensure
that the initiating application party is located at the calling end
of the demand circuit.

Modi fications to all OSPF routers

Whil e nost of the nodifications to support denmand circuits are
isolated to the demand circuit endpoints (see Section 3), there are
changes required of all OSPF routers. These changes are described in
t he subsections bel ow

2.1. The OCSPF Options field

A new bit is added to the OSPF Options field to support the dermand
circuit extensions. This bit is called the "DCGbit". The resulting
format of the Options field is described in Appendix A

A router inplenenting the functionality described in Section 2 of
this meno sets the DC-bit in the Options field of all LSAs that it
originates. This is regardless of the LSAs’ LS type, and al so
regardl ess of whether the router inplenments the nore substantia
nodi fications required of denmand circuit endpoints (see Section
3). Setting the DC-bit in self-originated LSAs tells the rest of
the routing donmain that the router can correctly process DoNot Age
LSAs (see Sections 2.2, 2.3 and 2.5).

There is a single exception to the above rule. A router

i npl ementing Section 2 of this nmenp nay sonetines originate an
"indication-LSA"; these LSAs al ways have the DC-bit clear.

I ndi cation-LSAs are used to convey across area boundaries the
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exi stence of routers incapable of DoNot Age processing; see Section
2.5.1 for details.

.2. The LS age field

The senantics of the LSA's LS age field are changed, allow ng the
high bit of the LS age field to be set. This bit is called

"DoNot Age"; see Appendix C for its fornal definition. LSAs whose
LS age field have the DoNot Age bit set are not aged while they are
held in the link state database, which neans that they do not have
to be refreshed every LSRefreshinterval as is done with all other
OSPF LSAs.

By convention, in the rest of this nmeno we will express LS age
fields having the DoNot Age bit set as "DoNot Age+x", while an LS
age expressed as just "x" is assuned to not have the DoNot Age bit
set. LSAs having DoNot Age set are al so sonetinmes referred to as

" DoNot Age LSAs".

Wien conparing two LSA instances to see which one is nost recent,
the two LSAs’ LS age fields are conpared whenever the LS sequence
nunbers and LS checksunms are found identical (see Section 13.1 of
[1]). Before conparing, the LS age fields nmust have their DoNot Age
bits nmasked off. For exanple, in determning which LSAis nore
recent, LS ages of 1 and DoNot Age+1 are consi dered equival ent; an
LSA flooded with LS age of 1 nay be acknow edged with a Link State
Acknowl edgenent |isting an LS age of DoNot Age+l, or vice versa. In
particul ar, DoNot Age+MaxAge is equival ent to MaxAge; however for
backwar d- conpatibility the MaxAge form shoul d al ways be used when
flushing LSAs fromthe routing donmain (see Section 14.1 of [1]).

Thus, the set of allowable values for the LS age field fall into
the two ranges: 0 through MaxAge and DoNot Age t hrough

DoNot Age+MaxAge. (Previously the LS age field could not exceed
the val ue of MaxAge.) Any LS age field not falling into these two
ranges should be considered to be equal to MaxAge.

Wien an LSA is flooded out an interface, the constant
InfTransDel ay is added to the LSA's LS age field. This happens
even if the DoNotAge bit is set; in this case the LS age field is
not allowed to exceed DoNot Age+MaxAge. If the LS age field reaches
DoNot Age+MaxAge during flooding, the LSAis flushed fromthe
routing donain. This preserves the protection in [1] afforded

agai nst fl oodi ng | oops.

The LS age field is not checksum protected. Errors in a router’s

menory may mni stakenly set an LSA's DoNot Age bit, stopping the
aging of the LSA. However, a router should note that its own
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self-originated LSAs shoul d never have the DoNot Age bit set inits
own database. This neans that in any case the router’s self-
originated LSAs will be refreshed every LSRefreshlnterval. As
this refresh is fl ooded throughout the OSPF routing domain, it
will replace any LSA copies in other routers’ databases whose
DoNot Age bits were m stakenly set.

.3. Renoving stal e DoNot Age LSAs

Because LSAs with the DoNot Age bit set are never aged, they can
stay in the Iink state database even when the originator of the
LSA no longer exists. To ensure that these LSAs are eventually
flushed fromthe routing donain, and that the size of the link
state database doesn’'t grow wi thout bound, routers are required to
flush a DoNot Age LSA if BOTH of the followi ng conditions are net:

(1) The LSA has been in the router’s database for at |east
MaxAge seconds.

(2) The originator of the LSA has been unreachable (according to
the routing cal cul ations specified by Section 16 of [1]) for
at | east MaxAge seconds.

For an exanple, see Tine T8 in the exanple of Section 4.1. Note
that the above functionality is an exception to the general OSPF
rule that a router can only flush (i.e., prematurely age; see
Section 14.1 of [1]) its own self-originated LSAs. The above
functionality pertains only to DoNot Age LSAs. An LSA having

DoNot Age clear still can be prematurely aged only by its
originator; otherwi se, the LSA nust age naturally to MaxAge before
bei ng renoved fromthe routi ng donmain.

An interval as |long as MaxAge has been chosen to avoid any
possibility of thrashing (i.e., flushing an LSA only to have it
reoriginated soon afterwards). Note that by the above rules, a
DoNot Age LSA will be renoved fromthe routing donmain no faster
than if it were being aged naturally (i.e., if DoNot Age were not
set).

A change to the flooding al gorithm

The followi ng change is nade to the OSPF flooding algorithm Wen
a Link State Update Packet is received that contains an LSA

i nstance which is actually less recent than the the router’s
current database copy, the router nust now process the LSA as
follows (nmodifying Step 8 of Section 13 in [1] accordingly):
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o} I f the database copy has LS age equal to MaxAge and LS
sequence nunber equal to MaxSequenceNunber, sinply discard
the received LSA without acknow edging it. (In this case,
the LSA' s sequence nunber is w apping, and the
MaxSequenceNunber LSA nust be completely flushed before any
new LSAs can be introduced). This is identical to the
behavi or specified by Step 8 of Section 13 in [1].

o] O herwi se, send the database copy back to the sending
nei ghbor, encapsulated within a Link State Update Packet. In
so doing, do not put the database copy of the LSA on the
nei ghbor’s link state retransmi ssion list, and do not
acknow edge the received (less recent) LSA instance.

This change is necessary to support flooding over demand circuits.
For exanple, see Time T4 in the exanple of Section 4.2.

However, this change is beneficial when flooding over non-denand
interfaces as well. For this reason, the floodi ng change pertains
to all interfaces, not just interfaces to demand circuits. The
mai n exanpl e i nvol ves MaxAge LSAs. There are tinmes when MaxAge
LSAs stay in a router’s database for extended intervals: 1) when
they are stuck in a retransm ssion queue on a slow link or 2) when
arouter is not properly flushing themfromits database, due to
software bugs. The prol onged existence of these MaxAge LSAs can

i nhibit the flooding of new instances of the LSA. New i nstances
typically start with the initial LS sequence nunber, and are
treated as | ess recent (and hence di scarded) by routers stil
hol di ng MaxAge i nstances. However, with the above change to
flooding, a router with a MaxAge instance will respond back with
the MaxAge instance. This will get back to the LSA s origi nator
which will then pick the next highest LS sequence nunber and
reflood, overwiting the MaxAge i nstance.

This change will be included in future revisions of the base OSPF
specification [1].

.5. Interoperability with unnodified OSPF routers

Unnodi fied OSPF routers will probably treat DoNot Age LSAs as if
they had LS age of MaxAge. At the very worst, this will cause
continual retransni ssions of the DoNot Age LSAs. (An exanpl e
scenario follows. Suppose Routers A and B are connected by a
point-to-point link. Router A inplenments the demand circuit
extensions, Router B does not. Neither one treats their connecting
link as a demand circuit. At sone point in time, Router A receives
from anot her nei ghbor via flooding a DoNot Age LSA. The DoNot Age
LSA is then flooded by Router Ato Router B. Router B, not
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under st andi ng DoNot Age LSAs, treats it as a MaxAge LSA and
acknow edges it as such to Router A Router A receives the
acknow edgnent, but notices that the acknow edgnment is for a
different instance, and so starts retransnmitting the LSA.)

However, to avoid this confusion, DoNotAge LSAs will be allowed in
an OSPF area if and only if, in the area’s |ink state database

all LSAs have the DC-bit set in their Options field (see Section
2.1). Note that it is not required that the LSAs’ Adverti sing
Rout er be reachable; if any LSA is found not having its DG bit set
(regardl ess of reachability), then the router should flush (i.e.
prematurely age; see Section 14.1 of [1]) fromthe area al

DoNot Age LSAs. These LSAs will then be reoriginated at their
sources, this time with DoNot Age clear. Like the change in
Section 2.3, this change is an exception to the general OSPF rule
that a router can only flush its own self-originated LSAs. Both
changes pertain only to DoNot Age LSAs, and in both cases a flushed
LSA's LS age field should be set to MaxAge and not

DoNot Age+MaxAge.

2.5.1. Indicating across area boundaries

AS-external -LSAs are fl ooded throughout the entire OSPF routing
domai n, excepting only OSPF stub areas and NSSAs. For that
reason, if an OSPF router that is incapable of DoNotAge
processing exists in any "regular" area (i.e., an area that is
not a stub nor an NSSA), no AS-external -LSA can have DoNot Age
set. This meno sinplifies that requirenent by broadening it to
the following rule: LSAs in regular OSPF areas are allowed to
have DoNot Age set if and only if every router in the OSPF
domai n (excepting those in stub areas and NSSAs) is capabl e of
DoNot Age processing. The rest of this section describes how the
rule is inplenented.

As described above in Sections 2.1 and 2.5, a router indicates
that it is capable of DoNot Age processing by setting the DC- bit
in the LSAs that it originates. However, there is a problem It
is possible that, in all areas to which Router X directly
attaches, all the routers are capabl e of DoNot Age processing,
yet there is sonme router in a renpote "regular" area that cannot
process DoNot Age LSAs. This information nust then be conveyed
to Router X, so that it does not m stakenly flood/create

DoNot Age LSAs.

The solution is as follows. Area border routers transnit the
exi stence of DoNot Age-i ncapabl e routers across area boundari es,
using "indication-LSAs". Indication-LSAs are type-4-sunmary
LSAs (al so call ed ASBR-sumary-LSAs), listing the area border
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router itself as the described ASBR, with the LSA's cost set to
LSInfinity and the DC-bit clear. Note that indication-LSAs
convey no additional information; in particular, they are used
even if the area border router is not really an AS boundary
router (ASBR).

Taking indication-LSAs into account, the rule as to whether
DoNot Age LSAs are allowed in any particular area is EXACTLY the
same as given previously in Section 2.5, nanely: DoNot Age LSAs
will be allowed in an OSPF area if and only if, in the area’s
link state database, all LSAs have the DC-bit set in their
Options field.

Through origination of indication-LSAs, the existence of

DoNot Age-i ncapabl e routers can be viewed as going from non-
backbone regul ar areas, to the backbone area and fromthere to
all other regular areas. The follow ng two cases sunmarize the
requirenents for an area border router to originate

i ndi cati on- LSAs:

(1) Suppose an area border router (Router X) is connected to
a regul ar non-backbone OSPF area (Area A). Furthernore,
assune that Area A has LSAs with the DC-bit clear, other
than indication-LSAs. Then Router X should originate
i ndi cation-LSAs into all other directly-connected
"regul ar" areas, including the backbone area, keeping
the guidelines of Section 2.5.1.1 in nind.

(2) Suppose an area border router (Router X) is connected to
t he backbone OSPF area (Area 0.0.0.0). Furthernore
assume that the backbone has LSAs with the DC-bit clear
that are either a) not indication-LSAs or b)

i ndi cation-LSAs that have been originated by routers
other than Router X itself. Then Router X should
originate indication-LSAs into all other directly-
connected "regul ar" non-backbone areas, keeping the
gui delines of Section 2.5.1.1 in nind.

2.5.1.1. Limting indication-LSA origination

To limt the nunber of indication-LSAs originated, the

foll owi ng gui delines shoul d be observed by an area border
router (Router X) when originating indication-LSAs. First,

i ndi cation-LSAs are not originated into an Area A when A

al ready has LSAs with DC-bit clear other than indication-
LSAs. Second, if another area border router has originated a
indication-LSA into Area A, and that area border router has
a higher OSPF Router ID than Router X (sane tie-breaker as
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for forwarding address origination; see Section 12.4.5 of
[1]), then Router X should not originate an indication-LSA
into Area A

As an exanpl e, suppose that three regul ar OSPF areas (Areas
A, B and C) are connected by routers X, Y and Z
(respectively) to the backbone area. Furthernore, suppose
that all routers are capable of DoNot Age processing, except
for routers in Areas A and B. Finally, suppose that Router
Z has a higher Router IDthan Y, which in turn has a higher
Router ID than X. In this case, two indication-LSAs will be
generated (if the rules of Section 2.5.1 and the guidelines
of the precedi ng paragraph are followed): Router Y will
originate an indication-LSA into the backbone, and Router Z
will originate an indication-LSA into Area C

Modi fications to demand circuit endpoints

The followi ng subsections detail the nodifications required of the
routers at the endpoints of demand circuits. These consi st of

nodi fications to two main pieces of OSPF: 1) sending and receiving
Hel | o Packets over demand circuits and 2) flooding LSAs over denmand
circuits.

An additional OSPF interface configuration paraneter, ospflfDenmand

is defined to indicate whether an OSPF interface connects to a demand
circuit (see Appendix B). Two routers connecting to a conmon network
segnment need not agree on that segnent’s denand circuit status.
However, to get full benefit of the demand circuit extensions, the
two ends of a point-to-point link nust both agree to treat the link
as a denmand circuit (see Section 3.2).

3.1. Interface State machi ne nodifications

An OSPF point-to-point interface connecting to a demand circuit is
considered to be in state "Point-to-point"” if and only if its
associ ated neighbor is in state "1-Way" or greater; otherw se the
interface is considered to be in state "Down". Hellos are sent out
such an interface when it is in "Down" state, at the reduced
interval of Polllnterval. If the negotiation in Section 3.2.1
succeeds, Hellos will cease to be sent out the interface whenever
t he associ at ed nei ghbor reaches state "Full".

Note that as a result, an "LLDown" event for the point-to-point

demand circuit’s nei ghbor forces both the nei ghbor and the
interface into state "Down" (see Section 3.2.2).
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For OSPF broadcast and NBMA networks that have been configured as
demand circuits, there are no changes to the Interface State
Machi ne.

.2. Sending and Receiving OSPF Hel |l os

The follow ng sections describe the required nodifications to OSPF
Hel | o Packet processing on point-to-point demand circuits.

For OSPF broadcast and NBMA networks that have been configured as
demand circuits, there is no change to the sending and receiving
of Hellos, nor are there any changes to the Nei ghbor State

Machi ne. This is because the proper operation of the Designated
Router election algorithmrequires periodic exchange of Hello
Packet s.

3.2.1. Negotiating Hell o suppression

On point-to-point demand circuits, both endpoints nust agree to
suppress the sending of Hello Packets. To ensure this
agreement, a router sets the DC-bit in OSPF Hell os and Dat abase
Description Packets sent out the demand interface. Receiving
an Hello or a Database Description Packet with the DC-bit set

i ndi cates agreenent. Receiving an Hello with the DC-bit clear
and also listing the router’s Router IDin the body of the
Hel | o message, or a Database Description Packet with the DC- bit
clear (either one indicating bidirectional connectivity)

i ndi cates that the other end refuses to suppress Hellos. In
these latter cases, the router reverts to the normal periodic
sendi ng of Hello Packets out the interface (see Section 9.5 of

(1) .

A demand point-to-point circuit need be configured in only one
of the two endpoints (see Section 4.1). If a router

i npl ementing Sections 2 and 3 of this meno receives an Hello
Packet with the DC-bit set, it should treat the point-to-point
link as a demand circuit, naking the appropriate changes to its
Hel Il o Processing (see Section 3.2.2) and flooding (see Section
3.3).

Even if the above negotiation fails, the router should continue
setting the DC-bit in its Hellos and Database Descriptions (the
nei ghbor will just ignore the bit). The router will then
autonmatically attenpt to renegotiate Hell o suppressi on whenever
the Iink goes down and conmes back up. For exanple, if the

nei ghboring router is rebooted with software that is capable of
operating over demand circuits (i.e., inplenents Sections 2 and
3 of this nmenp), a future negotiation will succeed.
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Al'so, even if the negotiation to suppress Hellos fails, the
floodi ng nodifications described in Section 3.3 are stil
performed over the |ink.

3.2.2. Neighbor state machi ne nodifications

When t he above negotiation succeeds, Hello Packets are sent

over point-to-point denmand circuits only until initial Iink-
stat e database synchroni zation is achieved with the nei ghbor
(i.e., the state of the neighbor connection reaches "Full", as

defined in Section 10.1 of [1]). After this, Hellos are
suppressed and the data-link connection to the neighbor is
assuned available until evidence is received to the contrary.
Wien the router finds that the neighbor is no | onger avail able,
presumably from sonmething |ike a di scouragi ng di agnostic code
contained in a response to a failed call request, the nei ghbor
connection transitions back to "Down" and Hell os are sent
periodically (at Intervals of Polllnterval) in an attenpt to
restart synchronization with the nei ghbor

This requires changes to the OSPF Nei ghbor State Machine (see
Section 10.3 of [1]). The receipt of Hellos fromdenmand circuit
nei ghbors in state "Loading" or "Full" can no | onger be
required. In other words, the InactivityTinmer event defined in
Section 10.2 of [1] has no effect on denmand circuit nei ghbors
in state "Loading" or "Full". An additional clarification is
needed in the Nei ghbor State Machine’s LLDown event. For denand
circuits, this event should be mapped into the "discouraging

di agnostic code" discussed previously in Section 1, and shoul d
not be generated when the data-link connection has been cl osed
simply to save resources. Nor should LLDown be generated if a
data-1ink connection fails due to tenporary |lack of resources.

Fl oodi ng over demand circuits

Fl oodi ng over denand circuits (point-to-point or otherwise) is
nodified if and only if all routers have indicated that they can
process LSAs havi ng DoNot Age set. This is deternined by exam ning
the link state database of the OSPF area containing the denand
circuit. Al LSAs in the database nust have the DC-bit set. |If
one or nore LSAs have the DC-bit clear, flooding over denmand
circuits is unchanged from[1l]. Oherw se, flooding is changed as
fol | ows.

(1) Only truly changed LSAs are fl ooded over denmand circuits.
When a router receives a new LSA instance, it checks first
to see whether the contents have changed. If not, the new
LSA is sinply a periodic refresh and it is not flooded out
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attached demand circuits (it is still flooded out other
interfaces however). This check should be perforned in Step
5b of Section 13 in [1]. Wen conparing an LSA to its
previous instance, the following are all considered to be
changes in contents:

o} The LSA's Options field has changed.

o] One or both of the LSA instances has LS age set to
MaxAge (or DoNot Age+MaxAge) .

o} The length field in the LSA header has changed.

0 The contents of the LSA, excluding the 20-byte Iink
state header, have changed. Note that this excludes
changes in LS Sequence Nunber and LS Checksum

(2) When it has been decided to flood an LSA over a denand
circuit, DoNotAge should be set in the copy of the LSA that
is flooded out the demand interface. (There is one
exception: DoNot Age should not be set if the LSA's LS age is
equal to MaxAge.) Setting DoNot Age will cause the routers on
the other side of the demand circuit to hold the LSAin
their databases indefinitely, renoving the need for periodic
refresh. Note that it is perfectly possible that DoNot Age
will already be set. This sinply indicates that the LSA has
al ready been flooded over demand circuits. In any case, the
flooded copy’s LS age field nmust al so be increnmented by
I nf TransDel ay (see Step 5 of Section 13.3 in [1], and
Section 2.2 of this nenp), as protection against flooding
| oops.

The previ ous paragraph al so pertains to LSAs fl ooded over
demand circuits in response to Link State Requests. It also
pertains to LSAs that are retransmtted over demand
circuits.

Virtual l|ink support

OSPF virtual links are essentially unnunbered point-to-point |inks
(see Section 15 of [1]). Accordingly, demand circuit support for
virtual links resenbles that described for point-to-point links in

the previous sections. The nain difference is that a router

i mpl ementing Sections 2 and 3 of this meno, and supporting virtua
links, always treats virtual links as if they were denmand
circuits. Otherwise, when a virtual link’s underlying physica
pat h contains one or nore denmand circuits, periodic OSPF protoco
exchanges over the virtual |ink would unnecessarily keep the
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3.5.

underlying denmand circuits open

Demand circuit support on virtual |inks can be sunmarized as
fol | ows:

o} Instead of nodifying the Interface state machine for virtua
links as was done for point-to-point links in Section 3.1,
the Interface state machine for virtual |inks remains
unchanged. A virtual link is considered to be in state

"Point-to-point" if an intra-area path (through the virtua
link’s transit area) exists to the other endpoint. Oherw se
it is considered to be in state "Down". See Section 15 of

[1] for nore details.

o] Virtual links are always treated as demand circuits. In
particul ar, over virtual links a router always negotiates to
suppress the sending of Hellos. See Sections 3.2.1 and 3.2.2
for details.

o] In the demand circuit support over virtual links, there is
no "di scouragi ng diagnostic code" as described in Section 1.
I nstead, the connection is considered to exist if and only
if an intra-area path (through the virtual link’s transit
area) exists to the other endpoint. See Section 15 of [1]
for nore details.

o] Since virtual links are always treated as demand circuits,
floodi ng over virtual |inks always proceeds as in Section
3. 3.

Poi nt-to-Mil tiPoint Interface support

The OSPF Point-to-MiltiPoint interface has recently been devel oped
for use with non-nmesh-connected network segnments. A comon exanpl e
is a Frame Rel ay subnet where PVCs are provisioned between sone
pairs of routers, but not all pairs. In this case the Point-to-

Mul tipoint interface represents the single physical interface to
the Franme relay network, over which multiple point-to-point OSPF
conversations (one on each PVC) are taking place. For nore

i nformati on on the Point-to-MiltiPoint interface, see [8].

Since an OSPF Point-to-MiltiPoint interface essentially consists
of multiple point-to-point |inks, demand circuit support on the
Point-to-Miltipoint interface strongly resenbles demand circuit
support for point-to-point |inks. However, since the Point-to-
Mul ti Point interface requires commnality of its conmponent point-
to-point links' configurations, there are sone differences.
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Demand circuit support on Point-to-Miltipoint interfaces can be
summari zed as fol |l ows:

0 Instead of nodifying the Interface state machi ne for Point-
to-Miltipoint interfaces as was done for point-to-point
links in Section 3.1, the Interface state nmachine for
Point-to-Miltipoint interfaces renai ns unchanged.

o Wen ospflfDemand is set on a Point-to-MiltiPoint interface,
the router tries to negotiate Hell o suppression separately
on each of interface’s conponent point-to-point |inks. This
negoti ati on proceeds as in Section 3.2.1. Negotiation may
fail on sonme conponent point-to-point |inks, and succeed on
others. This is acceptable. On those conponent |inks where
the negotiation fails, Hellos will always be sent;
otherwi se, Hellos will cease to be sent when the Database
Description process conpletes on the conponent |ink (see
Section 3.2.2).

0 Section 3.3 defines the demand circuit flooding behavior for
all OSPF interface types. This includes Point-to-Miltipoint
i nterfaces.

Exanpl es

This section gives three exanpl es of the operation over denand
circuits. The first exanple is probably the nost conmon and certainly
the nost basic. It shows a single point-to-point demand circuit
connecting two routers. The second illustrates what happens when
demand circuits and leased lines are used in parallel. The third
expl ai ns what happens when a router has nultiple denand circuits and
cannot keep themall open (for resource reasons) at the sane tine.

4.1. Exanple 1: Sole connectivity through demand circuits

Figure 1 shows a sanple internetwork with a single demand circuit
provi ding connectivity to the LAN containing Host H2. Assune that
all three routers (RTA, RTB and RTC) have inplenented the
functionality in Section 2 of this meno, and thus will be setting
the DC-bit in their LSAs. Furthernore assune that Router RTB has
been configured to treat the link to Router RTC as a denmand
circuit, but Router RTC has not been so configured. Finally assune
that the LAN interface connecting Router RTA to Host Hl is
initially down.

The followi ng sequence of events may then transpire, starting with
Rout er RTB booting and bringing up its link to Router RTC
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Tinme TO: RTB negotiates Hell o suppression

Router RTB will start sending Hellos over the demand circuit
with the DC-bit set in the Hello's Options field. Because
RTC is not configured to treat the link as a denmand circuit,
the first Hello that RTB receives from RTC may not have the
DC-bit set. However, subsequent Hell os and Dat abase
Description Packets received fromRTC will have the DC- bit
set, indicating that the two routers have agreed that the
link will be treated as a denand circuit. The entire
negotiation is pictured in Figure 2. Note that if RTC were
unable or unwilling to suppress Hellos on the link, the
initial Database Description sent from Router RTC to RTB
woul d have the DC-bit clear, forcing Router RTB to revert to
the periodic sending of Hellos specified in Section 9.5 of

[1].
Tinme T1l: Database exchange over demand circuit

The initial synchronization of |ink state databases (the
Dat abase Exchange Process) over the demand circuit then
occurs as over any point-to-point link, with one exception
LSAs included in Link State Updates Packets sent over the

+ + +
| |
-+ |- | RTA ---| |
|HL[---] 4ot | |-~ H2|
+- -+ | | +---+ OoDL +---+ | +- -+
| LAN'Y |---|RTB| ------------- | RTC| - - - |
+ | +---+ +---+ |
+ +

Figure 1: In the exanple of Section 4.1,
a single demand circuit (Il abeled
ODL) bisects an internetwork.
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+-- -+ +-- -+
| RTB| | RTC]
+-- -+ +-- -+
Hello (DC-bit set)
_____________________________________ >
Hello (DC-bit clear)
Qo e e e e e e e e e e e e e e e e e e e e e e e e e e e e mm— =
Hello (DC-bit set, RTC seen)
..................................... >
Dat abase Description (DG bit set)
Ko m e e e e e e e e e e e e e e e e e e e e e m e e e e m e m ==

Fi gure 2: Successful negotiation of Hello
suppr essi on.

demand circuit (in response to Link State Request Packets),
wi || have the DoNot Age bit set in their LS age field. So,
after the Dat abase Exchange Process is finished, all routers
will have 3 LSAs in their link state databases (router-LSAs
for Routers RTA, RTB and RTC), but the LS age fields

bel onging to the LSAs will vary dependi ng on which side of
the demand circuit they were originated from (see Table 1).
For exanple, all routers other than Router RTC have the
DoNot Age bit set in Router RTC s router-LSA; this renoves
the need for Router RTC to refresh its router-LSA over the
demand circuit.

LS age
LSA in RTB in RTC
RTA s Router-LSA 1000 DoNot Age+1001
RTB's Router-LSA 10 DoNot Age+11

RTC s Router-LSA  DoNot Age+11 10

Table 1: After Tine Tl in Section 4.1,
possi ble LS age fields on either
side of the demand circuit

Time T2: Hello traffic ceases
After the Database Exchange Process has conpleted, no Hellos
are sent over the demand circuit. If there is no application

data to be sent over the demand circuit, the circuit will be
idle.
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Tinme T3: Underlying data-1ink connection torn down

After some period of inactivity, the underlying data-link
connection will be torn down (e.g., an |ISDN call would be
cleared) in order to save connect charges. This will be
transparent to the OSPF routing; no LSAs or routing table
entries will change as a result.

Time T4: Router RTA's LSA is refreshed

At sonme point Router RTA will refresh its own router-LSA
(i.e., when the LSA's LS age hits LSRefreshlnterval). This
refresh will be flooded to Router RTB, who will |look at it
and decide NOT to flood it over the demand circuit to Router
RTC, because the LSA's contents have not really changed
(only the LS Sequence Number). At this point, the LS
sequence nunbers that the routers have for RTA's router-LSA
di ffer depending on which side of the demand circuit the
routers lie. Because there is still no application traffic,
t he underlying data-1ink connection renmains di sconnect ed.

Time T5: Router RTA's LAN interface comes up

When Router RTA's LAN interface (connecting to Host HI1)
comes up, RTAwill originate a new router-LSA This router-
LSA WLL be flooded over the demand circuit because its
contents have now changed. The underlying data-Iink
connection will have to be brought up to flood the LSA
After flooding, routers on both sides of the demand circuit
wi |l again agree on the LS Sequence Nunber for RTA's

rout er-LSA.

Time T6: Underlying data-1ink connection is torn down again
Assumi ng that there is still no application traffic
transiting the demand circuit, the underlying data-Ilink
connection will again be torn down after sone period of
i nactivity.

Time T7: File transfer started between Hosts HlL and H2
As soon as application data needs to be sent across the

demand circuit the underlying data-link connection is
br ought back up.
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Tinme T8: Physical |ink becones inoperative

If an indication is received fromthe data-1ink or physica
| ayers indicating that the demand circuit can no | onger be
est abl i shed, Routers RTB and RTC declare their point-to-
point interfaces down, and originate new router-LSAs. Both
routers will attenpt to bring the connection back up by
sending Hellos at the reduced rate of PolllInterval. Note
that while the connection is inoperative, Routers RTA and
RTB will continue to have an old router-LSA for RTCin their
link state database, and this LSA will not age out because
it has the DoNot Age bit set. However, according to Section
2.3 they will flush Router RTC s router-LSA if the denmand
circuit remains inoperative for |onger than MaxAge.

4.2. Exanple 2: Denmand and non-demand circuits in parallel

This exanpl e denonstrates the denand circuit functionality when
bot h denmand circuits and non-denmand circuits (e.g., |eased |ines)
are used to interconnect regions of an internetwork. Such an
internetwork is shown in Figure 3. Host Hl can communicate with
Host H2 either over the demand |ink between Routers RTB and RTC,
or over the leased |line between Routers RTB and RTD

Because the basic properties of the demand circuit functionality
were presented in the previous exanple, this exanmple will only
address the uni que issues involved when using both demand and
non-demand circuits in parallel

Assunme that Routers RTB and RTY are initially powered off, but
that all other routers and their attached Iinks are both
operational and inplenent the demand circuit nodifications to
OSPF. Throughout the exanple, a TCP connection between Hosts H1
and H2 is transmtting data. Furthernore, assune that the cost of
the demand circuit fromRTB to RTC has been set considerably

hi gher than the cost of the |eased |line between RTB and RTD; for
this reason traffic between Hosts HL and H2 will al ways be sent
over the leased line when it is operational
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The followi ng events may then transpire:
+
+---+
| RTQ) -- | +
+---+ +---+
+ / |--| RTE| --] +--+
+- -+ | / CDL | +---+ |--|H2
| HL| ----] +---+ +-- - +/ | + - -+
4o+ || RTA - | RTB] |
| +---+ +- - - +\ | +
+ \ | +--+
\ | --IRTY| --|
+---+ +---+
| RTD| - - | +
+---+
+
Figure 3: Exanple 2’s internetwork
Vertical lines are LAN segnents. Six routers
are pictured, Routers RTA-RTE and RTY.
RTB has three serial line interfaces, two of

Time TO: Router

which are leased lines and the third (connecting to

RTC) a demand circuit.

Two hosts,

H1 and

H2, are pictured to illustrate the effect of
application traffic.

RTB cones up.

Assume RTB supports the demand circuit OSPF nodifications.

When Router RTB comes up and establishes links to Routers
RTC and RTD, it will flood the sanme information over both.
However, LSAs sent over the denmand circuit (to Router RTC)

wi Il have the DoNot Age bit set, while those sent over the

| eased line to Router RTD will not. Because the DoNot Age bit
is not taken into account when conparing LSA i nstances, the
routers on the right side of RTB (RTC, RTE and RTD) may or
may not have the DoNot Age bit set in their database copies
of RTA's and RTB's router-LSAs. This depends on whether the
LSAs sent over the demand link reach the routers before

t hose sent over the leased line. One possibility is pictured
in Table 2.
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LS age
LSA in RTC in RTD in RTE
RTA s Router-LSA  DoNot Age+20 21 21
RTB' s Router-LSA  DoNot Age+5 6 6

Table 2: After Time TO in Exanple 2, LS age
fields on the right side of Router RTB.

LS age
LSA in RTC in RTD in RTE
RTA' s Rout er-LSA 5 6 6
RTB' s Rout er - LSA DoNot Age+5 1785 1785

Table 3: After Time T2 in Exanple 2, LS age
fields on the right side of Router RTB.

Moy

LS age
LSA in RTC in RTD in RTE
RTA's Router-LSA 325 326 326
RTB' s Router-LSA  DoNot Age+5 DoNot Age+6 DoNot Age+6

Table 4: After Time T3 in Exanple 2, LS age
fields on the right side of Router RTB.

LS age
LSA in RTC in RTD in RTE
RTA's Router-LSA  DoNot Age+7 DoNot Age+8 DoNot Age+8
RTB' s Router-LSA  DoNot Age+5 DoNot Age+6 DoNot Age+6

Table 5: After Time T4 in Exanple 2, LS age
fields on the right side of Router RTB.
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Time T1l: Underlying data-link connection is torn down.

Al application traffic is flowing over the |eased |line
connecting Routers RTB and RTD i nstead of the demand
circuit, due to the leased line's | esser OSPF cost. After
sonme period of inactivity, the data-link connection
underlying the demand circuit will be torn down. This does
not affect the OSPF database or the routers’ routing tables

Time T2: Router RTA refreshes its router-LSA.

When Router RTA refreshes its router-LSA (as all routers do
every LSRefreshlinterval), Router RTB floods the refreshed
LSA over the | eased |line but not over the denmand circuit,
because the contents of the LSA have not changed. This new
LSA will not have the DoNot Age bit set, and will replace the
ol d instances (whether or not they have the DoNot Age bit
set) by virtue of its higher LS Sequence nunber. This is
pictured in Table 3.

Time T3: Leased |line becones inoperational

When the | eased |ine becomes inoperational, the data-Ilink
connection underlying the demand circuit will be reopened

in order to flood a new (and changed) router-LSA for RTB and
also to carry the application traffic between Hosts Hl and
H2. After flooding the new LSA, all routers on the right
side of the demand circuit will have DoNot Age set in their
copy of RTB' s router-LSA and DoNot Age clear in their copy of
RTA's router-LSA (see Table 4).

Time T4: In Router RTE, Router RTA' s router-LSA tines out.

Refreshes of Router RTA's router-LSA are not being flooded
over the demand circuit. However, RTA' s router-LSA is aging
in all of the routers to the right of the denand circuit.
For this reason, the router-LSA will eventually be aged out
and refl ooded (by router RTE in our exanple). Because this
aged out LSA constitutes a real change (see Section 3.3), it
is flooded over the demand circuit from Router RTC to RTB.
There are then two possible scenarios. First, the LS
Sequence nunber for RTA's router-LSA may be larger on RTIB' s
side of the demand link. In this case, when router RTB
receives the flushed LSA it will respond by floodi ng back
the nore recent instance (see Section 2.4). If instead the
LS sequence nunbers are the sanme, the flushed LSA will be
flooded all the way back to Router RTA, which will then be
forced to reoriginate the LSA
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In any case, after a snmall period all the routers on the
right side of the demand link will have the DoNot Age bit set
in their copy of RTA's router-LSA (see Table 5). In the
smal | interval between the flushing and waiting for a new
instance of the LSA, there will be a tenporary | oss of
connectivity between Hosts Hl and H2.

Time T5: A non-supporting router joins.

Suppose Router RTY now becones operational, and does not
support the demand circuit OSPF extensions. Router RTY' s
router-LSA then will not have the DC-bit set inits Options
field, and as the router-LSA is fl ooded throughout the
internetwork it flushes all LSAs having the DoNot Age bit set
and causes the floodi ng behavior over the demand circuit to
revert back to the normal flooding behavior defined in [1].
However, although all LSAs will now be fl ooded over the
demand circuit, regardl ess of whether their contents have
really changed, Hellos will still continue to be suppressed
on the demand circuit (see Section 3.2.2).

4.3. Exanple 3: Operation when oversubscri bed

The foll owi ng exanpl e shows the behavior of the denmand circuit
extensions in the presence of oversubscribed interfaces. Note that
t he exanpl e’ s topol ogy excludes the possibility of alternative

pat hs. The conbi nati on of oversubscription and redundant topol ogy
(i.e., alternative paths) poses special problens for the demand
circuit extensions. These problens are discussed later in Section
7.

Figure 4 shows a single Router (RT1) connected via demand circuits
to three other routers (RT2-RT4). Assune that RT1 can only have
two out of three underlying data-link connections open at once.
This may be due to one of the follow ng reasons: Router RT1 may be
using a single Basic Rate ISDN interface (2 B channels) to support
all three denand circuits, or, RT1 may be connected to a data-Ilink
switch (e.g., an X. 25 or Franme relay switch) that is only capable
of so many simul taneous data-1ink connections.

The following events may transpire, starting with Router RT1
com ng up.
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Tinme TO: Router RT1 conmes up.

Router RT1 attenpts to establish neighbor connections and
synchroni ze OSPF databases with routers RT2-RT4. But,

+  +--+
ook || H2
B SR | RT2[ --] +--+
/ +-- -+ |
/ ODL +
+--+ + /
| HL| - - | / +
+-+ | +---+ ODL +--+ +- -+
|- RTL-eme oo | RT3 -] -- | K]
| +---+ +---+ +- -+
| \ +
+ \ ODL
\ + -+
\ t---+ | --| HA
Fommm - | RT4|--] +--+
+-- -+ |
+

Figure 4: Exanple 3’s internetwork.

because it cannot have data-link connections open to all
three at once, it will synchronize with RT2 and RT3, while
Hellos sent to RT4 will be discarded (see Section 1).

Time T1l: Data-link connection to RT2 closed due to inactivity.

Assum ng that no application traffic is being sent to/from
Host H2, the underlying data-link connection to RT2 will
eventual ly close due to inactivity. This will allow RT1 to
finally synchronize with RT4; the next Hello that RT1
attenpts to send to RT4 will cause that data-link connection
to open and synchronization with RT4 will ensue. Note that,
until this time, H4 will have been consi dered unreachabl e by
OSPF routing. However, data traffic would not have been
deliverable to H4 until now in any case.
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Time T2: RT2's LAN interface becones inoperationa

This causes RT2 to reissue its router-LSA. However, it may
be unable to flood it to RT1 if RT1 already has data-link
connections open to RT3 and RT4. Wile the data-link
connection fromRT2 to RT1 cannot be opened due to resource
shortages, the new router-LSA will be continually
retransmtted (and dropped by RT2's ISDN interface; see
Section 1). This neans that the routers RT1, RT3 and RT4
will not detect the unreachability of Host H2 until a data-
I ink connection on RT1 becones avail abl e.

Topol ogy recomendati ons

Because LSAs indicating topol ogy changes are still flooded over
demand circuits, it is still advantageous to design networks so that
the demand circuits are isolated fromas many topol ogy changes as
possible. In OSPF, this is done by encasing the demand circuits
within OSPF stub areas or within NSSAs (see [3]). In both cases, this
i solates the demand circuits fromAS external routing changes, which
in many networks are the nost frequent (see [6]). Stub areas can even
i solate the demand circuits from changes in other OSPF areas.

Al so, considering the interoperation of OSPF routers supporting
demand circuits and those that do not (see Section 2.5), isolated
stub areas or NSSAs can be converted independently to support demand
circuits. In contrast, regular OSPF areas nust all be converted
before the functionality can take effect in any particular regul ar
OSPF ar ea.

Lost functionality

The enhancenents defined in this meno to support demand circuits come
at some cost. Al though we gain an efficient use of demand circuits,
hol di ng them open only when there is actual application data to send,
we | ose the foll ow ng:

Robust ness
In regular OSPF [1], all LSAs are refreshed every
LSRefreshlnterval. This provides protection against routers
losing LSAs from (or LSAs getting corrupted in) their link state
dat abases due to software errors, etc. Over demand circuits
this periodic refresh is renoved, and we depend on routers
correctly holding LSAs narked with DoNot Age in their databases
indefinitely.
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Dat abase Checksum
OSPF suppl i es network nmanagenent vari abl es, nanely
ospf Ext er nLSACKksunSum and ospf AreaLSACksunSumin [7], allowi ng a
net wor k managenent station to verify OSPF dat abase
synchroni zati on anong routers. However, these variables are suns
of the individual LSAs’ LS checksumfields, which are no |onger
guaranteed to be identical across denmand circuits (because the
LS checksum covers the LS Sequence Nunmber, which will in genera
di ffer across demand circuits). This means that these variables
can no longer be used to verify database synchronization in OSPF
net wor ks contai ni ng demand circuits.

Future work: Oversubscription

An internetwork is oversubscribed when not all of its denmand
circuits’ underlying connections can be open at once, due to resource
limtations. These internetworks were addressed in Section 4.3.
However, when all possible sources in the internetwork are active at
once, problens can occur which are not addressed in this neno:

(1) There is a network design problem Does a subset of demand
circuits exist such that a) their data-link connections can be
open sinul taneously and b) they can provide connectivity for al
possi bl e sources? This requires that (at |east) a spanning tree
be fornmed out of established connections. Figure 4 shows an
exanpl e where this is not possible; Hosts Hl through H4 cannot
sinul taneously talk, since Router RT1 is linmted to two
si mul t aneously open denand circuits.

(2) Even if it is possible that a spanning tree can form wll one?
G ven the nodel in Section 1, demand circuits are brought up
when needed for data traffic, and stay established as |long as
data traffic is present. One exanple is shown in Figure 5. Four
routers are interconnected via demand circuits, with each router
being able to establish a circuit to any other. However, we
assune that each router can only have two circuits open at once
(e.g., the routers could be using Basic Rate ISDN). In this
case, one would hope that the data-link connections in Figure 5a
would form But the connections in Figure 5b are equally
Iikely, which | eave Host H2 unable to comuni cate.

One possi bl e approach to this problemwould be for a) the OSPF
dat abase to indicate which demand circuits have actually been
established and b) inplement a distributed spanning tree
construction (see for exanple Chapter 5.2.2 of [9]) when
necessary.
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(3) Even when a spanning tree has been built, will it be used?
Routers inplenenting the functionality described in this meno do
not necessarily know which data-Iink connections are established
at any one tinme. In fact, they view all demand circuits as being
equal Iy avail abl e, whether or not they are currently
established. So for exanple, even when the established
connections formthe pattern in Figure 5a, Router RT1 nmay stil
bel i eve that the best path to Router RT3 is through the direct
demand circuit. However, this circuit cannot be established due
to resource shortages.

+--+ + +  4--+
|HL[ -] 4o-- 0D 4ok || R
R L L | RT2| -] 4o+
| +---+ +---+
+ | \ T +
[
| \ |
|oDL | ODL
| / \oDL |
[
+ | /obL \ | +
+-+ | +---+ +---+ +- -+
| H4| - | -~ | RT4| -~ -~ | RT3| -~ | -- | HB|
+--+ | +---+ ODL +---+ | +- -+
+ +

Fi gure 5: Exanpl e of an oversubscribed
i nt er net wor k
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+-- -+ +-- -+ +-- -+ +-- -+
| RTL[------- | RT2| | RT1| | RT2|
+-- -+ +-- -+ +-- -+ +-- -+
| | |\
| | |\
| | | \
| | | \
| | | \
| | | \
| | | \
+-- -+ +-- -+ +-- -+ +-- -+
| RT4] - - - - - - - | RT3| | RT4] - - - - - - - | RT3|
+-- -+ +-- -+ +-- -+ +-- -+
Fi gure 5a: One possible Fi gure 5b: Another possible
pattern of data-link pattern of data-link
connecti ons connecti ons

On possi bl e approach to this problemis to increase the OSPF cost of
demand circuits that are currently discarding application packets
(i.e., can't be established) due to resource shortages. This may help
the routing find paths that can actually deliver the packets. On the
downside, it would create nore routing traffic. Al so, unwanted
routing oscillations may result when you start varying routing
metrics to reflect dynanmic network conditions; see [10].

8. Unsupported capabilities

The foll owi ng possible capabilities associated with demand circuit
routing have explicitly not been supported by this neno:

o] When t he topol ogy of an OSPF area changes, the changes are
fl ooded over the area’s demand circuits, even if this requires
(re)establishing the demand circuits’ data-1link connections. One
m ght inmagine a routing systemwhere the fl ooding of topol ogy
changes over demand circuits were del ayed until the denand
circuits were (re)opened for application traffic. However, this
capability is unsupported because delaying the flooding in this
manner woul d sonetines inpair the ability to di scover new
net wor k desti nati ons.

o} Refining the previous capability, one might inmagine that the
networ k adni ni strator would be able to configure for each denand
i nterface whether flooding should be i mediate, or whether it
shoul d be delayed until the data-link connection is established
for application traffic. This would allow certain "application-
specific" routing behaviors. For exanple, a demand circuit may
connect a collection of client-based subnets to a collection of
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server-based subnets. If the client end was configured to del ay
flooding, while the server end was configured to flood changes

i mredi ately, then new servers woul d be discovered pronptly while
clients mght not be discovered until they initiate
conversations. However, this capability is unsupported because
of the increased conplexity of (and possibility for error in)
the network configuration.
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A

Moy

Format of the OSPF Options field

The OSPF Options field is present in OSPF Hell o packets, Database
Description packets and all LSAs. The Options field enabl es CSPF
routers to support (or not support) optional capabilities, and to
communi cate their capability level to other OSPF routers. Through
this nechanismrouters of differing capabilities can be mixed w thin
an OSPF routing donain.

The meno defines one of the Option bits: the DC-bit (for Demand
Circuit capability). The DC-bit is set in a router’s self-originated
LSAs if and only if it supports the functionality defined in Section
2 of this menp. Note that this does not necessarily nmean that the
router can be the endpoint of a demand circuit, but only that it can
properly process LSAs having the DoNot Age bit set. In contrast, the
DC-bit is set in Hello Packets and Dat abase Description Packets sent
out an interface if and only if the router wants to treat the
attached point-to-point network as a denmand circuit (see Section
3.2.1).

The addition of the DC-bit makes the current assignment of the OSPF
Options field as fol |l ows:

Figure 5: The OSPF Options field

T-bit
This bit describes TOS-based routing capability, as specified in
[1].

E-bit
This bit describes the way AS-external -LSAs are fl ooded, as
described in [1].

MC- bi t
This bit describes whether IP nmulticast datagrans are forwarded
according to the specifications in [4].

N P- bi t

This bit describes the handling of Type-7 LSAs, as specified in
[3].
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EA-bi t
This bit describes the router’s willingness to receive and
forward External -Attributes-LSAs, as specified in [5].

DC- bi t
This bit describes the handling of demand circuits, as specified
inthis meno. |Its setting in Hellos and Database Description

Packets is described in Sections 3.2.1 and 3.2.2. Its setting in
LSAs is described in Sections 2.1 and 2.5.

B. Configurable Paraneters

This meno defines a single additional configuration parameter for
OSPF interfaces. In addition, the OSPF Interface configuration
paraneter Polllnterval, previously used only on NBMA networks, is now
al so used on point-to-point networks (see Sections 3.1 and 3.2.2).

ospf | f Denmand
I ndi cates whet her the interface connects to a demand circuit.
When set to TRUE, the procedures described in Section 3 of this
meno are followed, in order to send a minimumof routing traffic
over the demand circuit. On point-to-point networks, this allows
the circuit to be closed when not carrying application traffic.
When a broadcast or NBMA interface is configured to connect to a
demand circuit (see Section 1.2 of [1]), the data-link
connections will be kept open constantly due to OSPF Hell o
traffic, but the amount of flooding traffic will still be
greatly reduced.

C. Architectural Constants
This neno defines a single additional OSPF architectural constant.

DoNot Age
Equal to the hexadeci mal val ue 0x8000, which is the high bit of
the 16-bit LS age field in OSPF LSAs. Wen this bit is set in
the LS age field, the LSAis not aged as it is held in the
router’s link state database. This allows the elinination of the
periodic LSA refresh over denmand circuits. See Section 2.2 for
nmore i nformati on on processing the DoNot Age bit.
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Security Considerations

Security issues are not discussed in this nmeno.
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