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Connection-1ess Lightweight X 500 Directory Access Protoco
Status of this Menp

This docunent specifies an Internet standards track protocol for the
Internet conmmunity, and requests discussion and suggestions for

i mprovenents. Please refer to the current edition of the "Internet
O ficial Protocol Standards" (STD 1) for the standardi zati on state
and status of this protocol. Distribution of this neno is unlimted.

X. 500

The protocol described in this docunent is designed to provi de access
to the Directory while not incurring the resource requirenments of the
Directory Access Protocol (DAP) [3]. |In particular, it is ainmed at
avoiding the elapsed time that is associated with connection-oriented
conmmuni cation and it facilitates use of the Directory in a nanner

anal agous to the DNS [5,6]. It is specifically targeted at sinple
| ookup applications that require to read a small nunber of attribute
values froma single entry. It is intended to be a conplenent to DAP

and LDAP [4]. The protocol specification draws heavily on that of
LDAP.

1. Background

The Directory can be used as a repository for many ki nds of
information. The full power of DAP is unnecessary for applications
that require sinple read access to a few attribute val ues.
Applications addressing is a good exanple of this type of use where
an application entity needs to deternmine the Presentation Address
(PA) of a peer entity given that peer’s Application Entity Title
(AET). If the AET is a Directory Nane (DN) then the required result
can be obtained fromthe PA attribute of the Directory entry
identified by the AET. This is very sinmlar to DNS
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Use of DAP to achieve this functionality involves a significant
nurmber of network exchanges:

| #|__  dient_(DUA) DAP Server_(DSA) |
| 1] N-Connect.request -> |
| 2] <- N- Connect . response |
| 3| T-Connect.request -> |
| 4] <- T- Connect . response |
| | S-Connect.request, |
| | P-Connect.request, |
| | A-Associate.request, |
| 5| DAP-BIind.request -> |
| | S- Connect . response, |
| | P- Connect . response, |
| | A- Associ at e. response, |
| 6] <- DAP- Bi nd. r esponse |
| 7| DAP-Read.request -> |
| 8 <- DAP- Read. r esponse |
| | S Rel ease. request, |
| | P-Rel ease. request, |
| | A-Rel ease. request, |
| 9| DAP-Unbi nd. request -> |
| | S- Rel ease. response, |
| | P- Rel ease. response, |
| | A- Rel ease. response, |
| 10| <- DAP- Unbi nd. r esponse |
| | T-Disconnect.request, |
| 11| N-Disconnect.request -> |
| | T- Di sconnect . response, |
| 12] <- N- Di sconnect . response |
(B |
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This is 10 packets before the application can continue, given that it
can probably do so after issuing the T-Di sconnect.request. (Some

m nor variations arise dependi ng upon the class of Network and
Transport service that is being used; for exanple use of TP4 over
CLNS reduces the packet count by two.) LDAP is no better in the case
where the LDAP server uses full DAP to conmunicate with the

Directory:
| _#|___dient LDAP LDAP_server DAP DSA |
| 1] TCP SYN -> |
| 2] <- TCP SYN ACK |
| 3| BindReq -> |
| 4] N- Connect . req -> |
| 5| <- N- Connect . res |
| 6 | T- Connect . req -> |
| 7 | <- T- Connect . res |
| 8| DAP- Bi nd. r eq -> |
| 9 | <- DAP-Bi nd. res |
| 10 | <- Bi ndRes |
| 11 | SearchReq -> |
| 12 | DAP- Sear ch. req -> |
| 13 | <- DAP- Search.res |
| 14 | <- Sear chRes |
| 15| TCP FIN -> |
| 16 | DAP- Unbi nd. r eq -> |
| 17 | <- DAP- Unbi nd.res |
| 18 | N- Di sconnect. req -> |
| 19 | <- N- Di sconnect. res|
| | |
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Here there are 14 packets before the application can continue. Even
if the LDAP server is on the sane host as the DSA (so packet delay is
negligible), or if the DSA supports LDAP directly, then there are
still 6 packets.

| #| Cient LDAP  LDAP server

| __| |
| 1] TCP SYN -> |
| 2] <- TCP SYN ACK
| 3] BindReq -> |
| 4] <- Bi ndRes |
| 5] SearchReq -> |
| _6] <- SearchRes__|

This protocol provides for sinple access to the Directory where the
del ays inherent in the above exchanges are unacceptabl e and where the
additional functionality provided by connection-nbde operation is not
required.

2. Pr ot ocol Mbdel

CLDAP is based directly on LDAP [4] and inherits many of the key
aspects of the LDAP protocol

- - Many protocol data el enents are encoding as ordinary strings
(e.g., Distinguished Nanes).

- - Alightweight BER encoding is used to encode all protocol
el ement s.

It is different to LDAP in that:

- - Protocol elenents are carried directly over UDP or other
connection-1less transport, bypassing nuch of the
session/ presentation overhead and that of connections (LDAP uses
a connection-node transport service).

- - Avrestricted set of operations is avail able.

The definitions of nbst protocol elenents are inherited from LDAP
The general nodel adopted by this protocol is one of clients
perform ng protocol operations against servers. In this nodel, this
is acconplished by a client transmtting a protocol request

describing the operation to be perfornmed to a server, which is then
responsi ble for perform ng the necessary operations on the Directory.
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Upon conpl etion of the necessary operations, the server returns a
response containing any results or errors to the requesting client.

Note that, although servers are required to return responses whenever
such responses are defined in the protocol, there is no requirenent
for synchronous behaviour on the part of either client or server

i mpl enent ati ons: requests and responses for nultiple operations may
be exchanged by client and servers in any order, as long as servers
eventually send a response for every request that requires one.

Al so, because the protocol is inplenented over a connection-|ess
transport service clients nust be prepared for either requests or
responses to be lost. Cdients should use a retry nmechanismwi th
timeouts in order to achieve the desired level of reliability. For
exanple, a client mght send off a request and wait for two seconds.
If noreply is forthcom ng, the request is sent again and the client
waits four seconds. |If there is still no reply, the client sends it
again and waits eight seconds, and so on, until sone maxi nun tine.
Such algorithns are widely used in other datagram based protoco

i mpl enent ations, such as the DNS. It is not appropriate to nandate a
specific algorithmas this will depend upon the requirnents and
operational environnent of individual CLDAP client inplenentations.

It is not required that a client abandon any requests to which no
response has been received and for which a reply is no | onger

requi red (because the request has been tined out), but they nay do
so.

Consi stent with the nodel of servers perform ng protocol operations
on behalf of clients, it is also to be noted that protocol servers
are expected to handle referrals without resorting to the return of
such referrals to the client. This protocol nmakes no provisions for
the return of referrals to clients, as the nodel is one of servers
ensuring the performance of all necessary operations in the
Directory, with only final results or errors being returned by
servers to clients.

Note that this protocol can be mapped to a strict subset of the
Directory abstract service, so it can be cleanly provided by the DAP.

3. Mapping Onto Transport Services
This protocol is designed to run over connection-|less transports,
with all 8 bits in an octet being significant in the data stream

Specifications for two underlying services are defined here, though
others are al so possi bl e.
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3.1. User Datagram Protocol (UDP)
The CLDAPMessage PDUs are mapped directly onto UDP datagrans. Only
one request may be sent in a single datagram Only one response may
be sent in a single datagram Server inplenmentations running over
the UDP shoul d provide a protocol |istener on port 389.

3.2. Connection-less Transport Service (CLTS)
Each LDAPMessage PDU is mapped directly onto T-Unit - Data.

4., E enments of Protocol

CLDAP nessages are defined by the follow ng ASN. 1:

CLDAPMessage ::= SEQUENCE {
messagel D Messagel D
user L DAPDN, -- on request only --
pr ot ocol Op CHA CE {

sear chRequest Sear chRequest ,
sear chResponse SEQUENCE OF

Sear chResponse
abandonRequest AbandonRequest

}

where Messagel D, LDAPDN, SearchRequest, SearchResponse and
AbandonRequest are defined in the LDAP protocol

The "user’ elenent is supplied only on requests (it should be zero
length and is ignored in responses). It nmay be used for |ogging
purposes but it is not required that a CLDAP server inplenentation
apply any particular semantics to this field.

Editorial note:
There has been sone di scussion about the desirability of
aut hentication with CLDAP requests and the addition of the fields
necessary to support this. This might take the formof a clear
text password (which would go against the current 1AB drive to
renove such things fromprotocols) or sonme arbitrary credential s.
Such a field is not included. It is felt that, in general
aut hentication would incur sufficient overhead to negate the
advant ages of the connectionl ess basis of CLDAP. If an
application requires authenticated access to the Directory then
CLDAP is not an appropriate protocol
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Wthin a searchResponse all but the |ast SearchResponse has choice
"entry’ and the | ast SearchResponse has choice '"resultCode’. Wthin
a searchResponse, as an encodi ng optim sation, the value of the

obj ect Name LDAP DN may use a trailing '*’ character to refer to the
baseCbj ect of the correspondi ng searchRequest. For exanple, if the
baseCbject is specified as "o=UofM c=US", then the foll ow ng

obj ect Nanre LDAPDNs in a response woul d have the indicated neani ngs

obj ect Nare returned actual LDAPDN denot ed

o "o=Uof M c=US"
"cn=Babs Jensen, *" "cn=Babs Jensen, o=UofM c=US"

4. 1. Errors

The following error code is added to the LDAPResult.result Code
enuneration of [4]:

resul t sToolLar ge (70),

This error is returned when the LDAPMessage PDU containi ng the
results of an operation are too large to be sent in a single
dat agram

4.2. Exanple

A sinple | ookup can be perforned in 4 packets. This is reduced to 2
if either the DSA inplenents the CLDAP protocol, the CLDAP server has
a cache of the desired results, or the CLDAP server and DSA are co-

| ocated such that there is insignificant delay between them

| _#|___dient CLDAP CLDAP_server DAP DSA |

| 1] SearchReq -> |

| 2] DAP- Sear ch. req -> |

| 3 <- DAP- Sear ch. res|

| 4] <- Sear chRes |

| | |
5. I nplenentati on Considerations

The foll owi ng subsections provide gui dance on the inpl enentation of
clients and servers using the CLDAP protocol.
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5.1. Server |nplenentations

G ven that the goal of this protocol is to mninise the elapsed tine
bet ween making a Directory request and receiving the response, a
server which uses DAP to access the directory should use techni ques
that assist in this.

- - A server should remain bound to the Directory during reasonably
long idle periods or should remai n bound permanently.

- - Cacheing of results is highly desirable but this nust be
tenpered by the need to provide up-to-date results given the
| ack of a cache invalidation protocol in DAP (either inplicit
via timers or explicit) and the |lack of a dontUseCopy service
control in the protocol

O course these issues are irrelevant if the CLDAP protocol is
directly supported by a DSA.

5.2. dient Inplenmentations

For sinple | ookup applications, use of a retry algorithmwth
multiple servers simlar to that cormonly used in DNS stub resol ver
i npl enentations is reconmended. The | ocation of a CLDAP server or
servers may be better specified using | P addresses (sinple or
broadcast) rather than nanmes that nmust first be | ooked up in another
directory such as DNS

6. Security Considerations
This protocol provides no facilities for authentication. It is
expected that servers will bind to the Directory either anonynmously
or using sinple authentication w thout a password.
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