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1. Introduction

A managenent system contains: several (potentially many) nodes, each
with a processing entity, terned an agent, which has access to
managenent instrunentation; at |east one nanagenent station; and, a
managenent protocol, used to convey nanagenent information between
the agents and nmanagenent stations. Operations of the protocol are
carried out under an adninistrative framework which defines

aut henti cation, authorization, access control, and privacy policies.

Managenment stations execute managenent applications which nonitor and
control nmanaged el enents. Managed el enents are devices such as
hosts, routers, terminal servers, etc., which are nonitored and
controlled via access to their nmanagenent infornmation.

It is the purpose of this docunment, An Administrative Infrastructure
for SNWMPv2, to define an adnministrative framework which realizes

ef fective managenent in a variety of configurations and environnents.
The SNWPv2 framework is fully described in [1-6]. This framework is
derived fromthe original Internet-standard Network Managenent
Framewor k (SNWPv1l), which consists of these three docunents:

STD 16, RFC 1155 [7] which defines the Structure of Managenent
Information (SM), the nechanisns used for describing and naning
obj ects for the purpose of nmanagenent.

STD 16, RFC 1212 [8] which defines a nore conci se description
mechani sm which is wholly consistent with the SM.

STD 15, RFC 1157 [9] which defines the Sinple Network Managenent
Protocol (SNWP), the protocol used for network access to nanaged
obj ect s.

For informati on on coexi stence between SNVPvl and SNWPv2, consult
[10].

2. Overview

A managenent domain typically contains a |arge anount of managenent

i nformati on. Each individual item of managenent information is an

i nstance of a managed object type. The definition of a related set
of managed object types is contained in a Managenent |Information Base
(M B) nodule. Many such MB nodul es are defined. For each managed
object type it describes, a MB nodul e defines not only the semantics
and syntax of that managed object type, but also the nethod of

i dentifying an individual instance so that nultiple instances of the
same managed object type can be distingui shed.
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2.1. Contexts

Typically, there are many instances of each managed object type

wi thin a managenment domain. For sinmplicity, the method for

i dentifying instances specified by the M B nodul e does not all ow each
i nstance to be distinguished anongst the set of all instances within
t he managenent donmmin; rather, it allows each instance to be
identified only within some scope or "context", where there are

mul tiple such contexts within the managenent domain. Often, a
context is a physical device, or perhaps, a |ogical device, although
a context can al so encompass mnultiple devices, or a subset of a
singl e device, or even a subset of nultiple devices. Thus, in order
to identify an individual item of managenent information within the
managenment domain, its context nust be identified in addition to its
obj ect type and its instance.

For exanple, the nmanaged object type, ifDescr [11], is defined as the
description of a network interface. To identify the description of
device-X's first network interface, three pieces of information are
needed, e.g., device-X (the context), ifDescr (the nanaged object
type), and "1" (the instance).

Not e that each context has (at |east) one gl obally-unique
identification within the managenent donain. Note also that the sane
i tem of managenent infornmation can exist in nultiple contexts. So,
an item of managenent information can have nultiple globally-unique
identifications, either because it exists in nmultiple contexts,

and/ or because each such context has multiple globally-unique
identifications.

2.2. Authorization: Access Rights and M B Vi ews

For security reasons, it is often valuable to be able to restrict the
access rights of sone nanagenent applications to only a subset of the
managenent information in the managenent domain. To provide this
capability, access to a context is via a "MB view' which details a
specific set of managed object types (and optionally, the specific

i nstances of object types) within that context. For exanple, for a
given context, there will typically always be one MB view which
provi des access to all managenent information in that context, and
often there will be other MB views each of which contains sone
subset of the information. So, by providing access rights to a
managenent application in terns of the particular (subset) MB view
it can access for that context, then the nmanagenent application is
restricted in the desired nmanner

Si nce managed object types (and their instances) are identified via
the tree-like naming structure of SO s OBJECT | DENTIFIERs [12, 1],
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2.

3.

it is convenient to define a MB view as the conbination of a set of
"view subtrees", where each view subtree is a sub-tree within the
managed obj ect nanming tree. Thus, a sinple MB view (e.g., all
managed objects within the Internet Network Management Franmework) can
be defined as a single view sub-tree, while nore conplicated MB
views (e.g., all information relevant to a particular network
interface) can be represented by the union of nultiple view sub-
trees.

Whi |l e any set of managed objects can be described by the union of
some nunber of view subtrees, situations can arise that would require
a very large nunber of view subtrees. This could happen, for

exanpl e, when specifying all colunms in one conceptual row of a MB
tabl e because they woul d appear in separate subtrees, one per column,
each with a very simlar format. Because the formats are sinilar,
the required set of subtrees can easily be aggregated into one
structure. This structure is named a famly of view subtrees after
the set of subtrees that it conceptually represents. A famly of

vi ew subtrees can either be included or excluded froma MB view

In addition to restricting access rights by identifying (sub-)sets of
managenent information, it is also valuable to restrict the requests
al l oned on the managenent information within a particular context.
For exanpl e, one nmanagenent application mght be prohibited from
wite-access to a particular context, while another might be allowed
to performany type of operation

Aut henti cati on and Privacy

The enforcenent of access rights requires the nmeans not only to
identify the entity on whose behalf a request is generated but al so
to authenticate such identification. Another security capability
which is (optionally) provided is the ability to protect the data
within an SNMPv2 operation fromdisclosure (i.e., to encrypt the
data). This is particularly useful when sensitive data (e.g.
passwords, or security keys) are accessed via SNWv2 requests.

Recommendati ons for which algorithns are best for authentication and
privacy are subject to change. Such changes may occur as and when
new research results on the vulnerability of various algorithns are
publi shed, and/or with the prevailing status of export control and
patent issues. Thus, it is valuable to allow these algorithns to be
specified as paraneters, so that new algorithns can be acconmpdat ed
over time. |In particular, one type of algorithmwhich may becone
useful in the future is the set of algorithnms associated wth
asymmetric (public key) cryptography.

Note that not all accesses via SNWPv2 requests need to be secure.
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I ndeed, there are purposes for which insecure access is required.
One exanple of this is the ability of a managenent application to

| earn about devices of which it has no previous know edge. Anot her
exanple is to performany synchronization which the security

al gorithnms need before they can be used to comuni cate securely.
This need for insecure access is accomopdated by defining one of the
al gorithns for authentication as providing no authentication, and
simlarly, one of the algorithns for privacy as providing no
protection agai nst disclosure. (The conbination of these two
insecure algorithns is sonetinmes referred to as "noAuth/ noPriv".)

2.4. Access Contro

An access control policy specifies the types of SNWPv2 requests and
associ ated M B views which are authorized for a particular identity
(on whose behal f a request is generated) when using a particul ar

| evel of security to access a particul ar context.

2.5. Security Models

A security nodel defines the nechanisns used to achi eve an
adm ni stratively-defined | evel of security for protocol interactions:

(1) by defining the security paraneters associated with a
communi cation, including the authentication and privacy al gorithns
and the security keys (if any) used.

(2) by defining how entities on whose behal f requests are generated are
identified.

(3) by defining how contexts are identified.

(4) Dby defining the nmechani sms by which an access control policy is
derived whenever nanagenent information is to be accessed.

2.6. Proxy

It is an SNWPv2 agent which responds to requests for access to
managenment information. Each such request is contained within an
SNMPv2 nmessage which provides the capability to performa single
operation on a list of itenms of managenent information. Rather than
having to identify the context as well as the managed object type and
i nstance for each item of managenent information, each SNVPv2 nessage
is concerned with only a single context. Thus, an SNMPv2 agent nust
be able to process requests for all itenms of managenent information
within the one or nore contexts it supports.

McC oghri e Experi ment al [ Page 5]



RFC 1909 An SNWPv2 Administrative Infrastructure February 1996

(1

(2)

(3)

In responding to a request, an SNWPv2 agent mi ght be acting as a
proxy for sonme other agent. The term "proxy" has historically been
used very loosely, with multiple different meanings. These different
nmeani ngs i ncl ude (anong others):

the forwarding of SNMPv2 requests on to other SNWVP agents wi t hout
regard for what nmanaged object types are being accessed; for
exanple, in order to forward SNMPv2 request from one transport
domain to another, or to translate SNWPv2 requests into SNwWPv1l
requests;

the translation of SNMPv2 requests into operations of sonme non- SNVP
managenent protocol ;

support for aggregated managed objects where the value of one
managed obj ect instance depends upon the values of multiple other
(renmote) itens of managenent information

Each of these scenarios can be advantageous; for exanple, support for
aggregation for managenent information can significantly reduce the
bandwi dth requirenments of |arge-scal e nanagenent activities

However, using a single termto cover multiple different scenarios
causes confusion.

To avoi d such confusion, this SNMWPv2 admi nistrative framework uses
the term"proxy" with a nmuch nore tightly defined neaning, which
covers only the first of those |listed above. Specifically, the

di stinction between a "regular SNWPv2 agent"” and a "proxy SNMPv2
agent” is sinple:

a proxy SNMPv2 agent is an SNMPv2 agent which forwards requests on
to other agents according to the context, and irrespective of the
speci fi ¢ nanaged obj ect types bei ng accessed,;

in contrast, an SNWPv2 agent which processes SNWPv2 requests
according to the (names of the) individual nanaged object types and
i nstances being accessed, is NOT a proxy SNWPv2 agent fromthe
perspective of this adm nistrative nodel

Thus, when an SNMPv2 agent acts as a proxy SNWPv2 agent for a
particul ar context, although information on howto forward the
request is specifically associated with that context, the proxy
SNMPv2 agent has no need of a detailed definition of the MB view
(since the proxy SNWPv2 agent forwards the request irrespective of
t he managed obj ect types).

In contrast, a SNMPv2 agent operating w thout proxy nust have the
detailed definition of the MB view, and even if it needs to issue
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requests to other agents, that need is dependent on the individua
managed obj ect instances being accessed (i.e., not only on the
cont ext).

3. Elenments of the Model
This section provides a nore fornal description of the nodel.
3.1. SNWPv2 Entity

An SNWPv2 entity is an actual process which perforns managenent
operations by generating and/or responding to SNMPv2 protoco

messages in the manner specified in [4]. An SNWv2 entity assunes
the identity of a particular administrative entity when processing an
SNWPv2 nessage

An SNWPv2 entity is not required to process nultiple protoco

messages concurrently, regardl ess of whether such nessages require it
to assune the identity of the sane or different administrative
entity. Thus, an inplenmentation of an SNMPv2 entity which supports
nmore than one administrative entity need not be multi-threaded.
However, there may be situations where inplenentors may choose to use
mul ti-threading.

An SNWPv2 entity listens for inconming, unsolicited SNMPv2 nessages on
each transport service address for which it is configured to do so

It is a local matter whether an SNMPv2 entity also listens for SNWPv2
messages on any ot her transport service addresses. In the absence of
any other information on where to listen, an SNMPv2 entity nust
listen on the transport service addresses corresponding to the
standard transport-layer "ports" [5] on its |local network-I|ayer

addr esses.

3.2. SNWPv2 Agent

An SNWPv2 agent is the operational role assuned by an SNWPv2 entity
when it acts in an agent role. Specifically, an SNWPv2 agent
performs SNMPv2 management operations in response to received SNWv2
prot ocol nmessages (except for informnotifications).

In order to be manageable, all network conponents need to be
instrumented. SNMPv2 access to the instrunmented information is via
t he managed obj ects supported by an SNWPv2 agent in one or nore
cont exts.
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3.3. SNwWPv2 Manager

An SNWPv2 manager is the operational role assunmed by an SNWPv2 entity
when it acts in a manager role on behalf of managenent applications.
Specifically, an SNVPv2 manager initiates SNVPv2 managenent
operations by the generation of appropriate SNVPv2 protocol nessages,
or when it receives and processes trap and informnotifications.

It is interesting to consider the case of managi ng an SNVPv2 manager
It is highly desirable that an SNMPv2 manager, just |ike any other
net wor ki ng application, be instrunented for the purposes of being
managed. Such instrunmentation of an SNVPv2 nanager (just like for
any other networking application) is accessible via the nanaged

obj ects supported by an SNMPv2 agent. As such, an SNWPv2 manager is
no different fromany other network application in that it has

i nstrunmentation, but does not itself have managed objects.

That is, an SNWPv2 nanager does not itself have nanaged objects.
Rather, it is an associ ated SNMPv2 agent supporting nanaged objects
whi ch provides access to the SNMPv2 manager’s instrumentation

3.4. SNWPv2 Dual -Role Entity

An SNVWPv2 entity which sonetines acts in an agent role and sonetines
acts in a manager role, is terned an SNMPv2 dual -role entity. An
SNMPv2 dual -role entity initiates requests by acting in a manager
rol e, and processes requests regardi ng managenent information
accessible to it (locally or via proxy) through acting in an agent
role. In the case of sending informnotifications, an SNWPv2 dual -
role entity acts in a manager role in initiating an inform
notification containing nmanagenent information which is accessible to
it when acting in an agent role.

An SNWPv2 entity which can act only in an SNVWPv2 manager role is not
SNMP- manageabl e, since there is no way to access its nanagenent
instrunentation. |In order to be SNVP-nmanageabl e, an SNMPv2 entity
nmust be able to act in an SNWPv2 agent role in order to allowits
instrunentation to be accessed. Thus, it is highly desirable that
all SNWPv2 entities be either SNMPv2 agents or SNMPv2 dual -rol e
entities.

There are two categories of SNWPv2 dual -role entities: proxy SNwWPv2
agents and (so-called) md-level nmanagers. Proxy SNMPv2 agents only
forward requests/responses; they do not originate requests. In
contrast, md-level nanagers often originate requests. (Note that
the term proxy SNMPv2 agent does not include an SNMPv2 agent which
transl ates SNVMPv2 requests into the requests of sone other managenent
protocol ; see section 2.6.)
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3.5. View Subtree and Fam lies

A view subtree is the set of all MB object instances which have a
comon ASN. 1 OBJECT | DENTIFIER prefix to their names. A view subtree
is identified by the OBJECT | DENTI FI ER val ue which is the | ongest
OBJECT | DENTI FI ER prefix comon to all (potential) M B object

i nstances in that subtree.

A family of view subtrees is a pairing of an OBJECT | DENTI FI ER val ue
(called the famly name) together with a bitstring value (called the
famly mask). The famly mask indicates which sub-identifiers of the
associated fanmly nane are significant to the famly's definition.

For each possi bl e nanaged obj ect instance, that instance belongs to a
particul ar view subtree family if both of the follow ng conditions
are true:

o} t he OBJECT | DENTI FI ER nane of the managed object instance contains
at least as nany sub-identifiers as does the fanmly name, and

o] each sub-identifier in the OBJECT | DENTI FI ER nane of the managed
obj ect instance matches the correspondi ng sub-identifier of the
fam |y name whenever the corresponding bit of the associated famly
mask is non-zero

When the configured value of the fanmily nask is all ones, the view
subtree fanmly is identical to the single view subtree identified by
the fanmily nane.

When the configured value of the fam |y nmask is shorter than required
to performthe above test, its value is inplicitly extended with
ones. Consequently, a view subtree fanmily having a fam |y nask of
zero length always corresponds to a single view subtree.

3.6. MB View
A MB viewis a subset of the set of all instances of all object
types defined according to the SM [1] within an SNMPv2 cont ext,
subject to the follow ng constraints:

o] It is possible to specify a MB view which contains the full set of
all object instances within an SNVPv2 cont ext.

o] Each object instance within a MB view is uniquely named by an
ASN. 1 OBJECT | DENTI FI ER val ue.

As such, identically nanmed instances of a particul ar object type nust
be contained within different SNMPv2 contexts. That is, a particular
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3.

7.

obj ect instance nane resolves within a particular SNMPv2 context to
at nost one object instance.

A MB viewis defined as a collection of view subtree fanilies, where
each view subtree famly has a type. The type determ nes whether the
view subtree famly is included in, or excluded from the MB view

A managed obj ect instance is contained/ not contained within the MB
vi ew according to the view subtree fanmilies to which the instance
bel ongs:

I f a managed obj ect instance bel ongs to none of the rel evant
subtree famlies, then that instance is not in the MB view.

I f a managed obj ect instance belongs to exactly one of the rel evant
subtree famlies, then that instance is included in, or excluded
from the relevant M B view according to the type of that subtree
famly.

I f a managed object instance belongs to nore than one of the

rel evant subtree fanmilies, then that instance is included in, or
excluded from the relevant M B view according to the type of a
particul ar one of the subtree famlies to which it belongs. The
particul ar subtree famly is the one for which, first, the
associated fanmily name conprises the greatest nunber of sub-
identifiers, and, second, the associated famly name is

| exi cographically greatest.

SNWPv2 Cont ext

An SNWPv2 context is a collection of nanagenent infornation
accessi ble by an SNWPv2 entity. The collection of nanagenent
information identified by a context is either |ocal or proxy.

For a | ocal SNMPv2 context which is realized by an SNMPv2 entity,
that SNMPv2 entity uses |ocally-defined nmechanisns to access the
managenent information identified by the SNMPv2 context.

For a proxy SNMPv2 context, the SNMPv2 entity acts as a proxy SNWPv2
agent to access the managenent information identified by the SNWPv2
cont ext .

The termrenpte SNWPv2 context is used at an SNVPv2 manager to

i ndi cate a SNWPv2 context (either local or proxy) which is not
realized by the local SNMPv2 entity (i.e., the local SNWv2 entity
uses neither |ocally-defined mechani snms, nor acts as a proxy SNMPv2
agent, to access the managenent information identified by the SNWPv2
cont ext).
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3.

3.

7.

7

1. Local SNWPv2 Cont ext

A local context refers to a collection of MB objects which
(logically) belong to a single entity within a managed device. \When
an SNMPv2 entity accesses that managenent information, it does so
usi ng | ocal |l y-defi ned nechani sns.

Because a device nmay contain several such local entities, each |oca
context has associated with it a "local entity" nane. Further
because managenent informati on changes over tine, each |ocal context
al so has associated with it an associated tenporal domain, termed its
"local tinme". This allows, for exanple, one context to refer to the
current values of a device's paraneters, and a different context to
refer to the values that the sane paraneters for the sanme device wll
have after the device' s next restart.

.2. Proxy SNWPv2 Cont ext

A proxy relationship exists when a proxy SNWPv2 agent processes a
recei ved SNMPv2 nessage (a request or a response) by forwarding it to
anot her entity, solely according to the SNMPv2 context of the

recei ved message. Such a context is called a proxy SNWMPv2 cont ext.
When an SNWPv2 entity processes management requests/responses for a
proxy context, it is operating as a proxy SNVPv2 agent.

The transparency principle that defines the behavior of an SNWPv2
entity in general, applies in particular to a proxy SNMPv2 context:

The manner in which a receiving SNMPv2 entity processes SNWVPv2
protocol nessages sent by another SNWPv2 entity is entirely
transparent to the sending SNVPv2 entity.

Inplicit in the transparency principle is the requirenent that the
semantics of SNMPv2 managenent operations are preserved between any
two SNWPv2 peers. In particular, the "as if sinultaneous" semantics
of a

Set operation are extrenely difficult to guarantee if its scope
extends to managenent information resident at nultiple network

| ocations. Note however, that agents which support the forwarding of
Set operations concerning information at nmultiple |ocations are not
considered to be proxy SNWPv2 agents (see section 2.6 above).

Also inplicit in the transparency principle is the requirement that,
throughout its interaction with a proxy SNWPv2 agent, an SNWPv2
manager is supplied with no information about the nature or progress
of the proxy mechani sns used to performits requests. That is, it
shoul d seemto the SNWMPv2 nanager (except for any distinction in an

McC oghri e Experi ment al [ Page 11]



RFC 1909 An SNWPv2 Administrative Infrastructure February 1996

underlying transport address) as if it were interacting via SNwWPv2
directly with the proxied device. Thus, a timeout in the

communi cati on between a proxy SNWPv2 agent and its proxi ed device
shoul d be represented as a tinmeout in the communicati on between the
SNMPv2 manager and the proxy SNMPv2 agent. Simlarly, an error
response froma proxi ed device should - as nmuch as possible - be
represented by the corresponding error response in the interaction
bet ween the proxy SNMPv2 agent and SNMPv2 nanager

3.8. SNWPv2 PDUs and Operations

An SNWPv2 PDU is defined in [4]. Each SNWPv2 PDU specifies a
particul ar operation, one of:

CGet Bul kRequest
Cet Next Request
Cet Request

I nform

Report
Response
SNWPv2- Tr ap
Set Request

3.8.1. The Report-PDU

[4] requires that an administrative franmework whi ch makes use of the
Report-PDU nmust define its usage and senantics. Wth this

adm ni strative framework, the Report-PDU differs fromthe other PDU
types described in [4] in that it is not a protocol operation between
SNMPv2 managers and agents, but rather is an aspect of error-
reporting between SNMPv2 entities. Specifically, it is an interaction
bet ween two protocol engines.

A communi cati on between SNWPv2 entities is in the formof an SNWPv2
message. Such a nessage is formatted as a "wrapper” encapsul ating a
PDU according to the "Elenents of Procedure" for the security nodel
used for transm ssion of the nessage.

Wi | e processing a received conmuni cati on, an SNVMPv2 entity nay
determ ne that the received nessage i s unacceptabl e due to a problem
associated with the contents of the message "wapper”. In this case,
an appropriate counter is incremented and the received nessage is

di scarded wi t hout further processing (and w thout transm ssion of a
Response- PDU) .

However, if an SNMPv2 entity acting in the agent role makes such a

determ nation, then after incrementing the appropriate counter, it
may be required to generate a Report-PDU and to send it to the
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transport address which originated the recei ved nessage.

If the agent is able to deternmine the value of the request-id field
of the received PDU [4], then it nust use that value for the
request-id field of the Report-PDU. O herw se, the value 2147483647
i s used.

The error-status and error-index fields of the Report-PDU are al ways
set to zero. The variable-bindings field contains a single variable:
the identity of the counter which was increnented and its new val ue.

There is at | east one case in which a Report-PDU nust not be sent by
an SNMPv2 entity acting in the agent role: if the received nessage
was tagged as a Report-PDU. Particular security nodels may identify
ot her such cases.

3.9. SNWPv2 Access Control Policy

An SNWPv2 access policy specifies the types of SNMPv2 operations

aut horized for a particular identity using a particular |evel of
security, and if the operation is to be perfornmed on a | ocal SNwPv2
context, two accessible MB views. The two MB views are a read-view
and a wite-view A read-viewis a set of object instances

aut horized for the identity when readi ng objects. Reading objects
occurs when processing a retrieval (get, get-next, get-bulk)
operation and when sending a notification. A wite-viewis the set
of object instances authorized for the identity when witing objects.
Witing objects occurs when processing a set operation. An
identity' s access rights may be different at different agents.

A security nodel defines how an SNMPv2 access policy is derived;
however, the application of an SNMPv2 access control policy is
performed only:

o] on recei pt of GetRequest, CetNextRequest, GCetBul kRequest, and
Set Request operations; and

o] prior to transm ssion of SNWPv2-Trap and | nform operations.

Note that application of an SNMPv2 access control policy is never
performed for Response or Report operations.

4. Security Considerations

Security issues are not directly discussed in this neno.
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APPENDI X A - Di sanbi guating the SNMPv2 Protocol Definition

The descriptions in [4] of the role in which an SNMPv2 entity acts when
sendi ng an | nform Request PDU are anbi guous. The foll ow ng updates
serve to renove those ambiguities

(1) Add the follow ng sentence to section 2.1:

Further, when an SNWMPv2 entity sends an informnotification
it acts in a manager role in respect to initiating the
operation, but the managenent information contained in the
informnotification is associated with that entity acting in
an agent role. By convention, the informis sent fromthe
same transport address as the associated agent role is
listening on.

(2) Mdify the |l ast sentence of the second paragraph in section 2.3:

This type is used by one SNVWPv2 entity, acting in a manager
role, to notify another SNWPv2 entity, also acting in a
manager role, of managenent information associated with the
sendi ng SNMPv2 entity acting in an agent role.

(3) Modify the second paragraph of section 4.2 (concerning the
generation of Inform Request PDUs):

It is mandatory that all SNMPv2 entities acting in a manager
role be able to generate the follow ng PDU types: GetRequest-
PDU, GCet Next Request-PDU, GCet Bul kRequest-PDU, Set Request - PDU
and Response-PDU; further, all such inplenentations nust be
able to receive the foll owing PDU types: Response-PDU
SNMPv2- Trap- PDU, | nfornRequest-PDU. It is nandatory that al
dual -rol e SNMPv2 entities nust be able to generate an Inform
Request PDU

(4) Modify the first paragraph of section 4.2.7:

An | nfornmRequest-PDU is generated and transnmitted at the
request of an application in a SNMPv2 entity acting in a
manager role, that wi shes to notify another application (via
an SNMPv2 entity also acting in a nmanager role) of information
in a MB view which is accessible to the sending SNWPv2 entity
when acting in an agent role.
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APPENDI X B - Who Sends | nform Requests?

B.1

(1

(2)

(3)

B. 2.

. Managenent Phil osophy

Ever since its beginnings as SGW, through its definition as SNwPv1,
and continuing with the definition of SNMPv2, SNWP has enbodi ed nore
than just a managenent protocol and the definitions of MB objects.
Specifically, SNMP has also had a fundanental phil osophy of
managenent, consisting of a nunber of design strategies. These
strategi es have al ways included the foll ow ng:

The inpact of incorporating an SNMP agent into a system should be
mnimal, so that both: a) it is feasible to do so even in the
smal | est/ cheapest of systens, and b) the operational role and
performance of a systemis not conpromni sed by the inclusion of an
SNMP agent. This pronotes w despread devel opment, which all ows
ubi qui t ous depl oyment of manageabl e systens.

Every system (potentially) incorporates an SNMP agent. In
contrast, the number of SNMP managers is linmted. Thus, there is a
significantly |arger nunber of SNWP agents than SNMP managers.
Therefore, overall system devel opment/conpl exity/cost is optinized
if the SNMP agent is allowed to be sinple and any required
complexity is perforned by an SNVP nanager

The nunber of unsolicited nessages generated by SNWP agents is

m nimzed. This enables the anount of network managenment traffic
to be controlled by the small nunber of SNWMP nanagers which are
(rmore) directly controlled by network operators. 1In fact, this
control is considered of greater inportance than any additiona
protocol overhead which nmight be incurred. Mnitoring of network
state at any significant |level of detail is acconplished primarily
by SNMP managers polling for the appropriate information, with the
use of unsolicited nessages confined to those situations where it
is necessary to properly guide an SNVP manager regarding the timng
and focus of its polling. This strategy is sonetinmes referred to
as "trap-directed polling"

The Danger of Trap Stornmns

The need for such control over the anount of network managenent
traffic is due to the potential that the SNVP nanager receiving an
unsol i cited nessage does not want, no |onger wants, or already knows
of the information contained in the nmessage. This potential is
significantly reduced by having the majority of nessages be specific
requests for informati on by SNVP nmanagers and responses (to those
requests) from SNVWP agents.
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The danger of not having the anount of network managenent be
controlled in this manner is the potential for a "stornl of useless
traps. As a sinple exanple of "useless", consider that after a
bui | di ng power outage, every device in the network sends a col dStart
trap, even though every SNWP nanager and every network operator

al ready knows what happened. For a sinple exanple of "storni,
consider the result if each transnitted trap caused the sendi ng of
another. The greater the nunber of problens in the state of the
network, the greater the risk of such a stormoccurring, especially
in the unstructured, heterogeneous environment typical of today’'s

i nternets.

Whi | e SNVP phi | osophy considers the above to be nore inportant than
any lack of reliability in unsolicited nessages, sone

user s/ devel opers have been wary of using traps because of the use
(typically) of an unreliable transport protocol and because traps are
not acknow edged. However, following this logic would inply that
havi ng acknowl edged-traps woul d nake themreliable; of course, this
is false since no anobunt of re- transnission will succeed if the
recei ver and/or the connectivity to the receiver is down. A SNW
manager cannot just sit and wait and assune the network is fine just
because it is not receiving any unsolicited nessages.

B. 3. I nf orm Request s

One of the new features of SNWv2 is the Informrequest PDU  The

I nf or m Request cont ai ns managenent information specified in terms of
M B objects for a context supported by the sender. Since by
definition, an SNVPv2 nanager does not itself have managed objects
(see sections 3.3), the nanaged objects contained in the Inform
request belong to a context of an SNWPv2 agent, just |ike the nanaged
obj ects contained in an SNWPv2-Trap.

However, it is not the purpose of an Informrequest to change the
above descri bed phil osophy, i.e., it would be wong to consider it as
an "acknow edged trap". To do so, would nmake the likelihood and
effect of trap storns worse. Recall the building power outage
exanple: wth regular traps, the SNVMP nmanager’s buffer just
overflows when it receives nmessages faster than it can cope with; in
contrast, if every device in the network were to send a col dStart

I nformrequest, then after a power outage, all will re-transmt their
I nformrequest several tines unless the receiving SNVP nanagers send
responses. In the best case when no nessages are |ost or re-
transmitted, there are twice as nany usel ess nessages; in the worst
case, the SNWP manager is unable to respond at all and every nessage
is re-transmitted its maxi mum nunber of tines.
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(1)

(2)

(3)

The above serves to explain the rationale behind the definition (see
Appendi x A's update to section 4.2.7 of [4]) that:

An I nfornRequest-PDU is generated and transnitted at the request of
an application in a SNMPv2 entity acting in a manager role, that

wi shes to notify another application (via an SNMPv2 entity al so
acting in a nanager role) of information in a MB view which is
accessible to the sending SNMPv2 entity when acting in an agent
role.

This definition says that SNMPv2 agents do not send | nform Requests,
which has three inplications (ordered in terns of inportance):

t he nunber of devices which send Informrequests is required to be
a small subset of all devices in the network;

whil e sone devices traditionally considered to be SNVP agents are
perfectly capabl e of sending Informrequests, the overall system
devel opnent/ conpl exity/cost is not increased as it would be by
havi ng to configure/re-configure every SNMPv2 agent as to which
Informrequests to send where and how often; and

the cost of inplementing an SNVMPv2 agent in the small est/cheapest
systemis not increased.
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