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This neno provides information for the Internet community. This neno
does not specify an Internet standard of any kind. Distribution of
this neno is unlimted.

Abst r act

The di scussions of the | P over ATM worki ng group over the | ast

several years have produced a diverse set of proposals, sone of which
are no |l onger under active consideration. A categorization is

provi ded for the purpose of focusing discussion on the various
proposals for | P over ATM deened of prinary interest by the |IP over
ATM wor ki ng group. The intent of this framework is to help clarify
the di fferences between proposals and identify common features in
order to pronote convergence to a smaller and nore nutually

conmpati ble set of standards. In summary, it is hoped that this
docunent, in classifying ATM approaches and issues will help to focus
the I P over ATM working group’s direction

1. Introduction
The 1P over ATM Wirki ng Group of the Internet Engineering Task Force
(IETF) is chartered to devel op standards for routing and forwardi ng
| P packets over ATM sub-networks. This docunent provides a
cl assification/taxonony of |IP over ATM options and i ssues and then
descri bes various proposals in these terns.
The remai nder of this menorandumis organi zed as foll ows:

0 Section 2 defines several ternms relating to networking and
i nt er net wor ki ng.

0 Section 3 discusses the paraneters for a taxonomy of the
di fferent ATM nodel s under di scussion

0 Section 4 discusses the options for low |l evel encapsul ation
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0 Section 5 discusses tradeoffs between connection oriented and
connecti onl ess approaches.

0 Section 6 discusses the various nmeans of providing direct
connections across | P subnet boundari es.

0 Section 7 discusses the proposal to extend IP routing to better
accommodat e direct connections across | P subnet boundari es.

0 Section 8 identifies several promnent |IP over ATM proposal s that
have been di scussed within the I P over ATM Wirki ng G oup and
their relationship to the franework described in this docunent.

0 Section 9 addresses the relationship between the docunents
devel oped in the I P over ATM and rel ated worki ng groups and the
vari ous nodel s di scussed.

2. Definitions and Term nol ogy
We define several terns:

A Host or End System A host delivers/receives |P packets to/from
ot her systens, but does not relay |IP packets.

A Router or Internediate System A router delivers/receives |IP
packets to/fromother systens, and relays |P packets anong
syst ens.

I P Subnet: In an I P subnet, all nmenbers of the subnet are able to
transmit packets to all other nenbers of the subnet directly,
wi thout forwarding by internediate entities. No two subnet
nmenbers are considered closer in the | P topology than any other
Froman IP routing and I P forwardi ng standpoint a subnet is
atom c, though there nmay be repeaters, hubs, bridges, or swtches
bet ween the physical interfaces of subnet menbers.

Br

dged | P Subnet: A bridged |IP subnet is one in which two or

nore physically disjoint nedia are made to appear as a single IP
subnet. There are two basic types of bridging, nedia access
control (MAC) level, and proxy ARP (see section 6)

A Broadcast Subnet: A broadcast network supports an arbitrary
nunber of hosts and routers and additionally is capable of
transmtting a single | P packet to all of these systens.

A Mil ticast Capabl e Subnet: A multicast capable subnet supports

a facility to send a packet which reaches a subset of the
destinations on the subnet. Milticast setup may be sender
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initiated, or leaf initiated. ATMUN 3.0 [4] and UNI 3.1
support only sender initiated while I P supports leaf initiated
join. UNl 4.0 will support leaf initiated join.

A Non- Broadcast Miultiple Access (NBMA) Subnet: An NBMA supports
an arbitrary nunber of hosts and routers but does not
natively support a convenient nmulti-destination connectionless
transmission facility, as does a broadcast or multicast capable
subnet wor k.

An End-to-End path: An end-to-end path consists of two hosts which
can conmmuni cate with one another over an arbitrary nunber of
routers and subnets.

An internetwork: An internetwork (small "i") is the concatenation
of networks, often of various different nedia and | ower |eve
encapsul ations, to forman integrated | arger network supporting
conmuni cati on between any of the hosts on any of the conponent
networks. The Internet (big "I") is a specific well known
gl obal concatenation of (over 40,000 at the tine of witing)
conmponent networ ks.

IP forwarding: IP forwarding is the process of receiving a packet
and using a very | ow overhead deci sion process determ ni ng how
to handl e the packet. The packet may be delivered locally
(for exanple, managenent traffic) or forwarded externally. For
traffic that is forwarded externally, the IP forwardi ng process
al so determ nes which interface the packet should be sent out on
and if necessary, either renoves one nedia | ayer encapsul ation
and replaces it with another, or nodifies certain fields in the
medi a | ayer encapsul ation.

IP routing: IP routing is the exchange of information that takes
pl ace in order to have available the information necessary to
make a correct | P forwardi ng decision

| P address resol ution: A quasi-static nmapping exists between IP
address on the local |P subnet and nedia address on the |oca
subnet. This mapping is known as | P address resol ution
An address resolution protocol (ARP) is a protocol supporting
address resol ution.

In order to support end-to-end connectivity, two techni ques are used.
One involves allowi ng direct connectivity across classic | P subnet
boundari es supported by certain NBMA nedia, which includes ATM The
other involves IP routing and IP forwarding. In essence, the fornmer
technique is extending | P address resol ution beyond the boundaries of
the I P subnet, while the latter is interconnecting |IP subnets.
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Large internetworks, and in particular the Internet, are unlikely to
be conposed of a single nmedia, or a star topology, with a single
nmedia at the center. Wthin a |arge network supporting a conmon
medi a, typically any | arge NBMA such as ATM |P routing and IP
forwardi ng nust al ways be accommodated if the internetwork is |arger
than the NBMA, particularly if there are nultiple points of

i nterconnection with the NBMA and/ or redundant, diverse

i nt erconnecti ons.

Routing information exchange in a very large internetwork can be
quite dynam c due to the high probability that some network el ements
are changing state. The address resol ution space consunption and
resource consunption due to state change, or nmintenance of state
information is rarely a problemin classic IP subnets. 1t can becone
a problemin large bridged networks or in proposals that attenpt to
ext end address resol ution beyond the | P subnet. Scaling properties
of address resolution and routing proposals, with respect to state

i nformati on and state change, nust be consi dered.

3. Paraneters Conmon to I P Over ATM Proposal s

In some discussion of I P over ATM di stinctions have nade between

| ocal area networks (LANs), and w de area networks (WANs) that do not
necessarily hold. The distinction between a LAN, MAN and WAN is a
matt er of geographic dispersion. Geographic dispersion affects
performance due to increased propagation del ay.

LANs are used for network interconnections at the the major Internet
traffic interconnect sites. Such LANs have mnultiple admnistrative
authorities, currently exclusively support routers providing transit
to nultihoned internets, currently rely on PVCs and static address
resolution, and rely heavily on IP routing. Such a configuration
differs fromthe typical LANs used to interconnect conputers in
corporate or canpus environnents, and enphasi zes the point that prior
characterization of LANs do not necessarily hold. Simlarly, WANs
such as those under consideration by nunerous |large |IP providers, do
not conformto prior characterizations of ATM WANs in that they have
a single adninistrative authority and a small nunber of nodes
aggregating large flows of traffic onto single PVCs and rely on IP
routers to avoid form ng congestion bottl enecks within ATM

The followi ng characteristics of the IP over ATMinternetwork nay be
i ndependent of geographic dispersion (LAN, MAN, or WAN)

0 The size of the IP over ATMinternetwork (nunber of nodes).

0 The size of ATMIP subnets (LIS) in the ATM I nternetwork.
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(o]

(o]

(o]

(o]

(o]

Single I P subnet vs nultiple | P subnet ATM i nt er net works.
Single or multiple administrative authority.

Presence of routers providing transit to nultihomed internets.
The presence or absence of dynanmi c address resol ution

The presence or absence of an I P routing protocol

| P over ATM shoul d therefore be characterized by:

(o]

(o]

(0]

Encapsul ati ons bel ow the | P | evel

Degree to which a connection oriented |lower |level is available
and utilized.

Type of address resolution at the |IP subnet level (static or
dynani c).

Degree to which address resolution is extended beyond the IP
subnet boundary.

The type of routing (if any) supported above the IP |evel

ATM specific attributes of particular inportance include

(0]

Col e,

The different types of services provided by the ATM Adaptati on
Layers (AAL). These specify the Quality-of-Service, the
connection-node, etc. The nodels discussed within this docunent
assune an underlying connection-oriented service.

The type of virtual circuits used, i.e., PVCs versus SVCs. The
PVC environnment requires the use of either static tables for
ATMto-1P address mapping or the use of inverse ARP, while the
SVC environment requires ARP functionality to be provided.

The type of support for nulticast services. |If point-to-point
services only are available, then a server for IP nulticast is
required. |If point-to-nultipoint services are available, then

I P nmulticast can be supported via neshes of point-to-nultipoint
connections (although use of a server nay be necessary due to
limts on the nunber of nultipoint VCs able to be supported or to
maintain the leaf initiated join semantics).

The presence of logical link identifiers (VPI/VCls) and the

various information elenent (IE) encodings within the ATM SVC
signaling specification, i.e., the ATM Forum UNl version 3. 1.
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This allows a VC originator to specify a range of "layer"
entities as the destination "AAL User". The AAL specifications
do not prohibit any particular "layer X' from attaching

directly to a local AAL service. Taken together these points
inmply a range of nethods for encapsul ati on of upper |ayer
protocol s over ATM For exanple, while LLC SNAP encapsul ation is
one approach (the default), it is also possible to bind virtua
circuits to higher level entities in the TCP/IP protocol stack
Sone exanples of the latter are single VC per protocol binding,
TULI P, and TUNI C, discussed further in Section 4.

0 The nunber and type of ATM admi ni strative donai ns/ networ ks, and
type of addressing used within an administrative domai n/ networ k.
In particular, in the single domain/network case, all attached
systens nmay be safely assunmed to be using a single comon
addressing format, while in the nultiple domain case, attached
stations may not all be using the sanme conmon format,
with corresponding inplications on address resolution. (See
Appendi x A for a discussion of sone of the issues that arise
when nultiple ATM address formats are used in the same |ogica
| P subnet (LIS).) Also security/authentication is nmuch nore of a
concern in the multiple domain case

| P over ATM proposal s do not universally accept that |IP routing over
an ATM network is required. Certain proposals rely on the foll ow ng
assunpti ons:

0 The wi despread depl oynment of ATM wi thin prem ses-based networks,
private w de-area networks and public networks, and

0 The definition of interfaces, signaling and routing protocols
anong private ATM networks.

The above assunptions anmount to ubiquitous depl oynment of a seamnl ess
ATM fabric which serves as the hub of a star topol ogy around which
all other nedia is attached. There has been a great deal of

di scussi on over when, if ever, this will be a realistic assunption
for very large internetworks, such as the Internet. Advocates of
such approaches point out that even if these are not relevant to very
| arge internetworks such as the Internet, there may be a place for
such nodels in smaller internetworks, such as corporate networks.

The NHRP protocol (Section 8.2), not necessarily specific to ATM
woul d be particularly appropriate for the case of ubiquitous ATM
depl oynent. NHRP supports the establishnent of direct connections
across | P subnets in the ATM domain. The use of NHRP does not
requi re ubi quitous ATM depl oynment, but currently inposes topol ogy
constraints to avoid routing | oops (see Section 7). Section 8.2

Col e, Shur & Villam zar I nf or mat i onal [ Page 6]



RFC 1932 | P over ATM A Franewor k Docunent April 1996

describes NHRP in greater detail

The Peer Model assunes that internetwork |ayer addresses can be
mapped onto ATM addresses and vice versa, and that reachability
i nformati on between ATM routing and internetwork | ayer routing can be
exchanged. This approach has limted applicability unless ubiquitous
depl oynent of ATM holds. The peer nodel is described in Section 8.4.

The Integrated Mddel proposes a routing solution supporting an
exchange of routing information between ATM routing and hi gher |eve
routing. This provides tinmely external routing information within
the ATMrouting and provides transit of external routing information
through the ATM routi ng between external routing domains. Such
proposal s nay better support a possibly lengthy transition during
whi ch assunptions of ubiquitous ATM access do not hold. The
Integrated Model is described in Section 8.5.

The Mul tiprotocol over ATM (MPQA) Sub-Working G oup was fornmed by the
ATM Forum to provide nultiprotocol support over ATM The MPQA effort
is at an early stage at the time of this witing. An MPOA baseline
docunment has been drafted, which provides term nology for further

di scussion of the architecture. This docunent is available fromthe
FTP server ftp.atnforumcomin pub/contributions as the file atnB5-
0824. ps or atnB5-0824.txt.

4. Encapsul ations and Lower Layer ldentification

Dat a encapsul ation, and the identification of VC endpoints,
constitute two inportant issues that are sonewhat orthogonal to the
i ssues of network topology and routing. The relationship between
these two issues is also a potential sources of confusion. In
conventional LAN technol ogies the 'encapsul ation’ wapped around a
packet of data typically defines the (de)nultiplexing path w thin
source and destination nodes (e.g. the Ethertype field of an

Et her net packet). Choice of the protocol endpoint within the
packet’s destination node is essentially carried 'in-band’

As the multiplexing is pushed towards ATM and away from LLC/ SNAP
mechani sm a greater burden will be placed upon the call setup and
teardown capacity of the ATM network. This may result in some
questions being raised regarding the scalability of these |ower |eve
mul ti pl exi ng options.

Wth the ATM Forum UNI version 3.1 service the choice of endpoint
within a destination node is made 'out of band’ - during the Cal
Setup phase. This is quite independent of any in-band encapsul ation
mechani sms that may be in use. The B-LLI Information El enent allows
Layer 2 or Layer 3 entities to be specified as a VC s endpoint. Wen
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faced with an incom ng SETUP nessage the Called Party will search
locally for an AAL User that clainms to provide the service of the

| ayer specified in the B-LLI. If one is found then the VC will be
accepted (assum ng other conditions such as QoS requirenments are al so
nmet).

An obvi ous approach for IP environnents is to sinply specify the
Internet Protocol |ayer as the VCs endpoint, and place |IP packets
into AAL--SDUs for transmission. This is termed 'VC multiplexing or
"Nul | Encapsul ation’, because it involves termnating a VC (through
an AAL instance) directly on a layer 3 endpoint. However, this
approach has limtations in environnents that need to support
multiple layer 3 protocols between the sane two ATM | evel endpoints.
Each pair of layer 3 protocol entities that wi sh to exchange packets
require their own VC
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RFC-1483 [6] notes that VC nultiplexing is possible, but focuses on
describing an alternative termed ' LLC/ SNAP Encapsul ation’. This

all ows any set of protocols that nmay be uniquely identified by an
LLC/ SNAP header to be multiplexed onto a single VC. Figure 1 shows
how this works for | P packets - the first 3 bytes indicate that the
payl oad is a Routed Non-1SO PDU, and the Organizationally Unique
Identifier (QU) of 0x00-00-00 indicates that the Protocol I|dentifier
(PID) is derived fromthe EtherType associated with | P packets
(0x800). ARP packets are multiplexed onto a VC by using a PID of
0x806 i nstead of 0x800.

8 byt e header V V

: : : Encapsul at ed
OxXAA- AA-03 : 0x00-00-00 : 0x08-00 : Payl oad

Figure 1: |P packet encapsulated in an AAL5 SDU
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0x800 0x806 0x809 ot her

I nstance of layer using LLC SNAP header to
perform nul ti pl exi ng/ denul ti pl exi ng

I nstance of AALS5
term nating
one VCC

Figure 2: LLC/ SNAP encapsul ation allows nore than just
I P or ARP per VC

What ever | ayer terminates a VC carrying LLC/ SNAP encapsul ated traffic
must know how to parse the AAL--SDUs in order to retrieve the
packets. The recently approved signalling standards for | P over ATM
are nore explicit, noting that the default SETUP nmessage used to
establish I P over ATM VCs nust carry a B-LLI specifying an | SO 8802/2
Layer 2 (LLC) entity as each VCs endpoint. Mre significantly, there
is no information carried within the SETUP nessage about the identity
of the layer 3 protocol that originated the request - until the
packets begin arriving the termnating LLC entity cannot know which
one or nore higher |ayers are packet destinations.

Taken together, this neans that hosts require a protocol entity to
register with the host’s local UNI 3.1 nmanagenent |ayer as being an
LLC entity, and this sane entity nmust know how to handl e and generate
LLC/ SNAP encapsul ated packets. The LLC entity will also require
mechani sms for attaching to higher layer protocols such as I P and
ARP. Figure 2 attenpts to show this, and also highlights the fact
that such an LLC entity m ght support many nore than just |IP and ARP.
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In fact the conbination of RFC 1483 LLC/ SNAP encapsul ation, LLC
entities ternminating VCs, and suitabl e choice of LLC SNAP val ues, can
go a long way towards providing an integrated approach to building
mul ti protocol networks over ATM

The processes of actually establishing AAL Users, and identifying
themto the local UNI 3.1 managenent |ayers, are still undefined and
are likely to be very dependent on operating system environments.

Two encapsul ati ons have been di scussed within the I P over ATM wor ki ng
group which differ fromthose given in RFC- 1483 [6]. These have the
characteristic of largely or totally elimnating |IP header overhead.
These nodels were discussed in the July 1993 | ETF neeting in

Anst erdam but have not been fully defined by the working group

TULI P and TUNI C assume single hop reachability between IP entities.
Fol | owi ng nane resol ution, address resolution, and SVC signaling, an
inmplicit binding is established between entities in the two hosts.
In this case full I P headers (and in particular source and
destination addresses) are not required in each data packet.

0 The first nodel is "TCP and UDP over Lightweight |IP" (TULIP)
in which only the IP protocol field is carried in each packet,
everything el se being bound at call set-up time. |In this
case the inplicit binding is between the IP entities in each
host. Since there is no further routing problem once the binding
is established, since AAL5 can indicate packet size, since
fragmentati on cannot occur, and since ATM signaling will handle
exception conditions, the absence of all other |IP header fields
and of |ICWP should not be an issue. Entry to TULIP node woul d
occur as the last stage in SVC signaling, by a sinple extension
to the encapsul ati on negotiation described in RFC 1755 [10].

TULI P changes nothing in the abstract architecture of the IP
nodel , since each host or router still has an I P address which is
resolved to an ATM address. It sinply uses the point-to-point
property of VCs to allow the elimination of sone per-packet
overhead. The use of TULIP could in principle be negotiated on a
per- SVC basis or configured on a per-PVC basis.

0 The second nodel is "TCP and UDP over a Nonexistent IP
Connection” (TUNIC). In this case no network-layer infornmation
is carried in each packet, everything being bound at virtua
circuit set-up tine. The inplicit binding is between two
applications using either TCP or UDP directly over AAL5 on a
dedicated VC. If this can be achieved, the IP protocol field has
no useful dynam c function. However, in order to achieve binding
bet ween two applications, the use of a well-known port nunber
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in classical IP or in TULIP nobde nmay be necessary during cal
set-up. This is a subject for further study and would require
significant extensions to the use of SVC signaling described in
RFC- 1755 [ 10].

Encapsul ati on In setup nessage Denul ti pl exi ng
SNAP/ LLC __ not hing source and destination
address, protocol

famly, protocol, ports

NULL encaps _ protocol family source and destination
address, protocol, ports

TULI P source and destination : protocol, ports
address, protocol famly _

TUNIC - A : source and destination _ ports
__address, protocol famly _
__ protocol _

TUNIC - B : source and destination : not hi ng

address, protocol famly _
protocol, ports

Table 1: Summary of Encapsul ati on Types

TULI P/ TUNI C can be presented as being on one end of a continuum opposite
the SNAP/LLC encapsul ation, with various forns of null encapsul ation
somewhere in the niddle. The continuumis sinply a matter of how nuch
is noved fromin-streamdemultiplexing to call setup denultiplexing.

The various encapsul ation types are presented in Table 1

Encapsul ati ons such as TULIP and TUNI C nake assunptions with regard to
the desirability to support connection oriented flow. The tradeoffs
bet ween connection oriented and connectionl ess are discussed in Section
5.
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5. Connection Oriented and Connectionl ess Tradeoffs

The connection oriented and connecti onl ess approaches each offer
advant ages and di sadvantages. In the past, strong advocates of pure
connection oriented and pure connectionl ess architectures have argued
intensely. |P over ATM does not need to be purely connectionl ess or
purely connection oriented.

APPLI CATI ON Pure Connection Oiented Approach

Cener al Al ways set up a VC

Short Duration : Set up a VC. Either hold the packet during VC
UDP ( DNS) setup or drop it and await a retransm ssion

Teardown on a tiner basis.

Short Duration _ Set up a VC. Either hold packet(s) during VC

TCP ( SMIP) __ setup or drop themand await retransm ssion
_ Teardown on detection of FINNACK or on a tinmer
_ basi s.
El astic (TCP) _ Set up a VC sane as above. No clear nethod to
Bul k Transfer _ set QoS paraneters has energed
Real Ti e : Set up a VC. QoS paraneters are assuned to
(audi o, video) _ precede traffic in RSVP or be carried in sone

formwithin the traffic itself.

Tabl e 2: Connection Oiented vs. Connectionless - a) a pure
connection oriented approach

ATMwi th basic AAL 5 service is connection oriented. The IP |ayer
above ATMis connectionless. On top of IP nuch of the traffic is
supported by TCP, a reliable end-to-end connection oriented protocol

A fundanental question is to what degree is it beneficial to map
different flows above IP into separate connections below IP. There is
a broad spectrum of opinion on this.

As stated in section 4, at one end of the spectrum |P would remain

hi ghl y connectionl ess and set up single VCs between routers which are
adj acent on an | P subnet and for which there was active traffic flow
Al traffic between the such routers would be nmultiplexed on a single
ATM VC. At the other end of the spectrum a separate ATM VC woul d be
created for each identifiable flow For every unique TCP or UDP
address and port pair encountered a new VC would be required. Part of
the intensity of early argunents has been over failure to recognize
that there is a mddle ground.
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ATM of fers QoS and traffic nanagenent capabilities that are well
suited for certain types of services. It nmay be advantageous to use
separate ATM VC for such services. Oher |IP services such as DNS, are
ill suited for connection oriented delivery, due to their normal very
short duration (typically one packet in each direction). Short
duration transactions, even many using TCP, nmay al so be poorly suited
for a connection oriented nodel due to setup and state overhead. ATM
QS and traffic managenent capabilities may be poorly suited for
elastic traffic.

APPLI CATI ON M ddl e G ound

Cener al Use RSVP or other indication which clearly
indicate a VC is needed and what QoS paraneters
are appropriate.

Short Duration _ Forward hop by hop. RSVP is unlikely to precede
UDP ( DNS) this type of traffic.

Short Duration : Forward hop by hop unl ess RSVP indicates
TCP ( SMIP) _otherwise. RSVP is unlikely to precede this
type of traffic.

El astic (TCP) _ By default hop by hop forwarding is used.
Bul k Transfer _ However, RSVP infornmation, local configuration
about TCP port nunber usage, or a locally
i mpl enment ed net hod for passing QS information
fromthe application to the | P/ATM driver may
al | ow suggest the establishnment of direct VCs.

Real Ti e _ Forward hop by hop unl ess RSVP indicates

(audio, video) _ otherwise. RSVP will indicate QS requirenents.
It is assuned RSVP will generally be used for
this case. A local decision can be made as to
whet her the QoS is better served by a separate
VC

Tabl e 3: Connection Oriented vs. Connectionless - b) a middle ground
approach
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APPLI CATI ON Pure Connectionl ess Approach

Gener al Al ways forward hop by hop. Use queueing
algorithms inplenmented at the IP layer to
support reservations such as those specified by

_ RSVP.
Short Duration _ Forward hop by hop
UDP ( DNS) _
Short Duration _ Forward hop by hop
TCP ( SMIP)
El astic (TCP) : Forward hop by hop. Assune ability of TCP to
Bul k Transfer _ share bandwidth (within a VBR VC) works as well
_ or better than ATMtraffic nmanagenent.
Real Tinme : Forward hop by hop. Assune that queueing
(audio, video) _ algorithns at the IP level can be designed to

work with sufficiently good perfornmance
_ (e.g., due to support for predictive
reservation).

Tabl e 4: Connection Oriented vs. Connectionless - c) a pure
connecti onl ess approach

Wirk in progress is addressing how QoS requirenments m ght be
expressed and how the | ocal decisions nmight be nmade as to whether
those requirenents are best and/or nost cost effectively acconplished
using ATMor | P capabilities. Table 2, Table 3, and Table 4 describe
typical treatnent of various types of traffic using a pure connection
ori ented approach, m ddle ground approach, and pure connectionl ess
appr oach.

The above qualitative description of connection oriented vs
connectionl ess service serve only as exanples to illustrate differing
approaches. Wrk in the area of an integrated service nodel, QS and
resource reservation are related to but outside the scope of the IP
over ATM Wrk G oup. This work falls under the Integrated Services
Wrk Goup (int-serv) and Reservation Protocol Wrk Goup (rsvp), and
will ultinmately determ ne when direct connections will be
established. The IP over ATM Wrk G oup can nmake nore rapid progress
if concentrating solely on how direct connections are established.
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6. Crossing | P Subnet Boundaries

A single I P subnet will not scale well to a large size. Techniques
whi ch extend the size of an | P subnet in other nmedia include MAC
| ayer bridging, and proxy ARP bridgi ng.

MAC | ayer bridging al one does not scale well. Protocols such as ARP
rely on the nedia broadcast to exchange address resol ution

i nformati on. Mbst bridges inprove scaling characteristics by
capturing ARP packets and retaining the content, and distributing the
i nformati on anong bridging peers. The ARP information gathered from
ARP replies is broadcast only where explicit ARP requests are nmde.
This technique is known as proxy ARP.

Proxy ARP bridging inproves scaling by reducing broadcast traffic,

but still suffers scaling problens. |If the bridged |IP subnet is part
of a larger internetwork, a routing protocol is required to indicate
what destinations are beyond the | P subnet unless a statically
configured default route is used. A default route is only applicable
to a very sinple topology with respect to the larger internet and
creates a single point of failure. Because internets of enornous
size create scaling problens for routing protocols, the conponent
networ ks of such large internets are often partitioned into areas,

aut ononous systens or routing domains, and routing confederacies.

The scaling linits of the sinple I P subnet require a |arge network to
be partitioned into smaller I P subnets. For NBMA nedia |like ATM
there are advantages to creating direct connections across the entire
underlying NBMA network. This leads to the need to create direct
connections across | P subnet boundari es.
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R . / /-< Subnet >-\

:Sub-ES >--/ 1 e
-__A___- -__A___-
Router: Router:
-V-V-- -V-V--

------- >/ \-< >/ \-< e o - -
Sub-ES :---: Subnet :----- Subnet ----- Subnet :---:Sub-ES
........ ---V---- - —— e - - - -

Sub- ES

Figure 3: A configuration with both ATM based and non- ATM based
subnet s.

For exanple, figure 3 shows an end-to-end configuration consisting of
four conponents, three of which are ATMtechnol ogy based, while the
fourth is a standard | P subnet based on non- ATM technol ogy. End-
systens (either hosts or routers) attached to the ATM based networks
may communi cate either using the Cassical |IP nodel or directly via
ATM (subject to policy constraints). Such nodes may conmuni cate
directly at the IP level without necessarily needing an internediate
router, even if end-systens do not share a common | P-1evel network
prefix. Conmunication with end-systens on the non- ATM based

Cl assical | P subnet takes place via a router, follow ng the O assica
| P nodel (see Section 8.1 bel ow).

Many of the problens and i ssues associated with creating such direct
connections across subnet boundaries were originally being addressed
in the |ETF s | PLPDN worki ng group and the I P over ATM worKking group
This area is now being addressed in the Routing over Large C ouds
wor ki ng group. Exanples of work perforned in the | PLPDN wor ki ng
group include short-cut routing (proposed by P. Tsuchiya) and
directed ARP RFC- 1433 [5] over SMDS networks. The ROLC working group
has produced the distributed ARP server architectures and the NBVA
Address Resolution Protocol (NARP) [7]. The Next Hop Resol ution
Protocol (NHRP) is still work in progress, though the ROLC WG is
consi deri ng advanci ng the current docunent. Questions/issues
specifically related to defining a capability to cross |IP subnet
boundari es i ncl ude:
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0 How can routing be optinized across nultiple |logical |IP subnets
over both a common ATM based and a non- ATM based i nfrastructure.
For exanple, in Figure 3, there are tw gateways/routers between
t he non- ATM subnet and the ATM subnets. The optinmal path
from end-systens on any ATM based subnet to the non ATM based
subnet is a function of the routing state infornmation of the two
routers.

0 How to incorporate policy routing constraints.

o What is the proper coupling between routing and address
resolution particularly with respect to of f-subnet conmmunication

o What are the local procedures to be followed by hosts and
routers.

0 Routing between hosts not sharing a conmon |P-level (or L3)
network prefix, but able to be directly connected at the NBVA
nmedi a | evel

0 Defining the details for an efficient address resolution
architecture including defining the procedures to be foll owed by
clients and servers (see RFC- 1433 [5], RFC-1735 [7] and NHRP)

o How to identify the need for and accommpdat e speci al purpose SVCs
for control or routing and hi gh bandwi dth data transfers.

For ATM (unlike other NBMA nmedia), an additional conplexity in
supporting I P routing over these ATMinternets lies in the
multiplicity of address formats in UNl 3.0 [4]. NSAP nodel ed address
formats only are supported on "private ATM' networks, while either 1)
E. 164 only, 2) NSAP nodeled formats only, or 3) both are supported on
"public ATM networks. Further, while both the E 164 and NSAP
nodel ed address formats are to be considered as network points of
attachnent, it seenms that E. 164 only networks are to be considered as
subordinate to "private networks", in sone sense. This leads to sone
confusion in defining an ARP nechani smin supporting all conbinations
of end-to-end scenarios (refer to the discussion in Appendix A on the
possi bl e scenarios to be supported by ARP)

7. Extensions to |IP Routing

RFC- 1620 [ 3] describes the problens and i ssues associated with direct
connections across | P subnet boundaries in greater detail, as well as
possi bl e solution approaches. The ROLC WG has identified persistent
routing | oop problens that can occur if protocols which |ose
information critical to path vector routing protocol |oop suppression
are used to acconplish direct connections across |P subnet

Col e, Shur & Villam zar I nf or mat i onal [ Page 18]



RFC 1932 | P over ATM A Franewor k Docunent April 1996

boundari es.

The problens may arise when a destination network which is not on the
NBMA network is reachable via different routers attached to the NBVA
network. This problemoccurs with proposals that attenpt to carry
reachability information, but do not carry full path attributes (for
path vector routing) needed for inter-AS path suppression, or ful
nmetrics (for distance vector or link state routing even if path
vector routing is not used) for intra-AS routing.

For exanple, the NHRP protocol may be used to support the
establ i shment of direct connections across subnetwork boundari es.
NHRP assunes that routers do run routing protocols (intra and/or
inter domain) and/or static routing. NHRP further assunes that
forwardi ng tables constructed by these protocols result in a steady
state | oop-free forwarding. Note that these two assunptions do not
i npose any additional requirements on routers, beyond what is
required in the absence of NHRP

NHRP runs in addition to routing protocols, and provides the
information that allows the elinination of multiple IP hops (the
multiple IP hops result fromthe forwarding tables constructed by the
routi ng protocols) when traversing an NBVA network. The | PATM and
ROLC Wes have bot h expended consi derable effort in discussing and
com ng to understand these limtations.

It is well-known that truncating path information in Path Vector
protocols (e.g., BGP) or losing netric information in D stance Vector
protocols (e.g., RIP) could result in persistent forwarding | oops.
These | oops could occur wi thout ATM and wit hout NHRP.

The conbi nati on of NHRP and static routing al one cannot be used in
sone topol ogi es where sonme of the destinations are served by multiple
routers on the NBMA. The conbi nati on of NHRP and an intra-AS routing
protocol that does not carry inter-AS routing path attributes al one
cannot be used in sone topologies in which the NBMA will provide
inter-AS transit connectivity to destinations from other AS served by
mul tiple routers on the NBMA.

Fi gure 4 provides an exanple of the routing | oops that nay be forned
in these circunstances. The exanple illustrates how the use of NHRP
in the environment where forwardi ng | oops could exist even without
NHRP (due to either truncated path information or |oss of netric

i nformati on) would still produce forwarding | oops.

There are many potential scenarios for routing |oops. An exanple is

given in Figure 4. It is possible to produce a sinpler exanple where
a loop can form The exanple in Figure 4 illustrates a | oop which
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will persist even if the protocol on the NBMA supports redirects or
can invalidate any route which changes in any way, but does not
support the commrunication of full metrics or path attributes.

HL >----< S1 : Not es:

---- VVV H#n == host #n
[\ R#n == router #n
[\ S#n == subnet #n
[-=----- / : \
\ S2 to R3 breaks
__/\___ PR _/\__.
: . R4 R6
NBMA --v- --v- See the text for
: : details of the
-V--V- = = | oopi ng conditions
\ = SLOW = and nechani sns
AT = LINK =
D R2 = =
__V_
. - N_ i - N_
AT RS : : RY7
R8 : --V- --V-
--V- \ :
: \
\ AYAYS - - N_
\ S2 sS4
\ --V- --V-
\ \ /
\ \ /
\ A
\ : R3: path before the break is
\ -V-- H1- >S1- >R1- >NBMA- >R2- >S2- >R3- >H2
\
S AT path after the break is
H2 >---< S3 : Hl1- >S1- >R1- >NBMA- >R2- >S2- >R5- >R4- >S1

---- ---- \ - - <--the-loop--<------- /
Figure 4: A Routing Loop Due to Lost PV Routing Attributes.

In the exanple in Figure 4, Host 1 is sending traffic toward Host 2.
In practice, host routes would not be used, so the destination for

t he purpose of routing would be Subnet 3. The traffic travels by way
of Router 1 which establishes a "cut-through" SVC to the NBMA next -
hop, shown here as Router 2. Router 2 forwards traffic destined for
Subnet 3 through Subnet 2 to Router 3. Traffic fromHost 1 would
then reach Host 2.
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Router 1's cut-through routing inplenentation caches an associ ation
bet ween Host 2's | P address (or nore likely all of Subnet 3) and
Router 2's NBMA address. Wile the cut-through SVCis still up, Link
1 fails. Router 5 loses it’'s preferred route through Router 3 and
must direct traffic in the other direction. Router 2 loses a route

t hrough Router 3, but picks up an alternate route through Router 5.
Router 1 is still directing traffic toward Router 2 and advertising a
means of reaching Subnet 3 to Subnet 1. Router 5 and Router 2 wll
see a route, creating a | oop.

This loop would not formif path information normally carried by

i nterdomain routing protocols such as BGP and | DRP were retained
across the NBMA. Router 2 would reject the initial route from Router
5 due to the path information. When Router 2 declares the route to
Subnet 3 unreachable, Router 1 withdraws the route fromrouting at
Subnet 1, leaving the route through Router 4, which would then reach
Router 5, and would reach Router 2 through both Router 1 and Router
5. Simlarly, alink state protocol would not formsuch a | oop.

Two proposals for breaking this formof routing | oop have been

di scussed. Redirect in this exanple would have no effect, since
Router 2 still has a route, just has different path attributes. A
second proposal is that is that when a route changes in any way, the
advertising NBVA cut-through router invalidates the advertisenent for
sonme tinme period. This is simlar to the notion of Poison Reverse in

di stance vector routing protocols. |In this exanple, Router 2 would
eventual |y readvertise a route since a route through Router 6 exists.
When Router 1 discovers this route, it will advertise it to Subnet 1

and formthe loop. Wthout path information, Router 1 cannot
di stingui sh between a | oop and restoration of normal service through
the link L1.

The loop in Figure 4 can be prevented by configuring Router 4 or
Router 5 to refuse to use the reverse path. This would break backup
connectivity through Router 8 if L1 and L3 failed. The loop can al so
be broken by configuring Router 2 to refuse to use the path through
Router 5 unless it could not reach the NBMA. Special configuration of
Router 2 would work as long as Router 2 was not distanced from Router
3 and Router 5 by additional subnets such that it could not deternmnine
which path was in use. |If Subnet 1 is in a different AS or RD than
Subnet 2 or Subnet 4, then the decision at Router 2 could be based on
pat h i nfornmation.
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8.

Rout er : Rout er
--V-V--- ---V-V--
Sub-ES :---: Subnet :-/ \-: Subnet :-/ \-: Subnet :---: Sub-ES

Figure 5: The Cassical |IP nodel as a concatenation of three separate

ATM | P subnet s.

In order for |oops to be prevented by special configuration at the
NBVA border router, that router would need to know all paths that
could | ead back to the NBMA. The sane argunent that speci al
configuration could overconme |oss of path information was posed in
favor of retaining the use of the EGP protocol defined in the now
historic RFC-904 [11]. This turned out to be unmanageable, wth
routing problens occurring when topol ogy was changed el sewhere.

| P Over ATM Proposal s

8.1 The Cdassical |P Mdel

The C assical |IP Mdel was suggested at the Spring 1993 | ETF neeting
[8] and retains the classical |IP subnet architecture. This nodel
simply consists of cascading instances of |P subnets with |P-1eve

(or L3) routers at |P subnet borders. An exanple realization of this
nodel consists of a concatenation of three |IP subnets. This is shown
in Figure 5. Forwarding |IP packets over this Cassical IP nodel is
straight forward using already well established routing techniques
and protocol s.

SVC-based ATM I P subnets are sinplified in that they:

olimt the nunber of hosts which nust be directly connected at any
given tine to those that nmay actually exchange traffic.

0 The ATM network is capable of setting up connections between
any pair of hosts. Consistent with the standard |IP routing
algorithm[2] connectivity to the "outside" world is achieved
only through a router, which may provide firewall functionality
if so desired

0o The I P subnet supports an efficient nechani smfor address
resol ution.

| ssues addressed by the I P Over ATM Worki ng G oup, and sone of the
resolutions, for this nodel are:
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0 Met hods of encapsul ation and nultiplexing. This issue is
addressed in RFC-1483 [6], in which two nethods of encapsul ation
are defined, an LLC/ SNAP and a per-VC nul tipl exing option.

0 The definition of an address resolution server (defined in
RFC- 1577) .

o Defining the default MIU size. This issue is addressed in
RFC- 1626 [1] which proposes the use of the MIU di scovery
protocol (RFC-1191 [9]).

0 Support for IP nulticasting. In the summer of 1994, work began
on the issue of supporting IP nulticasting over the SVC LATM
nodel . The proposal for IP nulticasting is currently defined by
a set of IP over ATM WG Works in Progress, referred to collectively
as the I PMC docunments. In order to support IP nulticasting the
ATM subnet nust either support point-to- multipoint SVCs, or
mul ticast servers, or both

0 Defining interim SVC paraneters, such as QS paraneters and
ti me-out val ues.

o Signaling and negotiations of parameters such as MIU size
and net hod of encapsulation. RFC 1755 [10] describes an
i mpl enent ati on agreenent for routers signaling the ATM networ k
to establish SVCs initially based upon the ATM Forum s UNI
version 3.0 specification [4], and eventually to be based
upon the ATM Forumis UNI version 3.1 and | ater specifications.
Topi cs addressed in RFC- 1755 include (but are not limted to)
VC managenent procedures, e.g., when to tinme-out SVCs, QCS
paraneters, service classes, explicit setup nessage formats for
various encapsul ati on net hods, node (host or router) to node
negoti ati ons, etc.

RFC- 1577 is al so applicable to PVC based subnets. Full nmesh PVC
connectivity is required.

For nore information see RFC 1577 [8].
8.2 The ROLC NHRP Mbdel

The Next Hop Resolution Protocol (NHRP), currently a work in progress
defined by the Routing Over Large O ouds Working Goup (ROLC
performs address resolution to acconplish direct connections across

| P subnet boundaries. NHRP can suppl ement RFC- 1577 ARP. There has
been recent discussion of replacing RFG 1577 ARP with NHRP. NHRP can
al so performa proxy address resolution to provide the address of the
border router serving a destination off of the NBMA which is only
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served by a single router on the NBMA. NHRP as currently defined
cannot be used in this way to support addresses |earned fromrouters
for which the sane destinations nay be heard at other routers,

wi thout the risk of creating persistent routing | oops.

8.3 "Conventional" Model

The "Conventional Mbdel" assunes that a router can relay |P packets
cell by cell, with the VPI/VCl identifying a flow between adj acent
routers rather than a flow between a pair of nodes. A |latency

advant age can be provided if cell interleaving frommltiple IP
packets is allowed. Interleaving frames within the sane VCl requires
an ATM AAL such as AAL3/4 rather than AAL5. Cell forwarding is
acconpl i shed through a hi gher |evel mapping, above the ATM VCl | ayer.

The conventional nodel is not under consideration by the | P/ATM W&
The COLI P WG has been formed to devel op protocols based on the
conventi onal nodel.

8.4 The Peer Mbodel

The Peer Model places |IP routers/gateways on an addressing peer basis
with corresponding entities in an ATM cl oud (where the ATM cl oud may
consist of a set of ATM networks, inter-connected via UNl or P-NN
interfaces). ATMnetwork entities and the attached |IP hosts or
routers exchange call routing information on a peer basis by
algorithmically mapping | P addressing into the NSAP space. Wthin
the ATM cl oud, ATM network | evel addressing (NSAP-style), call

routi ng and packet formats are used.

In the Peer Model no provision is nade for selection of prinmary path
and use of alternate paths in the event of primary path failure in
reachi ng mul ti homed non- ATM destinations. This will linmt the

topol ogi es for which the peer nodel alone is applicable to only those
topol ogi es in which non- ATM networks are singly honed, or where |oss
of backup connectivity is not an issue. The Peer Mddel nay be used
to avoid the need for an address resolution protocol and in a proxy-
ARP nmode for stub networks, in conjunction with other nmechani snms
suitable to handl e nul ti honed destinations.

During the discussions of the IP over ATMworking group, it was felt
that the problens with the end-to-end peer nodel were nuch harder
than any other nodel, and had nore unresol ved technical issues.

Wi | e encouragi ng i nterested individual s/conpanies to research this
area, it was not an initial priority of the working group to address
these issues. The ATM Forum Network Layer Multiprotocol Wrking

G oup has reached a simlar conclusion.
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8.5 The PNNI and the Integrated Mdels

The Integrated nodel (proposed and under study within the

Mul ti protocol group of ATM Forun) considers a single routing protoco
to be used for both IP and for ATM A single routing information
exchange is used to distribute topological information. The routing
conputation used to calculate routes for IP will take into account

t he topol ogy, including link and node characteristics, of both the IP
and ATM networks and cal cul ates an optimal route for |P packets over
t he conbi ned topol ogy.

The PNNI is a hierarchical link state routing protocol with multiple
link metrics providing various avail able QoS paraneters given current
loading. Call route selection takes into account QoS requirements.
Hysteresis is built into link nmetric readvertisenents in order to
avoi d conput ati onal overload and topol ogi cal hierarchy serves to
subdi vi de and summari ze conpl ex topol ogi es, hel ping to bound

conput ational requirenents.

Integrated Routing is a proposal to use PNNI routing as an | P routing
protocol. There are several sets of technical issues that need to be
addressed, including the interaction of nultiple routing protocols,
adaptation of PNNI to broadcast nedia, support for NHRP, and others.
These are being investigated. However, the ATM Forum MPQA group is
not currently performng this investigation. Concerned individuals
are, with an expectation of bringing the work to the ATM Forum and
the | ETF.

PNNI has provisions for carrying uninterpreted information. Wile
not yet defined, a conpatible extension of the base PNNI could be
used to carry external routing attributes and avoid the routing | oop
probl ens described in Section 7.
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Figure 6: The ATMtransition nodel assum ng the presence of gateways
or routers between the ATM networks and the ATM peer networks.

8.6 Transition Mdels

Finally, it is useful to consider transition nodels, |ying somewhere
between the O assical |P Mbdels and the Peer and | ntegrated Models.
Some possible architectures for transition nodels have been suggested
by Fong Liaw. Qhers are possible, for exanple Figure 6 showing a

C assical IP transition nmodel which assunes the presence of gateways
bet ween ATM networ ks and ATM Peer networks.

Some of the nodels described in the prior sections, nost notably the
I ntegrated Model, anticipate the need for nixed environnent wth
conpl ex routing topologies. These inherently support transition
(possibly with an indefinite transition period). Models which
provide no transition support are primarily of interest to new

depl oynent s whi ch make exclusive, or near exclusive use of ATM or
depl oynents capabl e of whol esal e repl acenent of existing networks or
willing to retain only non- ATM st ub net wor ks.

For some nodel s, nost notably the Peer Mdel, the ability to attach
to a large non-ATM or mixed internetwork is infeasible wthout
routing support at a higher level, or at best nmay pose

i nterconnection topol ogy constraints (for exanple: single point of
attachnent and a static default route). |If a particular nodel
requires routing support at a higher level a large deploynent will
need to be subdivided to provide scalability at the higher |evel

whi ch for sonme nodel s degenerates back to the O assical nodel
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9.

Application of the Wrking Group’s and Rel ated Docunents

The | P Over ATM Working Group has generated several Wrks in Progress
and RFCs. This section identifies the relationship of these and
other related docunments to the various IP Over ATM Model s identified
in this docunent. The docunents and RFCs produced to date are the
followi ng references, RFC-1483 [6], RFC-1577 [8], RFC- 1626 [1], RFC
1755 [10] and the |IPMC docurments. The ROLC WG has produced the NHRP
docunent. Table 5 gives a sumary of these docunents and their
relationship to the various I P Over ATM Model s.
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This nenmo is the direct result of the numerous discussions of the IP
over ATM Wrking Group of the Internet Engineering Task Force. The
aut hors al so had the benefit of several private discussions with H
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sections on VC binding, encapsul ations and the use of B-LLI

i nformati on el enents to signal such bindings. The text of Appendix A
was pirated liberally from Anthony Alles’ of C sco posting on the IP
over ATM di scussion list (and nodified at the authors’ discretion).

M GChta provided a description of the Conventional Mdel (again which
the authors nodified at their discretion). This neno al so has
benefitted from nunerous suggestions fromJohn T. Amenyo of ANS, Joel
Hal pern of Newbridge, and Andy Malis of Ascom Ti npl ex. Yakov Rekhter
of Cisco provided valuable comments leading to the clarification of
normal | oop free NHRP operation and the potential for routing |oop
problens only with the inproper use of NHRP.

Docunent s Summary

RFC- 1483 How to identify/label multiple
packet/frane-based protocols multiplexed over
ATM AAL5. Applies to any nodel dealing with IP
over ATM AALS.

RFC- 1577 Model for transporting |P and ARP over ATM AAL5
in an | P subnet where all nodes share a comon
I P network prefix. Includes ARP server/I|nv- ARP
packet formats and procedures for SVCJ PVC
subnet s.

RFC- 1626 Specifies default IP MU size to be used with
ATM AAL5. Requires use of PATH MIU di scovery.
Applies to any nodel dealing with I P over ATM
AALS
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RFC- 1755 Defi nes how i npl enentations of |P over ATM

shoul d use ATM call control signaling
procedures, and reconmends val ues of mandatory
and optional |IEs focusing particularly on the
Cl assical | P nodel.

| PMC Defines how to support IP nulticast in O assical

I P nodel using either (or both) nmeshes of
poi nt-to-multipoint ATM VCs, or multicast
server(s). IPMCis work in progress.

NHRP Descri bes a protocol that can be used by hosts

and routers to deternine the NBMA next hop
address of a destination in "NBMA
connectivity"

of the sending node. |If the destination is not
connected to the NBMA fabric, the I P and NBVA
addresses of preferred egress points are
returned. NHRP is work in progress (ROLC W5).

Table 5: Summary of WG Documents
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A Potential Interworking Scenarios to be Supported by ARP

The architectural nodel of the VC routing protocol, being defined by
the Private Network-to-Network Interface (P-NNI) working group of the
ATM Forum categorizes ATM networks into two types:

0 Those that participate in the VC routing protocols and use NSAP
nodel ed addresses UNI 3.0 [4] (referred to as private networks,
for short), and

0 Those that do not participate in the VC routing protocol
Typically, but possibly not in all cases, public ATM networks
that use native node E. 164 addresses UNI 3.0 [4] will fall into
this later category.

The issue for ARP, then is to know what information nust be returned
to allow such connectivity. Consider the follow ng scenarios:

o Private host to Private Host, no intervening public transit
network(s): Cearly requires that ARP return only the NSAP
nodel ed address format of the end host.

0 Private host to Private host, through intervening public
networks: In this case, the connection setup fromhost A to host
B nust transit the public network(s). This requires that at
each ingress point to the public network that a routing decision
be made as to which is the correct egress point fromthat public
network to the next hop private ATM switch, and that the native
E. 164 address of that egress point be found (finding this is a VC
routing problem probably requiring configuration of the public
network |inks and connectivity information). ARP should return
at least, the NSAP address of the endpoint in which case the
mappi ng of the NSAP addresses to the E. 164 address, as specified
in[4], is the responsibility of ingress switch to the public

Col e, Shur & Villam zar I nf or mat i onal [ Page 29]



RFC 1932 | P over ATM A Franewor k Docunent April 1996

net wor k.

0 Private Network Host to Public Network Host: To get connectivity
bet ween the public node and the private nodes requires the
same kind of routing information di scussed above - nanely, the
directly attached public network needs to know the (NSAP fornat)
ATM address of the private station, and the native E 164 address
of the egress point fromthe public network to that private
network (or to that of an intervening transit private network
etc.). There is some argument, that the ARP mechani sm coul d
return this egress point native E. 164 address, but this may
be considered inconsistent for ARP to return what to sone is
clearly routing information, and to others is required signaling
i nformation.

In the opposite direction, the private network node can use, and
shoul d only get, the E. 164 address of the directly attached public
node. What format should this information be carried in? This
question is clearly answered, by Note 9 of Annex A of UNI 3.0 [4],
Vi s:

"Acall originated on a Private UNI destined for an host which
only has a native (non-NSAP) E. 164 address (i.e. a system
directly attached to a public network supporting the native E. 164
format) will code the Called Party nunber information elenment in
the (NSAP) E. 164 private ATM Address Fornmat, with the RD, AREA,
and ESI fields set to zero. The Called Party Subaddress

i nformati on el enent is not used."

Hence, in this case, ARP should return the E. 164 address of the
public ATM station in NSAP format. This is essentially inplying an
al gorithmc resolution between the native E. 164 and NSAP addresses of
directly attached public stations.

0 Public network host to Public network host, no intervening
private network: In this case, clearly the Q 2931 requests would
use native E. 164 address formats.

0 Public network host to Public network host, intervening private
networ k: same as the case i mediately above, since getting
to and through the private network is a VC routing, not an
addr essi ng i ssue.

So several issues arise for ARP in supporting arbitrary connections
bet ween hosts on private and public network. One is howto

di stingui sh between E. 164 address and E. 164 encoded NSAP nodel ed
address. Another is what is the information to be supplied by ARP,
e.g., in the public to private scenario should ARP return only the
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private NSAP nodel ed address or both an E. 164 address, for a point of
attachnent between the public and private networks, along with the
private NSAP nodel ed address.
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