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Status of this Meno
Thi s docunent specifies an Internet standards track protocol for the
Internet community, and requests discussion and suggestions for

i mprovenents. Please refer to the current edition of the "Internet
O ficial Protocol Standards" (STD 1) for the standardi zati on state

and status of this protocol. Distribution of this neno is unlimted.
Abstract
Thi s docunent describes Path MIU Di scovery for IP version 6. It is

| argely derived from RFC 1191, which descri bes Path MrU Di scovery for
| P version 4.
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1

I ntroduction

When one | Pv6 node has a | arge anpbunt of data to send to another

node, the data is transnmitted in a series of |Pv6 packets. It is
usual ly preferable that these packets be of the |argest size that can
successfully traverse the path fromthe source node to the
destination node. This packet size is referred to as the Path MIU
(PMIY), and it is equal to the mininumlink MU of all the links in a
path. |Pv6 defines a standard nechani smfor a node to discover the
PMIU of an arbitrary path.

| Pv6 nodes SHOULD i npl enent Path MIU Di scovery in order to discover
and take advantage of paths with PMIU greater than the | Pv6 mini num
link MU [I1Pv6-SPEC]. A minimal |Pv6 inplenmentation (e.g., in a boot
ROV) may choose to omit inplenentation of Path MIU Di scovery.

Nodes not inplenmenting Path MIU Di scovery use the I Pv6 mini mum | ink
MIU defined in [IPv6-SPEC] as the nmaxi num packet size. |In nost

cases, this will result in the use of snaller packets than necessary,
because nost paths have a PMIU greater than the | Pv6 mnininumlink
MIU. A node sendi ng packets nuch smaller than the Path MU allows is
wasting network resources and probably getting suboptimal throughput.

Ter m nol ogy

node - a device that inplenents |Pv6

router - a node that forwards | Pv6 packets not explicitly
addressed to itself.

host - any node that is not a router

upper |ayer

a protocol layer imedi ately above | Pv6. Exanples are
transport protocols such as TCP and UDP, contro
protocol s such as ICMP, routing protocols such as OSPF,
and internet or |ower-|ayer protocols being "tunnel ed"
over (i.e., encapsulated in) |IPv6 such as |PX,

Appl eTal k, or 1Pv6 itself.

Iink - a comuni cation facility or nedi um over whi ch nodes can
communi cate at the link layer, i.e., the layer
i medi ately below | Pv6. Exanples are Ethernets (sinple
or bridged); PPP |links; X 25, Frane Relay, or ATM
networks; and internet (or higher) layer "tunnels"
such as tunnels over IPv4 or IPv6 itself.

interface - a node’'s attachnent to a |ink
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addr ess - an | Pve-layer identifier for an interface or a set of
i nterfaces.

packet - an | Pv6 header plus payl oad.

link MU - the maxi numtransm ssion unit, i.e., nmaxi num packet
size in octets, that can be conveyed in one piece over
a link.

pat h - the set of links traversed by a packet between a source

node and a destinati on node

pat h Mru - the minimumlink MU of all the links in a path between
a source node and a destination node.

PMTU - path Mru

Path Mru

Di scovery - process by which a node |learns the PMIU of a path

flow - a sequence of packets sent froma particul ar source

to a particular (unicast or multicast) destination for
whi ch the source desires special handling by the
i nterveni ng routers.

flowid - a conbination of a source address and a non-zero
fl ow | abel

3. Protocol overview

This meno describes a technique to dynamically discover the PMIU of a
path. The basic idea is that a source node initially assunes that
the PMIU of a path is the (known) MIU of the first hop in the path.

If any of the packets sent on that path are too |large to be forwarded
by sone node along the path, that node will discard themand return

| CMPv6 Packet Too Big nessages [ICWPv6]. Upon receipt of such a
message, the source node reduces its assuned PMIU for the path based
on the MIuU of the constricting hop as reported in the Packet Too Big
nmessage

The Pat h MIU Di scovery process ends when the node’s estimate of the
PMIU is less than or equal to the actual PMIU. Note that severa
iterations of the packet-sent/Packet-Too-Bi g- message-recei ved cycl e
may occur before the Path MIU Di scovery process ends, as there nmay be
links with smaller MIUs further along the path.

Alternatively, the node may el ect to end the di scovery process by
ceasing to send packets larger than the IPv6 mnimumlink MIU
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The PMTU of a path nay change over tine, due to changes in the
routing topology. Reductions of the PMIU are detected by Packet Too
Bi g nessages. To detect increases in a path’'s PMIU, a node
periodically increases its assunmed PMIU. This will al nobst al ways
result in packets being discarded and Packet Too Bi g nessages being
gener ated, because in nost cases the PMIU of the path will not have
changed. Therefore, attenpts to detect increases in a path’'s PMIU
shoul d be done infrequently.

Path MIU Di scovery supports multicast as well as unicast
destinations. 1In the case of a nulticast destination, copies of a
packet may traverse many different paths to nany different nodes.
Each path may have a different PMIU, and a single nulticast packet
may result in multiple Packet Too Bi g nessages, each reporting a
di fferent next-hop MIU.  The mini mum PMIU val ue across the set of
paths in use deternines the size of subsequent packets sent to the
mul ti cast destination.

Note that Path MIU Di scovery nust be perforned even in cases where a
node "thinks" a destination is attached to the same link as itself.
In a situation such as when a neighboring router acts as proxy [ ND
for sone destination, the destination can to appear to be directly
connected but is in fact nore than one hop away.

4. Protocol Requirenents

As discussed in section 1, |Pv6 nodes are not required to inplenent
Path MIU Di scovery. The requirenments in this section apply only to
those inplenentations that include Path MIU Di scovery.

When a node receives a Packet Too Big nessage, it MJST reduce its
estinmate of the PMIU for the relevant path, based on the value of the
MIU field in the message. The precise behavior of a node in this
circunmstance is not specified, since different applications may have
different requirenents, and since different inplenmentation
architectures may favor different strategies.

After receiving a Packet Too Big nessage, a node MJST attenpt to
avoid eliciting nmore such nessages in the near future. The node MJST
reduce the size of the packets it is sending along the path. Using a
PMIU estinmate larger than the IPv6 mininumlink MU nay continue to
elicit Packet Too Big nessages. Since each of these nessages (and

t he dropped packets they respond to) consune network resources, the
node MJST force the Path MIU Di scovery process to end.

Nodes using Path MIU Di scovery MJIST detect decreases in PMIU as fast

as possible. Nodes MAY detect increases in PMIU, but because doing
so requires sendi ng packets larger than the current estinmated PMIU
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and because the likelihood is that the PMIU will not have increased,
this MJST be done at infrequent intervals. An attenpt to detect an
i ncrease (by sending a packet |arger than the current estimte) MJST
NOT be done less than 5 nminutes after a Packet Too Bi g nessage has
been received for the given path. The recomended setting for this
tinmer is twice its mninmumvalue (10 m nutes).

A node MUST NOT reduce its estimte of the Path MIU bel ow the | Pv6
m ni mum | i nk Mru.

Note: A node nmay receive a Packet Too Bi g nessage reporting a
next-hop MU that is less than the IPv6 mininumlink MU In that
case, the node is not required to reduce the size of subsequent
packets sent on the path to less than the I Pv6 mninun |ink MU
but rather rnust include a Fragnent header in those packets [|Pv6-
SPEC] .

A node MUST NOT increase its estimate of the Path MIU in response to
the contents of a Packet Too Big nessage. A nessage purporting to
announce an increase in the Path MU mi ght be a stal e packet that has
been floating around in the network, a false packet injected as part
of a denial-of-service attack, or the result of having rmultiple paths
to the destination, each with a different PMIU

5. Inplenentation |ssues
Thi s section discusses a nunber of issues related to the
i npl enment ati on of Path MIU Di scovery. This is not a specification
but rather a set of notes provided as an aid for inplenentors.
The issues include:
- What layer or layers inplenent Path MIU Di scovery?
- Howis the PMIU i nformati on cached?
- How is stale PMIU i nformati on renoved?
- What nust transport and hi gher |ayers do?

5.1. Layering
In the IP architecture, the choice of what size packet to send is
made by a protocol at a layer above IP. This neno refers to such a
protocol as a "packetization protocol". Packetization protocols are

usual ly transport protocols (for exanple, TCP) but can al so be
hi gher -1 ayer protocols (for exanple, protocols built on top of UDP).
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| mpl enenting Path MIU Di scovery in the packetization | ayers
sinplifies some of the inter-layer issues, but has several drawbacks:
the inplenentati on nay have to be redone for each packetization
protocol, it becomes hard to share PMIU i nformati on between different
packetization |layers, and the connection-oriented state maintained by
sonme packetization |layers nmay not easily extend to save PMIU

i nformati on for | ong periods.

It is therefore suggested that the I P layer store PMIU infornation
and that the | CWP | ayer process received Packet Too Bi g nessages.
The packetization layers may respond to changes in the PMIU, by
changi ng the size of the nessages they send. To support this

| ayering, packetization layers require a way to learn of changes in
the val ue of MVS_S, the "nmaxi num send transport-nmessage size". The
MVS S is derived fromthe Path MIU by subtracting the size of the

| Pv6 header plus space reserved by the IP layer for additiona
headers (if any).

It is possible that a packetization |ayer, perhaps a UDP application
outside the kernel, is unable to change the size of messages it
sends. This may result in a packet size that exceeds the Path MIU
To accommopdat e such situations, |Pv6 defines a nechanismthat all ows
| arge payloads to be divided into fragnents, with each fragnent sent
in a separate packet (see [|Pv6-SPEC] section "Fragment Header").
However, packetization |layers are encouraged to avoid sending
messages that will require fragnentation (for the case agai nst
fragmentation, see [FRAQG).

5.2. Storing PMIU i nformation

I deally, a PMIU val ue shoul d be associated with a specific path
traversed by packets exchanged between the source and destination
nodes. However, in nost cases a node will not have enough
information to conpletely and accurately identify such a path.

Rat her, a node nust associate a PMIU value with sone | oca
representation of a path. It is left to the inplenentation to select
the | ocal representation of a path.

In the case of a multicast destination address, copies of a packet
may traverse many different paths to reach many different nodes. The
| ocal representation of the "path” to a nulticast destination nust in
fact represent a potentially large set of paths.

Mnimally, an inplementation could maintain a single PMIU val ue to be
used for all packets originated fromthe node. This PMIU val ue woul d
be the m ni mum PMIU | earned across the set of all paths in use by the
node. This approach is likely to result in the use of smaller
packets than is necessary for many paths.
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An inmpl enentation could use the destination address as the | oca
representation of a path. The PMIU val ue associated with a
destinati on woul d be the mini mum PMIU | earned across the set of all
paths in use to that destination. The set of paths in use to a
particul ar destination is expected to be small, in many cases
consisting of a single path. This approach will result in the use of
optinmally sized packets on a per-destination basis. This approach
integrates nicely with the conceptual nodel of a host as described in
[ND]: a PMIU val ue could be stored with the corresponding entry in

t he destinati on cache.

If flows [IPv6-SPEC] are in use, an inplenentation could use the flow
id as the local representation of a path. Packets sent to a
particul ar destination but belonging to different flows may use
different paths, with the choice of path depending on the flowid.
This approach will result in the use of optimally sized packets on a
per-flow basis, providing finer granularity than PMIU val ues

mai nt ai ned on a per-destination basis.

For source routed packets (i.e. packets containing an | Pv6 Routing
header [IPv6-SPEC]), the source route may further qualify the |oca
representation of a path. |In particular, a packet containing a type
0 Routing header in which all bits in the Strict/Loose Bit Map are
equal to 1 contains a conplete path specification. An inplenentation
coul d use source route information in the local representation of a
pat h.

Not e: Sone paths may be further distinguished by different
security classifications. The details of such classifications are
beyond the scope of this neno.

Initially, the PMIU value for a path is assuned to be the (known) MU
of the first-hop link

When a Packet Too Big nessage is received, the node determ nes which
path the nessage applies to based on the contents of the Packet Too
Bi g nessage. For exanple, if the destination address is used as the
| ocal representation of a path, the destination address fromthe
original packet would be used to deternine which path the nessage
applies to.

Note: if the original packet contained a Routing header, the
Rout i ng header should be used to deternine the |ocation of the
destination address within the original packet. |If Segments Left
is equal to zero, the destination address is in the Destination
Address field in the IPv6 header. |If Segments Left is greater
than zero, the destination address is the |ast address
(Address[n]) in the Routing header
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The node then uses the value in the MU field in the Packet Too Big
message as a tentative PMIU val ue, and conpares the tentative PMIU to
the existing PMIU. If the tentative PMIU is less than the existing
PMIU estimate, the tentative PMIU repl aces the existing PMIU as the
PMIU val ue for the path.

The packetization |layers nust be notified about decreases in the
PMIU. Any packetization layer instance (for exanple, a TCP
connection) that is actively using the path must be notified if the
PMIU estimate is decreased

Note: even if the Packet Too Bi g nessage contains an Oiginal
Packet Header that refers to a UDP packet, the TCP | ayer nust be
notified if any of its connections use the given path.

Al so, the instance that sent the packet that elicited the Packet Too
Bi g nessage should be notified that its packet has been dropped, even
if the PMIU estinmate has not changed, so that it nmay retransnit the
dr opped dat a.

Note: An inplenmentation can avoid the use of an asynchronous
notification mechani smfor PMIU decreases by postponing
notification until the next attenpt to send a packet |arger than
the PMIU estimate. | n this approach, when an attenpt is made to
SEND a packet that is larger than the PMIU estinmate, the SEND
function should fail and return a suitable error indication. This
approach nmay be nore suitable to a connectionl ess packetization

| ayer (such as one using UDP), which (in sone inplenentations) may
be hard to "notify" fromthe 1CW layer. 1In this case, the nornmnal
ti meout - based retransni ssion nechani sns woul d be used to recover
fromthe dropped packets.

It is inmportant to understand that the notification of the
packetization |ayer instances using the path about the change in the
PMIU is distinct fromthe notification of a specific instance that a
packet has been dropped. The latter should be done as soon as
practical (i.e., asynchronously fromthe point of view of the
packetization layer instance), while the forner may be del ayed unti
a packetization layer instance wants to create a packet.

Ret ransmi ssi on shoul d be done for only for those packets that are
known to be dropped, as indicated by a Packet Too Bi g nessage.

5.3. Purging stale PMIU i nformati on
I nternetwork topology is dynamic; routes change over tine. Wile the
| ocal representation of a path may remain constant, the actua

path(s) in use may change. Thus, PMIU informati on cached by a node
can become stale.
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5. 4.

If the stale PMIU value is too large, this will be discovered al nost

i medi ately once a | arge enough packet is sent on the path. No such
mechani sm exi sts for realizing that a stale PMIU value is too small
so an inplenmentation should "age" cached val ues. Wen a PMIU val ue
has not been decreased for a while (on the order of 10 m nutes), the
PMIU estinmate should be set to the MIU of the first-hop link, and the
packetization |layers should be notified of the change. This will
cause the conplete Path MIU Di scovery process to take place again.

Note: an inplenmentation should provide a means for changi ng the

ti meout duration, including setting it to "infinity". For
exanpl e, nodes attached to an FDDI |ink which is then attached to
the rest of the Internet via a small MIU serial |ine are never

going to discover a new non-local PMIU, so they should not have to
put up with dropped packets every 10 mi nutes.

An upper layer nmust not retransmit data in response to an increase in
the PMIU estimate, since this increase never comes in response to an
i ndi cation of a dropped packet.

One approach to inplenmenting PMIU aging is to associate a tinmestanp
field with a PMIU value. This field is initialized to a "reserved"
val ue, indicating that the PMIU is equal to the MIU of the first hop
link. Wenever the PMIU is decreased in response to a Packet Too Big
message, the tinestanp is set to the current tine.

Once a nminute, a timer-driven procedure runs through all cached PMIuU
val ues, and for each PMIU whose tinmestanp is not "reserved" and is
ol der than the tinmeout interval

- The PMIU estimate is set to the MU of the first hop link

- The tinmestanp is set to the "reserved" val ue.

- Packetization layers using this path are notified of the increase.
TCP | ayer actions

The TCP | ayer nust track the PMIU for the path(s) in use by a
connection; it should not send segnents that would result in packets
| arger than the PMIU. A sinple inplenentation could ask the IP |ayer
for this value each tine it created a new segnent, but this could be
inefficient. Moreover, TCP inplenentations that follow the "slow
start" congestion-avoi dance algorithm |[CONG typically cal culate and
cache several other values derived fromthe PMIU. It nmay be sinpler
to receive asynchronous notificati on when the PMIU changes, so that

t hese vari abl es may be updat ed.
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A TCP inpl enentation nust also store the MSS val ue received fromits
peer, and nust not send any segnent |arger than this MSS, regardless
of the PMIU. In 4.xBSD derived inplenmentations, this may require
adding an additional field to the TCP state record.

The value sent in the TCP MSS option is independent of the PMIU

This MSS option value is used by the other end of the connection

whi ch may be using an unrelated PMIU val ue. See [|Pv6-SPEC] sections
"Packet Size |Issues" and "Maxi num Upper-Layer Payl oad Size" for

i nformati on on selecting a value for the TCP MSS option

When a Packet Too Big nessage is received, it inplies that a packet
was dropped by the node that sent the | CWP nmessage. It is sufficient
to treat this as any other dropped segnent, and wait until the
retransm ssion tinmer expires to cause retransni ssion of the segment.
If the Path MIU Di scovery process requires several steps to find the
PMIU of the full path, this could delay the connection by many
round-trip tines.

Alternatively, the retransnission could be done in i medi ate response
to a notification that the Path MIU has changed, but only for the
speci fic connection specified by the Packet Too Big nmessage. The
packet size used in the retransm ssion should be no | arger than the
new PMIU.

Not e: A packetization layer nmust not retransnmt in response to
every Packet Too Bi g nessage, since a burst of several oversized

segments will give rise to several such nessages and hence severa
retransm ssions of the sane data. |If the new estimated PMIU is
still wong, the process repeats, and there is an exponenti al

grow h in the number of superfluous segnents sent.

This means that the TCP | ayer must be able to recogni ze when a
Packet Too Big notification actually decreases the PMIU that it
has al ready used to send a packet on the given connection, and
shoul d i gnore any other notifications.

Many TCP i npl ement ati ons incorporate "congestion avoi dance" and
"slowstart" algorithnms to inprove performance [CONG. Unlike a
retransm ssi on caused by a TCP retransm ssion tinmeout, a
retransm ssi on caused by a Packet Too Bi g nmessage shoul d not change
the congestion window. It should, however, trigger the slowstart
mechani sm (i.e., only one segnment should be retransmitted unti
acknow edgenents begin to arrive again).

TCP performance can be reduced if the sender’s maxi mum wi ndow si ze is

not an exact nultiple of the segnment size in use (this is not the
congestion wi ndow size, which is always a nmultiple of the segnent
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size). |In many systens (such as those derived from4.2BSD), the
segrment size is often set to 1024 octets, and the maxi mum wi ndow si ze
(the "send space") is usually a multiple of 1024 octets, so the
proper relationship holds by default. |If Path MIU Di scovery is used,
however, the segment size may not be a submultiple of the send space,
and it may change during a connection; this nmeans that the TCP | ayer
may need to change the transm ssi on wi ndow size when Path Mru

Di scovery changes the PMIU val ue. The maxi mum wi ndow si ze shoul d be
set to the greatest nultiple of the segnment size that is I ess than or
equal to the sender’s buffer space size

5.5. Issues for other transport protocols

Some transport protocols (such as |SO TP4 [ISOTP]) are not allowed to
repacketi ze when doing a retransnission. That is, once an attenpt is
made to transmit a segment of a certain size, the transport cannot
split the contents of the segnent into snaller segnments for

retransm ssion. In such a case, the original segnent can be
fragmented by the I P layer during retransm ssion. Subsequent
segnents, when transnitted for the first time, should be no |arger
than all owed by the Path MIu

The Sun Network File System (NFS) uses a Renpte Procedure Call (RPC
protocol [RPC] that, when used over UDP, in nany cases wll generate
payl oads that nust be fragnmented even for the first-hop link. This

m ght inprove performance in certain cases, but it is known to cause
reliability and performance problens, especially when the client and
server are separated by routers.

It is reconmmended that NFS inplenmentations use Path MIU Di scovery
whenever routers are involved. Mst NFS inplenentations allow the
RPC dat agram si ze to be changed at nount-tinme (indirectly, by
changing the effective file system bl ock size), but might require
sonme nodification to support changes later on

Al so, since a single NFS operation cannot be split across several UDP
dat agrans, certain operations (prinmarily, those operating on file
names and directories) require a mininmum payload size that if sent in
a single packet would exceed the PMIU. NFS inpl ementations shoul d
not reduce the payload size below this threshold, even if Path MIU

Di scovery suggests a lower value. 1In this case the payload will be
fragmented by the IP | ayer
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5.6. Managenent interface

It is suggested that an inplenentation provide a way for a system
utility programto:

- Specify that Path MIU Di scovery not be done on a given path.
- Change the PMIU val ue associated with a given path.

The former can be acconplished by associating a flag with the path;
when a packet is sent on a path with this flag set, the I P |ayer does
not send packets larger than the IPv6 mininmumlink MIU

These features might be used to work around an anomal ous situation
or by a routing protocol inplenentation that is able to obtain Path
MIU val ues.

The inplenentation should also provide a way to change the tineout
period for aging stale PMIU infornation.

6. Security Considerations

This Path MIU Di scovery nechani sm nakes possi bl e two deni al - of -
service attacks, both based on a nalicious party sending fal se Packet
Too Big nessages to a node.

In the first attack, the fal se nessage indicates a PMIU nmuch snal |l er
than reality. This should not entirely stop data flow, since the

vi cti m node should never set its PMIU estinmate bel ow the | Pv6 m ni num
link MIU. It will, however, result in suboptinmal perfornmance

In the second attack, the fal se nessage indicates a PMIU | arger than
reality. |If believed, this could cause tenporary bl ockage as the

vi cti msends packets that will be dropped by some router. Wthin one
round-trip time, the node woul d discover its m stake (receiving
Packet Too Big nessages fromthat router), but frequent repetition of
this attack could cause |ots of packets to be dropped. A node,
however, should never raise its estimte of the PMIU based on a
Packet Too Big nmessage, so should not be vulnerable to this attack.

A malicious party could al so cause problens if it could stop a victim

fromreceiving legitimte Packet Too Big nessages, but in this case
there are sinpler denial-of-service attacks avail abl e.
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Appendi x A - Conparison to RFC 1191

This docunent is based in large part on RFC 1191, which descri bes
Path MIU Di scovery for IPv4. Certain portions of RFC 1191 were not
needed in this docunent:

router specification - Packet Too Big nessages and correspondi ng
router behavior are defined in [| CVPv6]

Don’t Fragnent bit - there is no DF bit in | Pv6 packets

TCP MSS di scussi on - selecting a value to send in the TCP MSS
option is discussed in [|Pv6-SPEC

ol d-styl e nmessages - all Packet Too Big nessages report the
MIU of the constricting link

MIU pl at eau t abl es - not needed because there are no old-style
nessages
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