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Status of this Meno

This neno provides information for the Internet conmmunity. This neno
does not specify an Internet standard of any kind. Distribution of
this meno is unlimnted.

Abst r act

This meno describes a new internetworking architecture which nakes
better use of the property of ATM | P datagrans are transferred

al ong hop-by-hop path via routers, but datagram assenbl y/di sassenbly
and | P header processing are not necessarily carried out at

i ndi vidual routers in the proposed architecture. A concept of "Cel
Switch Router (CSR)" is introduced as a new i nternetworking

equi prent, which has ATM cell switching capabilities in addition to
conventional |P datagram forwardi ng. Proposed architecture can
provi de applications wth high-throughput and | ow 1| atency ATM pi pes
whil e retaining current router-based internetworking concept. It

al so provides applications with specific QS/ bandw dth by cooperating
with internetworking |evel resource reservation protocols such as
RSVP.

1. I nt roducti on

The Internet is growing both inits size and its traffic volune. In

addition, recent applications often require guaranteed bandw dth and
QS rather than best effort. Such changes nake the current hop-by-

hop datagram forwardi ng paradi gminadequate, then accel erate

i nvestigations on new internetworking architectures.

Roughly two distinct approaches can be seen as possi bl e sol utions;
the use of ATMto convey |P datagrans, and the revision of IP to
support flow concept and resource reservation. |Integration or

i nterworki ng of these approaches will be necessary to provide end
hosts with high throughput and QoS guaranteed internetworking
services over any datalink platforns as well as ATM

New i nternetworking architecture proposed in this draft is based on
"Cell Switch Router (CSR)" which has the followi ng properties.
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- It nmakes the best use of ATM s property while retaining current
router-based internetworking and routing architecture.

- It takes into account interoperability with future IP that
supports fl ow concept and resource reservations.

Section 2 of this draft explains background and notivations of our

proposal . Section 3 describes an overview of the proposed
i nternetworking architecture and its several renarkable features.
Section 4 discusses control architectures for CSR, which will need to

be further investigated.
Background and Mbtivation

It is considered that the current hop-by-hop best effort datagram
forwardi ng paradigmw || not be adequate to support future |arge
scal e Internet which acconmodat es huge anount of traffic with certain
QS requirenents. Two nmmjor schools of investigations can be seen in
| ETF whose nmain purpose is to inprove ability of the Internet with
regard to its throughput and QS. One is to utilize ATMtechnol ogy
as nmuch as possible, and the other is to introduce the concept of
resource reservation and flowinto IP

Uilization of ATM

Al t hough basic properties of ATM necessity of connection setup
necessity of traffic contract, etc.; is not necessarily suited to
conventional |P datagramtransnission, its excellent throughput and
del ay characteristics let us to investigate the realization of IP
dat agram transm ssi on over ATM

A typical internetworking architecture is the "Cassical |P Mdel"

[ RFC1577]. This nodel allows direct ATM connectivities only between
nodes that share the sane |IP address prefix. |P datagrans should
traverse routers whenever they go beyond | P subnet boundaries even

t hough their source and destination are accommobdated in the sane ATM
cloud. Although an ATMARP is introduced which is not based on | egacy
dat al i nk broadcast but on centralized ATMARP servers, this nodel does
not require drastic changes to the | egacy internetworking
architectures with regard to the | P datagram forwardi ng process.

This nmodel still has problens of linmted throughput and I arge

| atency, conpared with the ability of ATM due to |IP header
processing at every router. It will becone nore critical when

mul timedi a applications that require nmuch |arger bandw dth and | ower

| at ency becone dominant in the near future.
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Anot her internetworking architecture is "NHRP (Next Hop Resol ution
Protocol) Model" [NHRPO9]. This nodel ainms at resol ving throughput
and latency problens in the Cassical |P Mdel and naking the best
use of ATM ATM connections can be directly established from an

i ngress point to an egress point of an ATM cl oud even when they do
not share the sanme | P address prefix. 1In order to enable it, the
Next Hop Server [KAT95] is introduced which can find an egress point
of the ATM cloud nearest to the given destination and resolves its
ATM address. A sort of query/response protocols between the
server(s) and clients and possibly server and server are specified.
After the ATM address of a desired egress point is resolved, the
client establishes a direct ATM connection to that point through ATM
signaling procedures [ATMB.1]. Once a direct ATM connecti on has been
set up through this procedure, |P datagranms do not have to experience
hop- by-hop | P processing but can be transnmitted over the direct ATM
connection. Therefore, high throughput and | ow | atency

communi cati ons becone possible even if they go beyond I P subnet
boundaries. It should be noted that the provision of such direct ATM
connecti ons does not nean di sappearance of |egacy routers which

i nterconnect distinct ATM based | P subnets. For exanple, hop-by-hop
| P datagram forwardi ng function would still be required in the

foll owi ng cases:

- When you want to transmt | P datagrans before direct ATM connection
froman ingress point to an egress point of the ATMcloud is
establ i shed

- When you neither require a certain QoS nor transmit |arge anount of
| P datagrans for some conmuni cation

- When the direct ATM connection is not allowed by security or policy
reasons

| P level resource reservation and fl ow support

Apart frominvestigation on specific datalink technol ogy such as ATM
resource reservation technologies for desired IP | evel flows have
been studied and are still under discussion. Their typical exanples
are RSVP [ RSVP13] and STII [RFC1819].

RSVP itself is not a connection oriented technol ogy since datagrans
can be transnitted regardless of the result of the resource
reservation process. After a resource reservation process froma
receiver (or receivers) to a sender (or senders) is successfully
conpl et ed, RSVP-capable routers along the path of the flow reserve
their resources for datagram forwardi ng according to the requested
fl ow spec.
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3.

STIl is regarded as a connection oriented | P which requires
connection setup process froma sender to a receiver (or receivers)
before transmtting datagrams. STll-capable routers along the path
of the requested connection reserve their resources for datagram
forwardi ng according to the fl ow spec.

Nei t her RSVP nor STII| restrict underlying datalink networks since
their primary purpose is to let routers provide each IP flow with
desired forwarding quality (by controlling their datagram scheduling
rules). Since various datalink networks will coexist as well as ATM
in the future, these IP |level resource reservation technol ogi es woul d
be necessary in order to provide end-to-end IP flow with desired
bandw dt h and QoS.

aking this background into consideration, we should be aware of
several issues which notivate our proposal

- As of the tine of witing, the ATM specific internetworking
architecture proposed does not take into account interoperability
with | P level resource reservation or connection setup protocols.
In particular, operating RSVP in the NHRP-based ATM cl oud seens to
require much effort since RSVP is a soft-state receiver-oriented
protocol with nulticast capability as a default, while ATMwi th
NHRP i s a hard-state sender-oriented protocol which does not
support rmulticast yet.

- Although RSVP or STII-based routers will provide each IP flowwth
a desired bandwi dth and QS, they have some native throughput
limtations due to the processor-based |IP forwarding nmechani sm
conpared with the hardware swi tching nmechani smof ATM

The main objective of our proposal is to resolve the above issues.
The proposed internetworking architecture nmakes the best use of the
property of ATM by extending | egacy routers to handle future IP
features such as flow support and resource reservation with the help
of ATMs cell switching capabilities.

I nternetworking Architecture Based On the Cell Switch Router (CSR)

3.1 Overview

The Cell Switch Router (CSR) is a key network el ement of the proposed
i nternetworking architecture. The CSR provides cell swtching
functionality in addition to conventional |P datagram forwarding.
Commruni cations with high throughput and | ow | atency, that are native
properties of ATM becone possible by using this cell swtching
functionality even when the conmmuni cati ons pass through | P subnetwork
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boundaries. In an ATMinternet conposed of CSRs, VPI/VC -based cell
swi t chi ng whi ch bypasses datagram assenbl y/ di sassenbly and | P header
processing is possible at every CSR for conmuni cati ons which | end

t hensel ves to such (e.g., comunications which require certain amount
of bandwi dth and QoS), while conventional hop-by-hop datagram
forwardi ng based on the I P header is also possible at every CSR for
ot her conventional comuni cati ons.

By using such cell-level switching capabilities, the CSRis able to
concat enate i ncom ng and outgoi ng ATM VCs, although the concatenation
inthis case is controlled outside the ATM cloud (ATM s control/
managenent - pl ane) unli ke conventional ATM switch nodes. That is, the
CSR is attached to ATM networks via an ATM UNI instead of NNI. By
carrying out such VPI/VCl concatenations at nultiple CSRs
consecutively, ATMIevel connectivity conposed of nultiple ATM VCs,
each of which connects adjacent CSRs (or CSR and hosts/routers), can
be provided. W call such an ATM pi pe "ATM Bypass- pi pe" to
differentiate it from"ATM VCC (VC connection)" provided by a single
ATM dat al i nk cl oud through ATM si gnal i ng.

Exanpl e network configurations based on CSRs are shown in figure 1.
An ATM dat al i nk network nay be a | arge cloud which acconmpbdat es
multiple IP subnets X, Y and Z. O several distinct ATM datalinks
may acconmmpdate single I P subnet X, Y and Z respectively. The latter
configuration would be straightforward in discussing the CSR, but the
CSR is also applicable to the forner configuration as well. In
addition, the CSR woul d be applicable as a router which interconnects
mul ti pl e NHRP-based ATM cl ouds.

Two di fferent kinds of ATM VCs are defined between adjacent CSRs or
bet ween CSR and ATM attached hosts/routers.

Def aul t - VC

It is a general purpose VC used by any comuni cati ons which sel ect
conventional hop-by-hop IP routed paths. Al incoming cells received
fromthis VC are assenbled to | P datagrans and handl ed based on their
| P headers. VCs set up in the Classical |IP Mddel are classified into
this category.

Dedi cat ed- VC

It is used by specific comunications (IP flows) which are specified
by, for exanple, any conbination of the destination |IP address/port,
the source I P address/port or IPv6 flow label. It can be
concatenated with ot her Dedi cated-VCs which accombdate the sane |IP
flow as it, and can constitute an ATM Bypass-pi pe for those IP flows.
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I ngress/ egress nodes of the Bypass-pipe can be either CSRs or ATM
attached routers/hosts both of which speak a Bypass-pi pe contro
protocol. (we call that "Bypass-capabl e nodes") On the other hand,

i nternedi at e nodes of the Bypass-pipe should be CSRs since they need
to have cell switching capabilities as well as to speak the Bypass-
pi pe control protocol

The route for a Bypass-pipe follows IP routing information in each
CSR. In figure 1, IP datagrams froma source host or router X.1 to a
destination host or router Z 1 are transferred over the route X1 ->
CSR1 -> CSR2 -> Z.1 regardl ess of whether the conmunication is on a
hop- by-hop basis or Bypass-pipe basis. Routes for individua
Dedi cat ed- VCs which constitutes the Bypass-pipe X.1 --> Z 1 (X 1 ->
CSR1, CSR1 -> CSR2, CSR2 -> Z.1) would be deternined based on ATM
routing protocols such as PNNI [PNNI 1. 0], and woul d be i ndependent of
| P I evel routing.

An exanpl e of | P datagramtransm ssion nechanismis as foll ows.

0 The host/router X. 1 checks an identifier of each |IP datagram
which may be the "destination | P address (prefix)",
"source/destination |IP address (prefix) pair", "destination IP
address and port", "source |IP address and Flow |l abel (in IPv6)"
and so on. Based on either of those identifiers, it determ nes
over which VC the datagram should be transmtted.

0 The CSR1/2 checks the VPI/VCl value of each inconming cell. When
the mapping fromthe incomng interface/ VPI/VCl to outgoing
interface/VPI/VCl is found in an ATMrouting table, it is directly
forwarded to the specified interface through an ATM swi tch nodul e.
When the mapping in not found in the ATMrouting table (or the
table shows an I P nobdul e as an output interface), the cell is
assenbled to an | P datagram and then forwarded to an appropriate
out goi ng interface/ VPI/VCl based on an identifier of the datagram
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| P subnet X | P subnet Y | P subnet Z
D > Cemmmm o mia oo > Qo m e i e e >
Fo-em - - - + Default +------- + Default Fo-em - - - + Default +------- +
| | -VC | CSR 1 | -VC | CSR 2 | -VC | |
| Host + + + + + + Host |
| X1l +---cmmmmeaaas Tk o 0 T SRRSO [ oo S O S + Z.1
| B - T o 0 T TSR [ o S +
| - B O T R S o o S +
| | Dedi cat ed | | Dedicated | | Dedi cat ed |
Fomm o - + -VCs +------- + -VCs +------- + -VCs +------- +

Qo m o e e e e e e e e e e e e meee oo >
Bypass- pi pe

Figure 1 Internetworking Architecture based on CSR

3.2 Features

1

The main feature of the CSR-based internetworking architecture is the
sane as that of the NHRP-based architecture in the sense that they
both provide direct ATM I evel connectivity beyond | P subnet
boundaries. There are, however, several notable differences in the
CSR- based architecture conpared with the NHRP-based one as foll ows.

Rel ati onshi p between I P routing and ATM routi ng

In the NHRP nodel, an egress point of the ATM network is first

determ ned in the next hop resolution phase based on IP | evel routing
information. Then the actual route for an ATMVC to the obtained
egress point is determined in the ATM connecti on setup phase based on
ATM | evel routing information. Both kinds of routing information
woul d be cal cul ated according to factors such as network topol ogy and
avai |l abl e bandwi dth for the large ATM cloud. The ATMrouting will be
based on PNNI phasel [PNNI1.0] while the IP routing will be based on
OSPF, BGP, IS IS, etc. W need to nanage two different routing
protocols over the large ATM cloud until Integtrated-PNN [IPNN 96]
whi ch takes both ATM |l evel metric and IP level metric into account
will be phased in in the future.

In the CSR nodel, IP level routing determ nes an egress point of the
ATM cl oud as well as determi nes inter-subnet level path to the point
that shows which CSRs it should pass through. ATM I evel routing
determines an intra-subnet level path for ATM VCs (both Dedicated-VC
and Default-VC) only between adjacent nodes (CSRs or ATM attached
hosts/routers). Since the roles of routing are hierarchically

subdi vided into inter-subnet level (router level) and intra-subnet

| evel (ATM SWlevel), ATMrouting does not have to operate all over
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the ATM cloud but only in individual |IP subnets independent from each
other. This will decrease the anount of information for ATMrouting
protocol handling. But an end-to-end ATM path nmay not be optinma
conmpared with the NHRP nodel since the path should go through routers
at subnet boundaries in the CSR nodel.

Dynami ¢ routing and redundancy support

A CSR- based network can dynanically change routes for Bypass-pipes
when related IP level routing information changes. Bypass-pipes
related to the routing changes do not have to be torn down nor
established fromscratch since internediate CSRs related to IP
routi ng changes can follow them and change routes for rel ated
Bypass- pi pes by thensel ves.

The sane things apply when sone error or outage happens in any ATM
nodes/links/routers on the route of a Bypass-pipe. CSRs that have
noti ced such errors or outages woul d change routes for rel ated
Bypass- pi pes by thensel ves.

Interoperability with I P level resource reservation protocols in
mul ti cast environnents

As current NHRP specification assunes application of NHRP to unicast
environnments only, nulticast IP flows should still be carried based
on a hop-by-hop manner with nulticast routers. In addition
realization of IP level resource reservation protocols such as RSVP
over NHRP environnents requires further investigation

The CSR-based internetworking architecture which keeps subnet-by-
subnet internetworking with regard to any control protocol sequence
can provide nulticast Bypass-pipes w thout requiring any

nodi fications in I P nulticast over ATM [IPMZ296] or nulticast routing
techniques. In addition, since the CSR can handl e RSVP nessages
which are transmitted in a hop-by-hop manner, it can provi de Bypass-
pi pes which satisfy QoS requirenents by the cooperation of the RSVP
and t he Bypass-pi pe control protocol

Control Architecture for CSR

Several issues with regard to a control architecture for the CSR are
di scussed in this section

4.1 Network Reference Model

In order to hel p understandi ng discussions in this section, the
foll owi ng network reference nodel is assumed. Source hosts S1, S2,
and destination hosts D1, D2 are attached to Ethernets, while S3 and
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D3 are attached to the ATM Routers Rl and R5 are attached to

Et hernets only, while R2, R3 and R4 are attached to the ATM The ATM
datalink for subnet #3 and subnet #4 can either be physically
separated datalinks or be the sane datalink. 1In other words, R3 can
be either one-port or multi-port router.

Et her Et her ATM ATM Et her Et her
| | oot oot | |
| | | | | | | |
S1--| S2- - - | S3-- - | | | | ---D3 | ---D2 | --D1
| | | | | | | |
|-~ Rl---|---Re---| | -- R3--| | ---Ra---|---R5---|
| | | | | | | |
| | oo oo | |
subnet subnet subnet subnet subnet subnet
#1 #2 #3 #4 #5 #6

Figure 2 Network Reference Model

Bypass- pi pes can be configured [S3 or R2]-->R3-->[D3 or R4]. That
means that S3, D3, R2, R3 and R4 need to speak Bypass-pi pe control
protocol, and neans that R3 needs to be the CSR. W use term
"Bypass-capabl e nodes" for hosts/routers which can speak Bypass- pi pe
control protocol but are not necessarily CSRs.

As shown in this reference nodel, Bypass-pipe can be configured from
host to host (S3-->R3-->D3), router to host (R2-->R3-->D3), host to
router (S3-->R3-->R4), and router to router (R2-->R3-->R4).

4.2 Possible Use of Bypass-pipe

a)

Possi bl e use (or purposes) of Bypass-pipe provided by CSRs, in other
words, possible triggers that initiate Bypass-pipe setup procedure,
is discussed in this subsection.

Fol | owi ng two purposes for Bypass-pi pe setup are assuned at present;
Provision of low | atency path

This indicates cases in which end hosts or routers initiate a
Bypass- pi pe setup procedure when they will transnmit |arge anount of
datagrans toward a specific destination. For instance,

- End hosts or routers initiate Bypass-pi pe setup procedures based

on the neasurenent of I P datagrans transnmitted toward a certain
desti nati on.
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b)

- End hosts or routers initiate Bypass-pi pe setup procedures when
it detects datagrams with certain higher |layer protocols such as
ftp, nntp, http, etc.

O her triggers may be possibl e depending on the policy in each
network. In any case, the purpose of Bypass-pipe setup in each of
these cases is to reduce | P processing burden at internediate routers
as well as to provide a comunication path with |ow |l atency for burst
data transfer, rather than to provide end host applications with
speci fi ¢ bandw dt h/ QoS

There would be no rule for determ ning bandwi dth for such kinds of
Bypass- pi pes since no explicit information about bandw dth/ QS

requi renent by end hosts is available without |P-1evel resource
reservation protocols such as RSVP. Using UBR VCs as conponents of
t he Bypass- pi pe woul d be the easiest choice although there is no
guarantees for cell loss quality, while using other services such as
CBR/ VBR/ ABR wi th an adequate paraneter tuning woul d be possible.

Provi si on of specific bandw dt h/ QS requested by hosts

This indicates cases in which routers or end hosts initiate a
Bypass- pi pe setup procedure by triggers related to |IP-1evel
bandwi dt h/ QS request fromend hosts. The "resource nanagenent
entity" in the host or router, which has received bandw dth/ QS
requests fromapplications or adjacent nodes nmay choose to
acconmodate the requested IP flow to an existing VC or choose to

al l ocate a new Dedi cated-VC for the requested IP flow. Selecting the
| atter choice at each router can correspond to the trigger for
constituting a Bypass-pipe. Wen both an inconing VC and an out goi ng
VC (or VCs) are dedicated to the sanme IP flow(s), those VCs can be
concatenated at the CSR (ATM cut -t hrough) to constitute a Bypass-

pi pe. Bandwi dth for the Bypass-pipe (nanely, individual VCs
constituting the Bypass-pipe) in this case would be detern ned based
on the bandw dt h/ QS requirements by the end host which is conveyed
by, e.g., RSVP nessages. The ATM service cl asses; e.g., CBR VBR ABR,
that woul d be sel ected depends on the | P-1evel service classes
requested by the end hosts.

Bypass- pi pe provision for the purpose of b) will surely be beneficial
in the near future when related |IP-level resource reservation
protocol will becone available as well as when definitions of

i ndi vi dual service classes and flow specs offered to applications
becone clear. On the other hand, Bypass-pipe setup for the purpose
of a) may be beneficial right now since it does not require
availability of IP-level resource reservation protocols. |In that
sense, a) can be regarded as a kind of short-termuse while b) is a

| ong-term use.
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4.3 Variations of Bypass-pipe Control Architecture

A nunber of variations regardi ng Bypass-pi pe control architecture are
introduced. Itens which are related to architectural variations are;

o Ways of providi ng Dedi cat ed- VCs
0 Channel s for Bypass-pipe control nessage transfer
0 Bypass- pi pe control procedures

Each of these itens are di scussed bel ow.

4.3.1 Ways of Providing Dedi cat ed-VCs

a)

b)

c)

There are roughly three alternatives regarding the way of providing
Dedi cated-VCs in individual |P subnets as conponents of a Bypass-

pi pe.
On-demand SVC set up

Dedi cated-VCs are set up in individual |IP subnets each tinme you want
to set up a Bypass-pipe through the ATM signaling procedure.

Pi cking up one froma bunch of (sem -)PVCs

Several VCs are set up beforehand between CSR and CSR, or CSR and
other ATM attached nodes (hosts/router) in each I P subnet. Unused VC
is picked up as a Dedicated-VC fromthese PVCs in each | P subnet when
a Bypass-pipe is set up

Pi cking up one VCl in PVP/ SVP

PVPs or SVPs are set up between CSR and CSR, or CSR and other ATM
attached nodes (hosts/routers) in each IP subnet. PVPs would be set
up as a router/host initialization procedure, while SVPs, on the

ot her hand, would be set up through ATM si gnaling when the first VC
(either Default- or Dedicated-) setup request is initiated by either
of some peer nodes. Then, Unused VCl value is picked up as a

Dedi cated-VC in the PVP/SVP in each | P subnet when a Bypass-pipe is
set up. The SVP can be rel eased t hrough ATM si gnaling when no VC
value is in active state.

The best choice will be a) with regard to efficient network resource
usage. However, you may go through three steps, ATMARP (for uni cast
[ RFC1577] or multicast [IPMC96] in each | P subnet), SVC setup (in
each | P subnet) and exchange of Bypass-pipe control nessage in this
case. Wiether a) is practical choice or not will depend on whet her
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you can allow | arger Bypass-pipe setup tinme due to three-step
procedure nentioned above, or whether you can send datagrans over
Default-VCs in a hop-by-hop manner while waiting for the Bypass-pipe
set up.

In the case of b) or c), the issue of Bypass-pipe setup tinme will be
i mproved since SVC setup step can be skipped. 1In b), each node (CSR
or ATMattached host/router) should specify sone traffic descriptors
even for unused VCs, and the ATM datalink should reserve its desired
resource (such as VCI value and bandwi dth) for them In addition

the ATM datalink may have to carry out UPC functions for those unused
VCs. Such burden woul d be reduced when you use UBR-PVCs and set peak
cell rate for each of themequal to link rate, but bandw dth/ QS for
t he Bypass-pipe is not provided in this case. In c), on the other
hand, traffic descriptors which should be specified by each node for
the ATM datalink is not each VCs but VP s only. Resource
reservations for individual VCs will be carried out not as a
functionality of the ATM datalink but of each CSR or ATM attached
host/router if necessary. A functionality which need to be provided
by the ATM datalink is control of VPs' bandwi dth only such as UPC and
dynani ¢ bandwi dth negotiation if it would be wi dely avail abl e.

4.3.2 Channels for Bypass-pipe Control Message Transfer

There are several alternatives regarding the channels for nanagi ng
(setting up, releasing, and possibly changing the route of) a
Bypass- pi pe. This subsection explains these alternatives and

di scusses their properties.

Three alternatives are discussed, Inband control nessage, Qutband
control nessage, and use of ATM signaling.

I nband Control Message

When setting up a Bypass-pipe, control nmessages are transnmitted over
a Dedi cated-VC which will eventually be used as a conponent of the
Bypass- pi pe. These nessages are handled at each CSR, and simlar
nmessages are transnitted to the next-hop node over a Dedicated-VC

al ong the selected route (based on IP routing table). Unlike outband
nmessage protocol described in ii), each nessage does not have to

i ndi cate a Dedi cated-VC which will be used since the nessage itself
is carried over "that" VC

The i nband control nessage can be either "datagram dedicated for
Bypass- pi pe control" or "actual |IP datagrani sent by user

application. Actual |P datagrans can be transnmitted over Bypass-pipe
after it has been set up in the forner case. 1In the latter case, on
the other hand, the first (or several) |P datagran(s) received from
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an unused Dedi cated-VC are analyzed at IP level and transnitted
towar d adequate next hop over an unused Dedicated-VC. Then inconing
Dedi cat ed- VC and out goi ng Dedi cat ed-VC are concatenated to construct
a Bypass- pi pe.

In inband control, Bypass-pipe control nessages transnmitted after a
Bypass- pi pe has been set up cannot be identified at internediate CSRs
since those nessages are forwarded at cell level there. As a
possi bl e solution for this issue, internediate CSRs can identify
Bypass- pi pe control messages by marking cell headers, e.g., PTI bit
which indicates F5 OAM cell. Wth regard to Bypass-pi pe rel ease,
explicit rel ease nessage nay not be necessary if individual CSRs
admi ni ster the anmount of traffic over each Dedicated-VC and del etes
concatenation information for an inactive Bypass-pipe with their own
deci si on.

ii) Qutband Control Message

When a Bypass-pipe is set up or rel eased, control nessages are
transmtted over VCs which are different from Dedicated-VCs used as
conmponents of the Bypass-pipe. Unlike inband nessage protoco
described in i), each nessage has to indicate which Dedicated-VCs the
message would like to control. Therefore, an identifier that
uniquely discrimnates a VC, which is not a VPI/VCl that is not

i dentical at both endpoints of the VC, need to be defined and be
given at VC initiation phase. However, an issue of control message
transm ssion after a Bypass-pi pe has been set up in inband case does
not exi st.

Four alternatives are possible regarding how to convey Bypass-pipe
control nessages hop-by-hop over ATM datal i nk networks.

1) Defines VC for Bypass-pipe control nessages only.

2) Uses Default-VC and di scrim nates Bypass-pi pe control nessages
fromuser datagrans by an LLC/ SANP val ue i n RFC1483 encapsul ation

3) Uses Default-VC and discrim nates Bypass-pi pe control nessages
fromuser datagrans by a protocol field value in |IP header

4) Uses Default-VC and di scrim nates Bypass-pi pe control nessages
fromuser datagrans by a port IDin the UDP frane.

Wien we take into account interoperability with Bypass-incapabl e
routers, 1) will not be a good choice. Wether we select 2) or 3) 4)
depends on whet her we should consider nultiprotocol rather than IP
only.
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In the case of IP nulticast, point-to-nultipoint VCs in individua
subnets are concatenated at CSRs consecutively in order to constitute
end-to-end nulticast tree. Above four alternatives may require the
same nunber of point-to-multipoint Defalut-VCs as the nunber of
requested point-to-mnultipoint Dedicated-VCs in nmulticast case. The
fifth alternative which can reduce the necessary nunber of VCs to
convey control messages in a multicast environnment is;

5) Defines point-to-nultipoint VC whose | eaves are nenbers of
mul ticast group 224.0.0.1. Al nodes which are nmenbers of at
| east one of active nulticast group would becone | eaves of this
poi nt-to-mul ti point VC

Each upstream node may beconme a root of the point-to-multipoint VC
or a sort of multicast server to which each upstream node transmts
cells over a point-to-point VC may beconme a root of that. In any
case, Bypass-pipe control nessages for every nulticast group are
transmitted to all nodes which are nenbers of either of the group
When a downstream node has received control nessages which are not
related to a nmulticast group it belongs, it should discard them by
referring to a destination group address on their | P header

Donwst ream node woul d still need to use point-to-point VCto send
control nessages toward upstream

i) Use of ATM Signaling Message

Supposi ng that ATM signaling nessages can convey | P addresses (and
possi bly port 1Ds) of source and destination, it nay be possible that
ATM si gnal i ng nessages be used as Bypass-pi pe control messages al so.
In that case, an ATM connection setup nessage indicates a setup of a
Dedi cat ed-VC to an ATM address of a desirable next-hop |IP node, and
al so indicates a setup of a Bypass-pipe to an |IP address (and

possi bly port ID) of a target destination node. Information elenments
for the Dedicated-VC setup (ATM address of a next-hop node,

bandwi dth, QS, etc.) are handl ed at ATM nodes, while information

el ements for the Bypass-pipe setup (source and destination IP
addresses, possibly their port IDs, or flow |label for IPv6, etc.) are
transparently transferred to the next-hop IP node. The next-hop IP
node accepts Dedi cated-VC setup and handl es such IP [ evel information
el ement s.

ATM si gnal i ng nessages can be transferred fromreceiver to sender as
well as sender to receiver when you set zero Forward Cell Rate and
non-zero Backward Cell Rate as an ATMtraffic descriptor information
el ement in unicast case, or when Leaf Initiated Join capabilities
wi Il becone available in nmulticast case.
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I ssues in this nethod are,

- Information el enents which specify IP level (and port |evel)
i nformati on need to be defined, e.g., B-HLI or B-UU, as an ATM
signaling specification

- It would be difficult to support soft-state Bypass-pipe contro
which transmits control nessages periodically since ATM signaling
is a hard-state protocol

4.3.3 Bypass-pipe Control Procedures

Thi s subsection discusses several itens with regard to actua
procedures for Bypass-pipe control

a) Distributed trigger vs. Centralized (restricted) trigger

The first itemto be discussed is whether the functionality of
detecting a trigger of Dedicated-VC/ Bypass-pipe control is
distributed to all the nodes (including CSRs and hosts/edge devi ces)
or restricted to specific nodes.

In the case of the distributed trigger, every node is regarded as
having a capability of detecting a trigger of Bypass-pipe setup or
term nation. For exanple, every node detects datagrans for ftp, and
sets up (or fetches) a Dedicated-VC individually to construct a
Bypass-pi pe. After setting up or fetching the Dedicated-VCs,
nmessages which inforns (or requests) the transm ssion of the IP flow
over the Dedicated-VC are exchanged between adjacent nodes. That
enabl es peer nodes to share the sane knowl edge about the mapping

rel ati onship between the IP flow and the Dedicated-VC. There is no
end-t o-end nmessage transm ssion in the Bypass-pipe control procedure
itself, but transmi ssion between adjacent nodes only.

In the case of the centralized (or restricted) trigger, capability of
detecting a trigger of Bypass-pipe setup or ternmnation is restricted
to nodes which are located at "the boundary of the CSR-cloud". The
boundary of the CSR-cloud signifies, for individual IP flows, the
node which is the first-hop or the |ast-hop CSR-capabl e node. For
exanpl e, a node which detects datagrams for ftp can initiate Bypass-
pi pe setup procedure only when its previous hop is non-ATM or CSR-

i ncapable. In this case, Bypass-pipe control nessages are originated
at the boundary of the CSR-cloud, and forwarded hop-by-hop toward
anot her side of the boundary, which is simlar to ATM signaling
nmessages. The semantics of the nessages nmay be the request of end-

t o- end Bypass-pipe setup as well as notification or request of
mappi ng rel ati onship between the IP fl ow and the Dedi cat ed-VC
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b)

c)

Upstreaminitiated control vs. Downstreaminitiated contro

The second itemto be discussed is whether the setup of a Dedi cated-
VC and the control procedure for constructing a Bypass-pipe are
initiated by upstream side or downstream side.

In the case of the upstreaminitiated control, the upstream node
takes the initiative when setting up a Dedicated-VC for a specific IP
flow and creating the mapping relationship between the IP flow and

t he Dedi cated-VC. For exanple, a CSR which detects datagrams for ftp
sets up (or fetches) a Dedicated-VC toward its downstream nei ghbor
and notifies its downstream neighbor that it will transnmt a specific
| P fl ow over the Dedicated-VC. This neans that the downstream node
is requested to receive datagrans fromthe Dedi cated-VC

In the case of the downstreaminitiated control, the downstream node
takes the initiative when setting up a Dedicated-VC for a specific IP
flow and creating the nmapping rel ati onship between the IP fl ow and

t he Dedi cated-VC. For exanple, a CSR which detects datagrans for ftp
sets up (or fetches) a Dedicated-VC toward its upstream nei ghbor and
requests its upstream nei ghbor to transnit a specific IP flow over
the Dedi cated-VC. This neans that the upstream node is requested to
transmt the I[P fl ow over the Dedicated-VC.

Har d- st at e managenent vs. Soft-state nanagenent

The third itemto be discussed is whether the control (setup
mai ntai n, and rel ease) of the Bypass-pipe is based on hard-state or
soft-state.

In hard-state managenent, individual nodes transnit Bypass-pipe
control messages only when they want to notify or request any change
in their neighbors’ state. They should wait for an acknow edgenent
of the message before they change their internal state. For exanple,
after setting up a Bypass-pipe, it is maintained until either of a
peer nodes transnmits a nessage to rel ease the Bypass- pi pe.

In soft-state managenent, individual nodes periodically transnit
Bypass- pi pe control nessages in order to maintain their neighbors’
state. They do not have to wait for an acknow edgenent of the
message before they changes its internal state. For exanple, even
after setting up a Bypass-pipe, either of a peer nodes is required to
periodically transnit refresh nmessages to its neighbor in order to
mai ntai n the Bypass- pi pe.

Security Considerations

Security issues are not discussed in this neno.
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6.

Summary

Basi ¢ concept of Cell Switch Router (CSR) are clarified and control
architecture for CSR is discussed. A nunber of nmethods to control
Bypass-pi pe will be possible each of which has its own advantages and
di sadvantages. Further investigation and discussion will be
necessary to design control protocol which may depend on the

requi renents by users.
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