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Status of this Meno

This docunent specifies an Internet Best Current Practices for the
Internet Conmunity, and requests discussion and suggestions for
i mprovenents. Distribution of this meno is unlimted.

Abstract

The Donain Nane Systemrequires that nultiple servers exist for every
del egated donain (zone). This docunent discusses the sel ection of
secondary servers for DNS zones. Both the physical and topol ogica

| ocation of each server are material considerations when sel ecting
secondary servers. The nunber of servers appropriate for a zone is

al so di scussed, and sone general secondary server maintenance issues
consi der ed.
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1

I nt roducti on

A nunber of problens in DNS operations today are attributable to poor
choi ces of secondary servers for DNS zones. The geographic pl acenent
as well as the diversity of network connectivity exhibited by the set
of DNS servers for a zone can increase the reliability of that zone
as well as inprove overall network perfornmance and access
characteristics. Oher considerations in server choice can
unexpectedly lower reliability or inpose extra demands on the

net wor k.

Thi s docunent discusses many of the issues that should be considered
when sel ecting secondary servers for a zone. |t offers guidance in
how to best choose servers to serve a given zone.

Definitions

For the purposes of this docunent, and only this docunent, the
followi ng definitions apply:

DNS The Domai n Nane System [ RFC1034, RFCL035].

Zone A part of the DNS tree, that is treated as a
unit.

Forward Zone A zone contai ni ng data mappi ng names to host

addresses, mail exchange targets, etc.
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Reverse Zone A zone containing data used to map addresses
to nanes.
Server An inplenentation of the DNS protocols able to

provi de answers to queries. Answers may be
frominformati on knowmn by the server, or
i nformation obtained from anot her server

Aut horitative Server A server that knows the content of a DNS zone
fromlocal know edge, and thus can answer
queries about that zone w thout needing to
query other servers

Li sted Server An Authoritative Server for which there is an
"NS" resource record (RR) in the zone.

Primary Server An authoritative server for which the zone
information is locally configured. Sonetines
known as a Master server.

Secondary Server An authoritative server that obtains
i nformati on about a zone froma Primary Server
via a zone transfer mechanism Sonetinmes
known as a Sl ave Server

Stealth Server An authoritative server, usually secondary,
which is not a Listed Server

Resol ver A client of the DNS which seeks information
contained in a zone using the DNS protocols.

3. Secondary Servers

A major reason for having multiple servers for each zone is to all ow
information fromthe zone to be available widely and reliably to
clients throughout the Internet, that is, throughout the world, even
when one server is unavailable or unreachable.

Multiple servers also spread the nane resolution | oad, and inprove
the overall efficiency of the systemby placing servers nearer to the
resol vers. Those purposes are not treated further here.

Wth multiple servers, usually one server will be the prinmary server
and others will be secondary servers. Note that while sonme unusua
configurations use nultiple primary servers, that can result in data
i nconsi stencies, and is not advisable.
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The distinction between prinary and secondary servers is rel evant
only to the servers for the zone concerned, to the rest of the DNS
there are sinmply multiple servers. Al are treated equally at first
i nstance, even by the parent server that del egates the zone.

Resol vers often neasure the perfornmance of the various servers
choose the "best", for sone definition of best, and prefer that one
for nost queries. That is automatic, and not considered here.

The primary server holds the naster copy of the zone file. That is,
the server where the data is entered into the DNS from sone source
outside the DNS. Secondary servers obtain data for the zone using
DNS protocol nechanisns to obtain the zone fromthe primary server

3.1. Selecting Secondary Servers

When sel ecting secondary servers, attention should be given to the
various likely failure nodes. Servers should be placed so that it is
likely that at |east one server will be available to all significant
parts of the Internet, for any likely failure.

Consequently, placing all servers at the local site, while easy to
arrange, and easy to manage, is not a good policy. Should a single
link fail, or there be a site, or perhaps even building, or room
power failure, such a configuration can lead to all servers being
di sconnected fromthe Internet.

Secondary servers mnust be placed at both topologically and
geographical ly di spersed |ocations on the Internet, to mninise the
I'ikelihood of a single failure disabling all of them

That is, secondary servers should be at geographically distant
locations, so it is unlikely that events like power loss, etc, wll

di srupt all of them sinultaneously. They should al so be connected to
the net via quite diverse paths. This nmeans that the failure of any
one link, or of routing within sonme segnment of the network (such as a
service provider) will not nake all of the servers unreachable

3.2. Unsuitable Configurations

VWhile it is unfortunately quite comon, servers for a zone should
certainly not all be placed on the same LAN segnent in the sane room
of the sane building - or any of those. Such a configuration al nost
defeats the requirenent, and utility, of having nultiple servers

The only redundancy usually provided in that configuration is for the
case when one server is down, whereas there are many other possible
failure nodes, such as power failures, including |engthy ones, to
consi der.
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3.3. A Wth Expl oded

An argunent is occasionally nmade that there is no need for the domain
nanme servers for a domain to be accessible if the hosts in the donmain
are unreachable. This argunent is fall acious.

+ Clients react differently to inability to resolve than inability
to connect, and reactions to the fornmer are not always as
desi rabl e.

+ If the zone is resolvable yet the particular name is not, then a
client can discard the transaction rather than retrying and
creating undesirable | oad on the network.

+ While positive DNS results are usually cached, the lack of a
result is not cached. Thus, unnecessary inability to resolve
creates an undesirable I oad on the net.

+ All nanmes in the zone may not resolve to addresses within the
det ached network. This becones nore likely over tine. Thus a
basi ¢ assunption of the nyth often becones untrue.

It is inmportant that there be naneservers able to be queried,
avai l abl e al ways, for all forward zones.

4. Unreachabl e servers

Anot her class of problens is caused by listing servers that cannot be
reached fromlarge parts of the network. This could be listing the
nane of a machine that is conpletely isolated behind a firewall, or
just a secondary address on a dual homed nachi ne which is not
accessible fromoutside. The nanes of servers listed in NS records
shoul d resol ve to addresses which are reachable fromthe region to
which the NS records are being returned. |Including addresses which
nost of the network cannot reach does not add any reliability, and
causes several problens, which may, in the end, lower the reliability
of the zone.

First, the only way the resolvers can deternine that these addresses
are, in fact, unreachable, is to try them They then need to wait on
a lack of response tinmeout (or occasionally an | CMP error response)
to know that the address cannot be used. Further, even that is
general Iy indistinguishable froma sinple packet |oss, so the
sequence nust be repeated, several tinmes, to give any real evidence
of an unreachable server. Al of this probing and tineout nay take
sufficiently long that the original client programor user wll

deci de that no answer is available, leading to an apparent failure of
the zone. Additionally, the whole thing needs to be repeated from
time to time to distinguish a permanently unreachable server froma
tenporarily unreachabl e one.
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And finally, all these steps will potentially need to be done by
resolvers all over the network. This will increase the traffic, and
probably the load on the filters at whatever firewall is bl ocking
this access. Al of this additional | oad does no nore than
effectively lower the reliability of the service

4.1. Servers behind interm ttent connections

A similar problemoccurs with DNS servers located in parts of the net
that are often disconnected fromthe Internet as a whole. For
exanpl e, those which connect via an intermttent connection that is
often down. Such servers should usually be treated as if they were
behind a firewall, and unreachable to the network at any tine.

4.2. Ot her problem cases

Sim |l ar problens occur when a Network Address Transl ator (NAT)

[ RFC1631] exists between a resolver and server. Despite what

[ RFC1631] suggests, NATs in practice do not transl ate addresses
enmbedded in packets, only those in the headers. As [RFCL631]
suggests, this is sonmewhat of a problemfor the DNS. This can
sonetimes be overcone if the NAT is acconpani ed by, or replaced wth,
an Application Layer Gateway (ALG. Such a device woul d understand
the DNS protocol and translate all the addresses as appropriate as
packets pass through. Even with such a device, it is likely to be
better in any of these cases to adopt the solution described in the
foll owi ng section.

4.3. A Solution

To avoid these problens, NS records for a zone returned in any
response should list only servers that the resolver requesting the
information, is likely to be able to reach. Sone resolvers are

si mul t aneously servers perform ng | ookups on behal f of other
resolvers. The NS records returned should be reachable not only by
the resol ver that requested the information, but any other resol ver
that may be forwarded the information. All the addresses of all the
servers returned nust be reachable. As the addresses of each server
forma Resource Record Set [RFC2181], all nust be returned (or none),
thus it is not acceptable to elide addresses of servers that are
unreachable, or to return themwith a low TTL (while returning others
with a higher TTL).

In particular, when some servers are behind a firewall, internmttent
connection, or NAT, which disallows, or has problens with, DNS
gueries or responses, their nanes, or addresses, should not be
returned to clients outside the firewall. Simlarly, servers outside
the firewall should not be nade known to clients inside it, if the
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clients would be unable to query those servers. |Inplenmenting this
usual Iy requires dual DNS setups, one for internal use, the other for
external use. Such a setup often solves other problems with
environnents like this.

When a server is at a firewall boundary, reachable from both sides
but using different addresses, that server should be given two nanes,
each nanme associated with appropriate A records, such that each
appears to be reachable only on the appropriate side of the firewall
This should then be treated just like two servers, one on each side
of the firewall. A server inplenented in an ALG wi |l usually be such
a case. Special care will need to be taken to all ow such a server to
return the correct responses to clients on each side. That is,
return only information about hosts reachable fromthat side and the
correct | P address(es) for the host when viewed fromthat side.

Servers in this environment often need special provision to give them
access to the root servers. COten this is acconplished via "fake
root" configurations. In such a case the servers should be kept well
isolated fromthe rest of the DNS, |est their unusual configuration
pol I ut e ot hers.

5. How many secondari es?

The DNS specification and donmain nane registration rules require at

| east two servers for every zone. That is, usually, the primary and
one secondary. Wiile two, carefully placed, are often sufficient,
occasi ons where two are insufficient are frequent enough that we

advi se the use of nore than two |listed servers. Various problens can
cause a server to be unavail able for extended periods - during such a
period, a zone with only two listed servers is actually running with
just one. Since any server nay occasionally be unavail able, for al

ki nds of reasons, this zone is likely, at tines, to have no
functional servers at all

On the other hand, having |large nunbers of servers adds little
benefit, while adding costs. At the sinplest, nore servers cause
packets to be larger, so requiring nore bandwi dth. This nay seem

and realistically is, trivial. However thereis alinmt to the size
of a DNS packet, and causing that limt to be reached has nore
serious performance inplications. It is wise to stay well clear of

it. Mre servers also increase the likelihood that one server wll
be misconfigured, or malfunction, wthout being detected.

It is recomended that three servers be provided for nost

organi sation |level zones, with at |east one which nmust be wel
renoved fromthe others. For zones where even higher reliability is
required, four, or even five, servers may be desirable. Two, or
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occasionally three of five, would be at the local site, with the
others not geographically or topologically close to the site, or each
ot her.

Reverse zones, that is, sub-dormains of .IN ADDR ARPA, tend to be |ess
crucial, and less servers, less distributed, will often suffice.

This is because address to nane translations are typically needed
only when packets are being received fromthe address in question
and only by resolvers at or near the destination of the packets.

This gives sone assurances that servers located at or near the packet
source, for exanmple, on the the sane network, will be reachable from
the resolvers that need to performthe | ookups. Thus sonme of the
failure nodes that need to be consi dered when pl anning servers for
forward zones may be | ess rel evant when reverse zones are being

pl anned.

5.1. Stealth Servers

Servers which are authoritative for the zone, but not listed in NS
records (also known as "stealth" servers) are not included in the
count of servers.

It can often be useful for all servers at a site to be authoritative
(secondary), but only one or two be listed servers, the rest being
unlisted servers for all |ocal zones, that is, to be stealth servers.

This allows those servers to provide answers to | ocal queries
directly, wthout needing to consult another server. If it were
necessary to consult another server, it would usually be necessary
for the root servers to be consulted, in order to follow the

del egation tree - that the zone is |ocal would not be known. This
woul d nean that sonme |ocal queries may not be able to be answered if
ext ernal comuni cations were disrupted.

Listing all such servers in NS records, if nore than one or two,
woul d cause the rest of the Internet to spend unnecessary effort
attenpting to contact all servers at the site when the whole site is
i naccessible due to link or routing failures.

6. Finding Suitable Secondary Servers

Qperating a secondary server is usually an al nost automatic task
Once established, the server generally runs itself, based upon the
actions of the primary server. Because of this, |arge nunbers of
organi sations are willing to provide a secondary server, if
requested. The best approach is usually to find an organisation of
simlar size, and agree to swap secondary zones - each organi sation
agrees to provide a server to act as a secondary server for the other
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organi sation’'s zones. Note that there is no loss of confidentia
data here, the data set exchanged woul d be avail able publically
what ever the servers are.

7. Serial Nunmber Mintenance

Secondary servers use the serial nunber in the SOA record of the zone
to determine when it is necessary to update their local copy of the
zone. Serial nunbers are basically just 32 bit unsigned integers
that wap around fromthe biggest possible value to zero again. See
[ RFC1982] for a more rigorous definition of the serial nunber

The serial nunber nmust be increnmented every tinme a change, or group
of changes, is made to the zone on the prinmary server. This inforns
secondary servers they need update their copies of the zone. Note
that it is not possible to decrenent a serial nunber, increments are
the only defined nodification

Cccasionally due to editing errors, or other factors, it may be
necessary to cause a serial number to become smaller. Never sinply
decrease the serial nunber. Secondary servers will ignore that
change, and further, will ignore any later increnents until the
earlier large value is exceeded.

I nstead, given that serial nunbers wap fromlarge to snall, in
absolute terms, increment the serial nunber, several times, until it
has reached the value desired. At each step, wait until al
secondary servers have updated to the new val ue before proceeding.

For exanple, assune that the serial nunber of a zone was 10, but has
accidentally been set to 1000, and it is desired to set it back to
11. Do not sinply change the value from 1000 to 11. A secondary
server that has seen the 1000 value (and in practice, there is always
at least one) will ignore this change, and continue to use the
version of the zone with serial nunber 1000, until the primry
server’s serial nunber exceeds that value. This may be a long tine -
in fact, the secondary often expires its copy of the zone before the
zone i s ever updated again.

Instead, for this exanple, set the primary’s serial number to
2000000000, and wait for the secondary servers to update to that
zone. The val ue 2000000000 is chosen as a value a | ot bigger than
the current value, but less that 2731 bigger (27”31 is 2147483648).
This is then an increnent of the serial nunber [RFC1982].

Next, after all servers needi ng updati ng have the zone with that

serial nunber, the serial nunber can be set to 4000000000.
4000000000 i s 2000000000 nore than 2000000000 (fairly clearly), and

Elz, et al. Best Current Practice [ Page 9]



RFC 2182 Sel ection and Operation of Secondary DNS Servers July 1997

is thus another increment (the value added is |ess than 2731).

Once this copy of the zone file exists at all servers, the seria
nunber can sinply be set to 11. |In serial nunber arithnetic, a
change from 4000000000 to 11 is an increnent. Serial nunbers wap at
2732 (4294967296), so 11 is identical to 4294967307 (4294967296 +
11). 4294967307 is just 294967307 greater than 4000000000, and
294967307 is well under 2731, this is therefore an increnent.

When following this procedure, it is essential to verify that al

rel evant servers have been updated at each step, never assune
anything. Failing to do this can result in a worse ness than existed
before the attenpted correction. Also beware that it is the

rel ati onship between the values of the various serial nunbers that is
i mportant, not the absolute values. The values used above are
correct for that one exanple only.

It is possible in essentially all cases to correct the serial nunber
in two steps by being nore aggressive in the choices of the serial
nunbers. This however causes the nunbers used to be less "nice", and
requires considerably nore care.

Al so, note that not all nanmeserver inplenentations correctly

i mpl enent serial nunber operations. Wth such servers as secondaries
there is typically no way to cause the serial nunber to becone
smal l er, other than contacting the administrator of the server and
requesting that all existing data for the zone be purged. Then that
the secondary be | oaded again fromthe primary, as if for the first
tinme.

It remains safe to carry out the above procedure, as the

mal functioning servers will need manual attention in any case. After
t he sequence of serial nunmber changes described above, conforning
secondary servers will have been reset. Then when the primary server
has the correct (desired) serial nunmber, contact the remaining
secondary servers and request their understanding of the correct
serial nunber be nanually corrected. Perhaps al so suggest that they
upgrade their software to a standards conforning inplenmentation

A server which does not inplenent this algorithmis defective, and
may be detected as follows. At some stage, usually when the absolute
i ntegral value of the serial nunber becones snaller, a server wth
this particular defect will ignore the change. Servers with this
type of defect can be detected by waiting for at |east the tine
specified in the SOA refresh field and then sending a query for the
SOA. Servers with this defect will still have the old serial nunber.
We are not aware of other nmeans to detect this defect.
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Security Considerations

It is not believed that anything in this docunent adds to any
security issues that may exist with the DNS, nor does it do anything
to | essen them

Admi ni strators shoul d be aware, however, that conprom se of a server
for a domain can, in sone situations, conprom se the security of
hosts in the donain. Care should be taken in choosing secondary
servers so that this threat is mnimsed
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