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Abstract

Thi s docunent describes the Server Cache Synchronization Protoco
(SCSP) and is witten in terns of SCSP's use wi thin Non Broadcast

Mul tiple Access (NBMA) networks; although, a sonewhat straight
forward usage is applicable to BMA networks. SCSP attenpts to sol ve
the generalized cache synchroni zati on/ cache-replication problem for
di stributed protocol entities. However, in this docunent, SCSP is
couched in terns of the client/server paradigmin which distributed
server entities, which are bound to a Server Goup (SG through sone
nmeans, wi sh to synchronize the contents (or a portion thereof) of
their caches which contain informati on about the state of clients
bei ng served.

1. Introduction
The keywords MJUST, MJST NOT, REQUI RED, SHALL, SHALL NOT, SHOULD
SHOULD NOT, RECOMMENDED, MAY, and OPTI ONAL, when they appear in this
docunent, are to be interpreted as described in [10].
It is perhaps an obvious goal for any protocol to not linmt itself to

a single point of failure such as having a single server in a
client/server paradigm Even when there are redundant servers, there
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still renains the problem of cache synchronization; i.e., when one
server becones aware of a change in state of cache infornmation then
that server must propagate the know edge of the change in state to
all servers which are actively mirroring that state information
Further, this nmust be done in a tinely fashion wi thout putting undue
resource strains on the servers. Assuning that the state infornation
kept in the server cache is the state of clients of the server, then
in order to mnimnze the burden placed upon the client it is also
highly desirable that clients need not have conpl ete know edge of all
servers which they may use. However, any nechani sm for
synchroni zati on should not preclude a client from having access to
several (or all) servers. O course, any solution nust be reasonably
scal abl e, capabl e of using some auto-configuration service, and | end
itself to a wide range of authentication methodol ogi es.

Thi s docunent describes the Server Cache Synchronization Protoco
(SCSP). SCSP sol ves the generalized server synchronization/cache-
replication problemwhile addressing the issues described above.
SCSP synchroni zes caches (or a portion of the caches) of a set of
server entities of a particular protocol which are bound to a Server
G oup (SG through sonme nmeans (e.g., all NHRP servers belonging to a
Logical I P Subnet (LIS)[1]). The client/server protocol which a
particul ar server uses is identified by a Protocol ID (PID). SGs are
identified by an ID which, not surprisingly, is called a SG@D. Note,
therefore, that the conbination PID)SA D identifies both the
client/server protocol for which the servers of the SG are being
synchroni zed as well as the instance of that protocol. This inplies
that multiple instances of the same protocol may be in operation at
the sane tine and have their servers synchroni zed i ndependently of
each other. An exanple of types of information that nust be
synchroni zed can be seen in NHRP[ 2] using |IP where the information
includes the registered clients’ IP to NBVMA nappings in the SG LIS

The sinplest way to understand SCSP is to understand that the

al gorithmused here is quite simlar to that used in OSPF[3]. In
fact, if the reader wi shes to understand nore details of the
tradeoffs and reliability aspects of SCSP, they should refer to the
Hel | o, Dat abase Synchronization, and Fl ooding Procedures in OSPF [3].

As described later, the protocol goes through three phases. The
first, very brief phase is the hello phase where two devices
deternmne that they can talk to each other. Following that is

dat abase synchroni zation. The operation of SCSP assunes that up to
the point when new information is received, two entities have the
sane data available. The database synchroni zati on phase ensures
this.

Luci ani, et. al. St andards Track [ Page 2]



RFC 2334 SCSP April 1998

I n dat abase synchronization, the two nei ghbors exchange sunmary

i nformati on about each entry in their database. Summaries are used
since the database itself is potentially quite large. Based on these
summari es, the neighbors can deternmine if there is information that
each needs fromthe other. |If so, that is requested and provided.
Therefore, at the end of this phase of operation, the two nei ghbors
have the sane data in their databases

After that, the entities enter and remain in flooding state. In
flooding state, any new information that is learned is sent to al

nei ghbors, except the one (if any) that the information was | earned
from This causes all new information in the systemto propagate to
all nodes, thus restoring the state that everyone knows the same
thing. Flooding is done reliably on each Iink, so no pattern of |ow
rate packet loss will cause a disruption. (Obviously, a sufficiently
high rate of packet loss will cause the entire neighbor relationship
to cone down, but if the link does not work, then that is what one
wants.)

Because t he dat abase synchroni zation procedure is run whenever a link
comes up, the systemrobustly ensures that all participating nodes
have all available information. It properly recovers from
partitions, and copes with other failures.

The SCSP specification is not useful as a stand al one protocol. It
nmust be coupled with the use of an SCSP Protocol Specific

speci fication which defines how a given protocol would nmake use of
the synchroni zation primtives supplied by SCSP. Such specification
wi |l be done in separate docunents; e.g., [8] [9].

2. Overview

SCSP pl aces no topol ogical requirenments upon the SG  Obvi ously,
however, the resultant graph must span the set of servers to be
synchroni zed. SCSP borrows its cache distribution nmechanismfromthe
link state protocols [3,4]. However, unlike those technol ogi es,
there is no mandatory Shortest Path First (SPF) cal cul ati on, and SCSP
i mposes no additional nmenory requirenents above and beyond that which
is required to save the cached information which would exi st

regardl ess of the synchroni zati on technol ogy.
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In order to give a frane of reference for the follow ng discussion
the ternms Local Server (LS), Directly Connected Server (DCS), and
Remote Server (RS) are introduced. The LS is the server under
scrutiny; i.e., all statenents are nmade fromthe perspective of the
LS when di scussing the SCSP protocol. The DCS is a server which is
directly connected to the LS; e.g., there exists a VC between the LS
and DCS. Thus, every server is a DCS fromthe point of view of every
ot her server which connects to it directly, and every server is an LS
whi ch has zero or nore DCSs directly connected to it. Fromthe
perspective of an LS, an RS is a server, separate fromthe LS, which
is not directly connected to the LS (i.e., an RS is always two or
nore hops away froman LS whereas a DCS is al ways one hop away from
an LS).

SCSP contains three sub protocols: the "Hello" protocol, the "Cache
Alignment" protocol, and the "Cache State Update" protocol. The
"Hel | 0" protocol is used to ascertain whether a DCS is operationa

and whet her the connection between the LS and DCS is bidirectional
unidirectional, or non-functional. The "Cache Alignnent" (CA)
protocol allows an LS to synchronize its entire cache with that of
the cache of its DCSs. The "Cache State Update" (CSU) protocol is
used to update the state of cache entries in servers for a given SG
Sections 2.1, 2.2, and 2.3 contain a nore in-depth expl anation of the
Hel l o, CA, and CSU protocols and the nessages they use.

SCSP based synchroni zation is performed on a per protocol instance
basis. That is, a separate instance of SCSP is run for each instance
of the given protocol running in a given box. The protocol is
identified in SCSP via a Protocol 1D and the instance of the protoco
is identified by a Server Goup ID (SG@ D). Thus the PID)SED pair
uniquely identify an instance of SCSP. |In general, this is not an
issue since it is seldomthe case that nany instances of a given
protocol (which is distributed and needs cache synchronization) are
running within the same physical box. However, when this is the
case, there is a nechanismcalled the Famly ID (described briefly in
the Hello Protocol) which enables a substantial reduction in

mai ntenance traffic at little real cost in terms of control. The use
of the Family I D nechani sm when appropriate for a given protoco
which is using SCSP, will be fully defined in the given SCSP protoco
specific specification.
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Figure 1: Hello Finite State Machi ne (HFSM

2.1 Hello Protocol

"Hel | 0" nessages are used to ascertain whether a DCS is operational
and whet her the connections between the LS and DCS are bidirectional,
unidirectional, or non-functional. In order to do this, every LS MJST
periodically send a Hell o nmessage to its DCSs.

An LS nust be configured with a |ist of NBMA addresses which
represent the addresses of peer servers in a SGto which the LS

wi shes to have a direct connection for the purpose of running SCSP;
that is, these addresses are the addresses of woul d-be DCSs. The
mechani sm for the configuration of an LS with these NBMA address is
beyond the scope of this document; although one possible nechani sm
woul d be an aut oconfiguration server.

An LS has a Hello Finite State Machine (HFSM associated with each of

its DCSs (see Figure 1) for a given SG and the HFSM nonitors the
state of the connectivity between the servers.
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The HFSM starts in the "Down" State and transitions to the "Witing"
State after NBMA | evel connectivity has been established. Once in
the Wiiting State, the LS starts sending Hell o nessages to the DCS
The Hell o nmessage includes: a Sender ID which is set to the LS s ID
(LSID), zero or nore Receiver IDs which identify the DCSs from which
the LS has recently heard a Hell o nessage (as described below), and a
Hel | ol nterval and DeadFactor which will be described bel ow At this
point, the DCS nay or may not already be sending its own Hello
nmessages to the LS

When the LS receives a Hello nessage fromone of its DCSs, the LS
checks to see if its LSIDis in one of the Receiver ID fields of that
message which it just received, and the LS saves the Sender ID from
that Hello nessage. If the LSIDis in one of the Receiver ID fields
then the LS transitions the HFSMto the Bidirectional Connection
state otherwise it transitions the HFSMinto the Uni directiona
Connection state. The Sender ID which was saved is the DCS's ID
(DCSID). At sone point before the next tinme that the LS sends its
own Hello nmessage to the DCS, the LS will check the saved DCSI D
against a list of Receiver IDs which the LS uses when sending the
LS's own Hello nmessages. If the DCSID is not found in the list of
Receiver IDs then it is added to that |ist before the LS sends its
Hel | o message.

Hel | o messages also contain a Hellolnterval and a DeadFactor. The
Hell o interval advertises the time (in seconds) between sending of
consecutive Hell o messages by the server which is sending the
"current" Hello message. That is, if the time between reception of
Hel | o messages from a DCS exceeds the Hellolnterval advertised by
that DCS then the next Hello nessage is to be considered late by the
LS. If the LS does not receive a Hello nessage, which contains the
LS's LSID in one of the Receiver IDfields, within the interva

Hel | ol nt er val * DeadFact or seconds (where DeadFactor was advertised by
the DCS in a previous Hell o nessage) then the LS MJST consider the
DCS to be stalled. At which point one of two things will happen: 1)
if any Hell o nmessages have been received during the |ast

Hel | ol nt er val * DeadFact or seconds then the LS should transition the
HFSM for that DCS to the Unidirectional Connection State; otherw se,
the LS should transition the HFSM for that DCS to the Waiting State
and renove the DCSID fromthe Receiver IDlist.

Note that the Hello Protocol is on a per PID/SA D basis. Thus, for
exanple, if there are two servers (one in SG A and the other in SG B)
associ ated with an NBMA address X and anot her two servers (al so one
in SG A and the other in SG B) associated with NBMA address Y and
there is a suitable point-to-point VC between the NBMA addresses then
there are two HFSMs running on each side of the VC (one per

PI D/ SG D).
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Hel | o messages contain a list of Receiver IDs instead of a single
Receiver IDin order to nake use of point to nultipoint connections.
While there is an HFSM per DCS, an LS MJST send only a single Hello
message to its DCSs attached as | eaves of a point to multipoint
connection. The LS does this by including DCSIDs in the Iist of
Recei ver I Ds when the LS s sends its next Hello nessage. Only the
DCSI Ds from non-stalled DCSs from which the LS has heard a Hello
message are included.

Any abnormal event, such as receiving a nmal formed SCSP nmessage
causes the HFSMto transition to the Waiting State; however, a |oss
of NBMA connectivity causes the HFSMto transition to the Down State.
Until the HFSMis in the Bidirectional Connection State, if any
properly formed SCSP nessages other than Hell o nessages are received
then those nessages MJST be ignored (this is for the case where, for
exanple, there is a point to rmultipoint connection involved).

Luci ani, et. al. St andards Track [ Page 7]



RFC 2334 SCSP April 1998

Fomm e +
I I
+--->| DOV |
I I I
| o m e e oo - - +
I I
A I
I @
| R +
| | Mast er/ Sl ave|
| -<--] | <o+
| | Negoti ation | |
| S RS + |
I I I
N | N
I @ I
| o m e e oo - - + |
| | Cache | |
| -<--1 B
| | Surmmarize | |
| R + |
I I I
N | N
I @ I
| S RS + |
| | Updat e | |
| -<--1 | -->1
| | Cache | |
| o m e e oo - - + |
I I I
N | N
I @ I
| R + |
o |
+-<--| Aligned [-->-+
I I
Fomm e +

Figure 2: Cache Alignnent Finite State Machine

2.2 Cache Alignnent Protocol

"Cache Alignnent" (CA) nessages are used by an LS to synchronize its
cache with that of the cache of each of its DCSs. That is, CA
nmessages allow a booting LS to synchronize with each of its DCSs. A
CA nessage contains a CA header followed by zero or nore Cache State
Advertisenment Summary records (CSAS records).
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An LS has a Cache Alignnent Finite State Machine (CAFSM associ ated
(see Figure 2) with each of its DCSs on a per PID)SAD basis, and the
CAFSM nonitors the state of the cache alignnent between the servers.
The CAFSM starts in the Down State. The CAFSMis associated with an
HFSM and when that HFSM reaches the Bidirectional State, the CAFSM
transitions to the Master/ Sl ave Negotiation State. The Master/ Sl ave
Negoti ation State causes either the LS or DCS to take on the rol e of
mast er over the cache alignment process. 1In a sense, the naster
server sets the tenpo for the cache alignment.

When the LS s CAFSM reaches the Master/ Sl ave Negotiation State, the
LS will send a CA nessage to the DCS associated with the CAFSM  The
format of CA nessages are described in Section B.2.1. The first CA
message which the LS sends includes no CSAS records and a CA header
whi ch contains the LSIDin the Sender ID field, the DCSID in the
Receiver ID field, a CA sequence nunber, and three bits. These three
bits are the M (Master/Slave) bit, the I (Initialization of master)
bit, and the O (Mrre) bit. In the first CA nessage sent by the LS to
a particular DCS, the M O and | bits are set to one. |If the LS
does not receive a CA nessage fromthe DCS in CAReXntlnterval seconds
then it resends the CA nessage it just sent. The LS continues to do
this until the CAFSMtransitions to the Cache Sunmarize State or
until the HFSMtransitions out of the Bidirectional State. Any tine
the HFSM transitions out of the Bidirectional State, the CAFSM
transitions to the Down State.

2.2.1 Master Slave Negotiation State

When the LS receives a CA nessage fromthe DCS while in the
Mast er/ Sl ave Negotiation State, the role the LS plays in the exchange
depends on packet processing as foll ows:

1) If the CAfromthe DCS has the M |, and O bits set to one and
there are no CSAS records in the CA nessage and the Sender ID
as specified in the DCS' s CA nessage is larger than the LSID then

a) The tiner counting down the CAReXntlnterval is stopped.

b) The CAFSM corresponding to that DCS transitions to the
Cache Summari ze State and the LS takes on the role of slave.

c) The LS adopts the CA sequence nunber it received in the CA
message as its own CA sequence nunber.

d) The LS sends a CA nessage to the DCS which is fornmated as
follows: the Mand | bits are set to zero, the Sender ID field
is set to the LSID, the Receiver IDfield is set to the DCSID,
and the CA sequence nunber is set to the CA sequence nunber that
appeared in the DCS' s CA nessage. |If there are CSAS records to
be sent (i.e., if the LS s cache is not enpty), and if all of
themwi Il not fit into this CA nessage then the Obit is set to
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2)

3)

one and the initial set of CSAS records are included in the CA
nessage; otherwise the Obit is set to zero and if any CSAS
Records need to be sent then those records are included in the
CA nmessage.

If the CA nessage fromthe DCS has the Mand | bits off and the
Sender ID as specified in the DCS's CA nessage is snaller than
the LSID then

a) The tiner counting down the CAReXntlInterval is stopped.

b) The CAFSM corresponding to that DCS transitions to the
Cache Sunmarize State and the LS takes on the role of naster.

c) The LS nust process the recei ved CA nessage.
An expl anation of CA nessage processing is given bel ow

d) The LS sends a CA nessage to the DCS which is formated as
follows: the Mbit is set to one, | bit is set to zero, the
Sender ID field is set to the LSID, the Receiver IDfield is set
to the DCSID, and the LS s current CA sequence nunber is
i ncrenented by one and placed in the CA nessage. If there are
any CSAS records to be sent fromthe LS to the DCS (i.e., if the
LS s cache is not enpty) then the Obit is set to one and the
initial set of CSAS records are included in the CA nmessage that
the LS is sending to the DCS.

O herwi se, the packet nust be ignored.

2.2.2 The Cache Summmari ze State

At

any given tinme, the master or slave have at npbst one outstandi ng

CA nessage. Once the LS s CAFSM has transitioned to the Cache
Summari ze State the sequence of exchanges of CA nessages occurs as
fol | ows:

1

2)

3)

If the LS receives a CA nessage with the Mbit set incorrectly
(e.g., the Mbit is set in the CA of the DCS and the LS is naster)
or if the |l bit is set then the CAFSMtransitions back to the
Mast er/ Sl ave Negotiation State.

If the LS is naster and the LS receives a CA nessage with a

CA sequence nunber which is one less than the LS s current

CA sequence nunber then the nmessage is a duplicate and the nessage
MJUST be di scarded.

If the LS is naster and the LS receives a CA nessage with a

CA sequence nunber which is equal to the LS s current CA sequence
nunber then the CA nessage MJST be processed. An explanation of
"CA nessage processing” is given below As a result of having
recei ved the CA nessage fromthe DCS the following will occur:
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a) The tiner counting down the CAReXntlnterval is stopped.

b) The LS nust process any CSAS records in the received CA nessage.
c) Increnment the LS s CA sequence nunber by one.

d) The cache exchange continues as foll ows:

1) If the LS has no nore CSAS records to send and the received CA
message has the O bit off then the CAFSMtransitions to the
Updat e Cache State.

2) If the LS has no nore CSAS records to send and the received CA
message has the O bit on then the LS sends back a CA nmessage
(with new CA sequence nunber) which contains no CSAS records
and with the Obit off. Reset the tinmer counting down the
CAReXmt | nt erval .

3) If the LS has nore CSAS records to send then the LS sends the
next CA message with the LS s next set of CSAS records. If LS
is sending its last set of CSAS records then the Obit is set
off otherwise the Obit is set on. Reset the timer counting
down the CAReXntl| nterval.

If the LS is slave and the LS receives a CA nessage with a

CA sequence nunber which is equal to the LS s current

CA sequence nunber then the CA nmessage is a duplicate and the
LS MJST resend the CA nessage which it had just sent to the DCS.

If the LS is slave and the LS receives a CA nessage with a

CA sequence nunber which is one nore than the LS s current

CA sequence nunber then the nmessage is valid and MJST be
processed. An explanation of "CA nessage processing"” is given
below. As a result of having received the CA nessage fromthe
DCS the following will occur:

a) The LS nust process any CSAS records in the received CA nessage.

b) Set the LS s CA sequence nunber to the CA sequence nunber in the
CA nmessage.

c) The cache exchange continues as foll ows:

1) If the LS had just sent a CA nessage with the Obit off and
the received CA nessage has the O bit off then the CAFSM
transitions to the Update Cache State and the LS sends a CA
message with no CSAS records and with the Obit off.

2) If the LS still has CSAS records to send then the LS MJIST send
a CA nessage with CSAS records in it.

a) If the nessage being sent fromthe LS to the DCS does not
contain the last CSAS records that the LS needs to send
then the CA nmessage is sent with the O bit on.

b) If the nessage being sent fromthe LS to the DCS does
contain the |last CSAS records that the LS needs to
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send and the CA nessage just received fromthe DCS had the
O bit off then the CA nessage is sent with the Obit off,
and the LS transitions the CAFSMto the Update Cache State.

c) If the message being sent fromthe LS to the DCS does
contain the last CSAS records that the LS needs to send
and the CA nessage just received fromthe DCS had the O bit
on then the CA nessage is sent with the Obit off and the
al i gnment process continues.

6) If the LS is slave and the LS receives a CA nessage with a
CA sequence nunber that is neither equal to nor one nore than
the current LS s CA sequence nunber then an error has occurred
and the CAFSM transitions to the Master/ Sl ave Negotiation State.

Note that if the LS was slave during the CA process then the LS upon
transitioning the CAFSMto the Update Cache state MJST keep a copy of
the | ast CA nmessage it sent and the LS SHOULD set a tinmer equal to
CAReXntInterval. If either the tiner expires or the LS receives a CSU
Solicit (CSUS) nmessage (CSUS nessages are described in Section 2.2.3)
fromthe DCS then the LS rel eases the copy of the CA nessage. The
reason for this is that if the DCS (which is nmaster) |oses the |ast
CA nmessage sent by the LS then the DCS will resend its previous CA
message with the | ast CA Sequence nunber used. |If that were to occur
the LS would need to resend its |ast sent CA nessage as well.

2.2.2.1 "CA nmessage processing"

The LS nmakes a list of those cache entries which are nore "up to
date" in the DCS than the LS s own cache. This list is called the
CSA Request List (CRL). See Section 2.4 for a description of what it
means for a CSA (Cient State Advertisenent) record or CSAS record to
be nore "up to date" than an LS s cache entry.

2.2.3 The Update Cache State

If the CRL of the associated CAFSM of the LS is enpty upon transition
into the Update Cache State then the CAFSM i nmedi ately transitions
into the Aligned State.

If the CRL is not enpty upon transition into the Update Cache State
then the LS solicits the DCS to send the CSA records corresponding to
the sunmaries (i.e., CSAS records) which the LS holds in its CRL. The
solicited CSA records will contain the entirety of the cached
information held in the DCS' s cache for the given cache entry. The
LS solicits the relevant CSA records by fornmng CSU Solicit (CSUS)
messages fromthe CRL. See Section B.2.4 for the description of the
CSUS nmessage format. The LS then sends the CSUS nessages to the DCS
The DCS responds to the CSUS nessage by sending to the LS one or nore
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CSU Request nessages containing the entirety of newer cached
information identified in the CSUS nessage. Upon receiving the CSU
Request the LS will send one or nore CSU Replies as described in
Section 2.3. Note that the LS may have at npbst one CSUS nessage
out standi ng at any given tine.

Just before the first CSUS nessage is sent froman LS to the DCS
associated with the CAFSM a timer is set to CSUSReXnt|nterva
seconds. If all the CSA records corresponding to the CSAS records in
the CSUS nessage have not been received by the tinme that the tiner
expires then a new CSUS nessage will be created which contains al

the CSAS records for which no appropriate CSA record has been

recei ved plus additional CSAS records not covered in the previous
CSUS nessage. The new CSUS nessage is then sent to the DCS. |If, at
sonme point before the timer expires, all CSA record updates have been
received for all the CSAS records included in the previously sent
CSUS nmessage then the tinmer is stopped. Once the tinmer is stopped,

if there are additional CSAS records that were not covered in the
previ ous CSUS nessage but were in the CRL then the tiner is reset and
a new CSUS nessage is created which contains only those CSAS records
fromthe CRL which have not yet been sent to the DCS. This process
continues until all the CSA records correspondi ng CSAS records that
were in the CRL have been received by the LS. Wen the LS has a
conpl etely updated cache then the LS transitions CAFSM associ at ed
with the DCS to the Aligned State.

If an LS receives a CSUS nessage or a CA nessage with a Receiver ID
which is not the LS s LSID then the nessage nust be di scarded and
ignored. This is necessary since an LS may be a leaf of a point to
mul ti point connection with other servers in the SG

2.2.4 The Aligned State

VWhile in the Aligned state, an LS will performthe Cache State Update
Protocol as described in Section 2.3.

Note that an LS nay receive a CSUS nessage while in the Aligned State
and, the LS MJST respond to the CSUS nessage with the appropriate CSU
Request nessage in a similar fashion to the nethod previously
described in Section 2.2.3.

2.3 Cache State Update Protoco

"Cache State Update" (CSU) nessages are used to dynanically update
the state of cache entries in servers on a given PID/SGE D basis. CSU
messages contain zero or nore "Cache State Advertisenent” (CSA)
records each of which contains its own snapshot of the state of a
particul ar cache entry. An LS may send/receive a CSU to/froma DCS
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only when the corresponding CAFSMis in either the Aligned State or
the Update Cache State.

There are two types of CSU nessages: CSU Requests and CSU Repli es.
See Sections B.2.2 and B. 2.3 respectively for nessage formats. A CSU
Request nessage is sent froman LS to one or nore DCSs for one of two
reasons: either the LS has received a CSUS nessage and MJST respond
only to the DCS which originated the CSUS nessage, or the LS has
becone aware of a change of state of a cache entry. An LS becones
aware of a change of state of a cache entry either through receiving
a CSU Request fromone of its DCSs or as a result of a change of
state being observed in a cached entry originated by the LS. 1In the
fornmer case, the LS will send a CSU Request to each of its DCSs
except the DCS from which the LS becane aware of the change in state.
In the latter case, the LS will send a CSU Request to each of its
DCSs. The change in state of a particular cache entry is noted in a
CSA record which is then appended to the end of the CSU Request
nmessage mandatory part. In this way, state changes are propagated

t hr oughout the SG

Exanpl es of such changes in state are as foll ows:

1) a server receives a request froma client to add an entry to
its cache,

2) a server receives a request froma client to renove an entry
fromits cache,

3) a cache entry has tinmed out in the server’'s cache, has been
refreshed in the server’s cache, or has been adm nistratively
nmodi fi ed.

When an LS receives a CSU Request fromone of its DCSs, the LS
acknow edges one or nore CSA Records which were contained in the CSU
Request by sending a CSU Reply. The CSU Reply contains one or nore
CSAS records which correspond to those CSA records which are being
acknow edged. Thus, for example, if a CSA record is dropped (or

del ayed in processing) by the LS because there are insufficient
resources to process it then a corresponding CSAS record is not
included in the CSU Reply to the DCS

Note that an LS may send multiple CSU Request nessages before
receiving a CSU Reply acknow edgi ng any of the CSA Records contai ned
in the CSU Requests. Note also that a CSU Reply nay contain

acknow edgments for CSA Records frommultiple CSU Requests. Thus,
the ternms "request” and "reply" nay be a bit confusing.

Note that a CSA Record contains a CSAS Record foll owed by

client/server protocol specific information contained in a cache
entry (see Section B.2.0.2 for CSAS record format information and

Luci ani, et. al. St andards Track [ Page 14]



RFC 2334 SCSP April 1998

Section B.2.2.1 for CSA record format information). When a CSA
record is considered by the LS to represent cached informati on which
is nore "up to date" (see Section 2.4) than the cached information
contai ned within the cache of the LS then two things happen: 1) the
LS s cache is updated with the nore up to date information, and 2)
the LS sends a CSU Request containing the CSA Record to each of its
DCSs except the one fromwhich the CSA Record arrived. |n this way,
state changes are propagated within the PIDDSAD. O course, at sone
point, the LS will also acknow edge the reception of the CSA Record
by sending the appropriate DCS a CSU Reply message containing the
correspondi ng CSAS Record.

When an LS sends a new CSU Request, the LS keeps track of the

out standing CSA records in that CSU Request and to which DCSs the LS
sent the CSU Request. For each DCS to which the CSU Request was
sent, a timer set to CSUReXntlnterval seconds is started just prior
to sending the CSU Request. This tinmer is associated with the CSA
Records contained in that CSU Request such that if that tinmer expires
prior to having all CSA Records acknow edged fromthat DCS then (and
only then) a CSU Request is re-sent by the LS to that DCS. However,
the re-sent CSU Request only contains those CSA Records which have
not yet been acknow edged. |If all CSA Records associated with a

ti mer beconmes acknow edged then the timer is stopped. Note that the
re-sent CSA Records follow the sanme tinme-out and retransnit rules as
if they were new. Retransmission will occur a configured nunber of
times for a given CSA Record and if acknow edgnent fails to occur
then an "abnormal event" has occurred at which point the then the
HFSM associated with the DCS is transitioned to the Waiting State.

A CSA Record instance is said to be on a "DCS retransnmt queue" when
it is associated with the previously nentioned tiner. Only the nost
up-to-date CSA Record is pernitted to be queued to a given DCS
retransmt queue. Thus, if a less up-to-date CSA Record is queued to
the DCS retransnit queue when a newer CSA Record instance is about to
be queued to that DCS retransmt queue then the ol der CSA Record

i nstance i s dequeued and disassociated with its tinmer imediately
prior to enqueuing the newer instance of the CSA Record.

When an LS receives a CSU Reply fromone of its DCSs then the LS
checks each CSAS record in the CSU Reply agai nst the CSAS Record
portion of the CSA Records which are queued to the DCS retransmt
queue.

1) If there exists an exact match between the CSAS record portion
of the CSA record and a CSAS Record in the CSU Reply then
that CSA Record is considered to be acknow edged and is thus
dequeued fromthe DCS retransmt queue and is
di sassociated with its tiner.
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2) If there exists a match between the CSAS record portion
of the CSA record and a CSAS Record in the CSU Reply except
for the CSA Sequence nunber then

a) If the CSA Record queued to the DCS retransnit queue has a
CSA Sequence Nunber which is greater than the
CSA Sequence Nunber in the CSAS Record of the the CSU Reply
then the CSAS Record in the CSU Reply is ignored.

b) If the CSA Record queued to the DCS retransnit queue has a
CSA Sequence Number which is less than the
CSA Sequence Nunmber in the CSAS Record of the the CSU Reply
then CSA Record which is queued to the DCS retransmt queue is
dequeued and the CSA Record is disassociated with its tiner
Further, a CSUS Message is sent to that DCS which sent the
nore up-to-date CSAS Record. All normal CSUS processing
occurs as if the CSUS were sent as part of the CA protocol

When an LS receives a CSU Request nessage which contains a CSA Record
whi ch contains a CSA Sequence Nunber which is smaller than the CSA
Sequence nunber of the cached CSA then the LS MJST acknow edge the
CSA record in the CSU Request but it MJST do so by sending a CSU
Reply message contai ning the CSAS Record portion of the CSA Record
stored in the cache and not the CSAS Record portion of the CSA Record
contained in the CSU Request.

An LS responds to CSUS nessages fromits DCSs by sendi ng CSU Request
nmessages containing the appropriate CSA records to the DCS. |If an LS
recei ves a CSUS nessage containing a CSAS record for an entry which
is no longer in its database (e.g., the entry tinmed out and was

di scarded after the Cache Alignnent exchange conpl eted but before the
entry was requested through a CSUS nessage), then the LS will respond
by copying the CSAS Record fromthe CSUS nessage into a CSU Request
nmessage and the LS will set the N bit signifying that this record is
a NULL record since the cache entry no |longer exists in the LS s
cache. Note that in this case, the "CSA Record"” included in the CSU
Request to signify the NULL cache entry is literally only a CSAS
Record since no client/server protocol specific information exists
for the cache entry.

If an LS receives a CSA Record in a CSU Request froma DCS for which
the LS has an identical CSA record posted to the correspondi ng DCS s
DCS retransnmit queue then the CSA Record on the DCS retransmit queue
is considered to be inplicitly acknow edged. Thus, the CSA Record is
dequeued fromthe DCS retransmit queue and is disassociated with its
timer. The CSA Record sent by the DCS MJUST still be acknow edged by
the LS in a CSU Reply, however. This is useful in the case of point
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to nultipoint connections where the rule that "when an LS receives a
CSA record froma DCS, that LS floods the CSA Record to every DCS
except the DCS fromwhich it was received" night be broken

If an LS receives a CSU with a Receiver ID which is not equal to the
LSID and is not set to all OxFFs then the CSU nust be di scarded and
ignored. This is necessary since the LS nay be a leaf of a point to
nmul ti point connection with other servers in the LS s SG

An LS MAY send a CSU Request to the all OxFFs Receiver |ID when the LS
is aroot of a point to nmultipoint connection with a set of its DCSs.
If an LS receives a CSU Request with the all OxFFs Receiver ID then
it MJUST use the Sender IDin the CSU Request as the Receiver |ID of
the CSU Reply (i.e., it MJST unicast its response to the sender of
the request) when responding. |If the LS wishes to send a CSU Request
to the all OxFFs Receiver IDthen it MJST create a tine-out and
retransmt timer for each of the DCSs which are | eaves of the point
to nmultipoint connection prior to sending the CSU Request. If in
this case, the tinme-out and retransnit tinmer expires for a given DCS
prior to acknow edgnent of a given CSA Record then the LS MJUST use
the specific DCSID as the Receiver ID rather than the all OxFFs
Receiver ID. Sinmlarly, if it is necessary to re-send a CSA Record
then the LS MJST specify the specific DCSID as the Receiver |ID rather
than the all OxFFs Receiver |D

Note that if a set of servers are in a full nesh of point to

mul ti poi nt connections, and one server of that nesh sends a CSU
Request into that full nesh, and the sending server sends the CSA
Records in the CSU Request to the all OxFFs Receiver ID then it would
not be necessary for every other server in the nesh to source their
own CSU Request containing those CSA Records into the nesh in order
to properly flood the CSA Records. This is because every server in
the mesh woul d have heard the CSU Request and woul d have processed
the included CSA Records as appropriate. Thus, a server in a ful
mesh coul d consider the nmesh to be a single logical port and so the
rule that "when an LS receives a CSA record froma DCS, that LS
floods the CSA Record to every DCS except the DCS fromwhich it was
received" is not broken. A receiving server in the full nmesh would
still need to acknow edge the CSA records with CSU Reply nessages

whi ch contain the LSID of the replying server as the Sender |ID and
the 1D of the server which sent the CSU Request as the Receiver ID
field. In the tine out and retransmt case, the Receiver ID of the
CSU Request woul d be set to the specific DCSID which did not

acknow edge the CSA Record (as opposed to the all OxFFs Receiver |D).
Since a full nmesh enmul ates a broadcast nedia for the servers attached
to the full mesh, use of SCSP on a broadcast nedi um m ght use this
technique as well. Further discussion of this use of a full nesh or
use of a broadcast nedia is left to the client/server protoco
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speci fic docunents.
2.4 The meaning of "More Up To Date"/"Newness"

During the cache alignment process and during normal CSU processing,
a CSAS Record is conpared against the contents of an LS s cache entry
to decide whether the infornation contained in the record is nore "up
to date" than the correspondi ng cache entry of the LS.

There are three pieces of information which are used in deterni ning
whet her a record contains information which is nore "up to date" than
the informati on contained in the cache entry of an LS which is
processing the record: 1) the Cache Key, 2) the Originator which is
described by an Originator ID (AOD), and 3) the CSA Sequence nunber.
See Section B.2.0.2 for nore information on these fields.

G ven these three pieces of information, a CSAS record (be it part of
a CSA Record or be it stand-alone) is considered to be nore "up to
date" than the information contained in the cache of an LS if all of
the followi ng are true:

1) The Cache Key in the CSAS Record matches the stored Cache Key
in the LS s cache entry,

2) The A Din the CSAS Record natches the stored QD
in the LS s cache entry,

3) The CSA Sequence Nunber in the CSAS Record is greater than
CSA Sequence Nunber in the LS s cache entry.

D scussi on and Concl usi ons

Wil e the above text is couched in ternms of synchronizing the

knowl edge of the state of a client within the cache of servers
contained in a SG this solution generalizes easily to any nunber of
dat abase synchroni zation problenms (e.g., LECS synchronization).

SCSP defines a generic flooding protocol. There are a nunber of

rel ated i ssues relative to cache nai ntenance and topol ogy nai nt enance
which are nore appropriately defined in the client/server protoco
speci fic docunments; for exanple, it might be desirable to define a
generic cache entry tine-out mechanismfor a given protocol or to
adverti se adjacency information between servers so that one could
obtain a topo-map of the servers in a SG Wen nechanisns |ike these
are desirable, they will be defined in the client/server protoco
speci fic docunents.

Luci ani, et. al. St andards Track [ Page 18]



RFC 2334 SCSP April 1998

Appendi x A: Termi nol ogy and Definitions

CA Message - Cache Alignnent Message
These nessages allow an LS to synchronize its entire cache with
that of the cache of one of its DCSs.

CAFSM - Cache Alignnent Finite State Machine
The CAFSM nonitors the state of the cache alignnent between an LS

and a particular DCS. There exists one CAFSM per DCS as seen from
an LS.

CSA Record - Cache State Advertisenent Record
A CSAis arecord within a CSU nessage which identifies an update
to the status of a "particular" cache entry.

CSAS Record - Cache State Advertisenent Summary Record
A CSAS contains a summary of the information in a CSA. A server
wi Il send CSAS records describing its cache entries to another
server during the cache alignment process. CSAS records are al so
included in a CSUS nessages when an LS wants to request the entire
CSA fromthe DCS. The LS is requesting the CSA fromthe DCS
because the LS believes that the DCS has a nore recent view of the
state of the cache entry in question.

CSU Message - Cache State Update nessage
This is a nessage sent froman LS to its DCSs when the LS becones
aware of a change in state of a cache entry.

CSUS Message - Cache State Update Solicit Message
This message is sent by an LSto its DCS after the LS and DCS have
exchanged CA nessages. The CSUS nessage contains one or nore CSAS
records which represent solicitations for entire CSA records (as
opposed to just the summary information held in the CSAS).

DCS - Directly Connected Server
The DCS is a server which is directly connected to the LS, e.g.,
there exists a VC between the LS and DCS. This term along with the
terms LS and RS, is used to give a frame of reference when talking
about servers and their synchronization. Unless explicitly stated
to the contrary, there is no inplied difference in functionality
between a DCS, LS, and RS.

HFSM - Hello Finite State Machine
An LS has a HFSM associated with each of its DCSs. The HFSM
monitors the state of the connectivity between the LS and a
particul ar DCS.
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LS - Local Server
The LS is the server under scrutiny; i.e., all statenments are nade
fromthe perspective of the LS. This term along with the terns
DCS and RS, is used to give a frame of reference when tal king about
servers and their synchronization. Unless explicitly stated to the
contrary, there is no inplied difference in functionality between a
DCS, LS, and RS

LSID - Local Server ID
The LSID is a unique token that identifies an LS. This value m ght
be taken fromthe protocol address of the LS.

PID - Protocol ID
This field contains an identifier which identifies the
client/server protocol which is nmaking use of SCSP for the given
message. The assignnent of Protocol I1Ds for this field is given
over to | ANA as described in Section C

RS - Renpte Server (RS)
Fromthe perspective of an LS, an RS is a server, separate fromthe
LS, which is not directly connected to the LS (i.e., an RSis
al ways two or nore hops away froman LS whereas a DCS is al ways one
hop away froman LS). Unless otherwi se stated an RS refers to a
server in the SG This term along with the terns LS and DCS, is
used to give a frane of reference when tal king about servers and
their synchronization. Unless explicitly stated to the contrary,
there is no inplied difference in functionality between a DCS, LS,
and RS.

SG - Server G oup
The SCSP synchroni zes caches (or a portion of the caches) of a set
of server entities which are bound to a SG t hrough sone neans
(e.g., all servers belonging to a Logical IP Subnet (LIS)[1]).
Thus an SGis just a grouping of servers around sone commonality.

S@ D - Server Goup ID
This IDis a 16 bit identification field that uniquely identifies
the instance client/server protocol for which the servers of the SG
are being synchronized. This inplies that nultiple instances of
the sane protocol may be in operation at the same tinme and have
their servers synchroni zed i ndependently of each other
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Appendi x B: SCSP Message Formats

This section of the appendi x includes the nessage formats for SCSP.
SCSP protocols are LLC/ SNAP encapsul ated with an LLC=0xAA- AA-03 and
QUI =0x00- 00- 5e and PI D=0x00- 05.

SCSP has 3 parts to every packet: the fixed part, the nmandatory part,
and the extensions part. The fixed part of the nessage exists in
every packet and is shown below. The nandatory part is specific to
the particul ar nmessage type (i.e., CA CSU Request/Reply, Hello,
CSUS) and, it includes (anbng ot her packet el enents) a Mandatory
Common Part and zero or nore records each of which contains
infornmati on pertinent to the state of a particular cache entry
(except in the case of a Hello nessage) whose information is being
synchroni zed within a SG The extensions part contains the set of

ext ensions for the SCSP nessage.

In the follow ng nessage formats, the fields nmarked as "unused" MJST
be set to zero upon transmi ssion of such a nessage and i gnored upon
recei pt of such a nessage.

B.1 Fi xed Part
0 1 2 3

01234567890123456789012345678901
T I T S D i it S S S S S R S o S S A S

| Ver si on | Type Code | Packet Size
B T T T o o S S S e i S S Tk e e Y S
| Checksum | Start O Extensions |

i S S e i S S S s s S S S S

Ver si on
This is the version of the SCSP protocol being used. The current
version is 1.

Type Code
This is the code for the nessage type (e.g., Hello (5), CSU
Request (2), CSU Reply(3), CSUS (4), CA (1)).

Packet Size
The total length of the SCSP packet, in octets (excluding Iink
| ayer and/or other protocol encapsul ation).

Checksum
The standard | P checksum over the entire SCSP packet starting at
the fixed header. |If the packet is an odd nunber of bytes in

length then this calculation is performed as if a byte set to 0x00
i s appended to the end of the packet.
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Start O Extensions
This field is coded as zero when no extensions are present in the
nmessage. |If extensions are present then this field will be coded
with the offset fromthe top of the fixed header to the begi nning
of the first extension

B.2.0 Mandatory Part

The mandatory part of the SCSP packet contains the operation specific
information for a given nessage type (e.g., SCSP Cache State Update
Request/Reply, etc.), and it includes (anong ot her packet elenents) a
Mandat ory Common Part (described in Section B.2.0.1) and zero or nore
records each of which contains infornmation pertinent to the state of
a particular cache entry (except in the case of a Hell o nessage)
whose information is being synchronized within a SG These records
may, depending on the message type, be either Cache State
Advertisenment Summary (CSAS) Records (described in Section B.2.0.2)
or Cache State Advertisenment (CSA) Records (described in Section
B.2.2.1). CSA Records contain a sunmary of a cache entry’s
information (i.e., a CSAS Record) plus sone additional client/server
protocol specific information. The mandatory common part format and
CSAS Record format is shown i mediately below, prior to showi ng their
use in SCSP nessages, in order to prevent replication within the
nmessage descri ptions.

B.2.0.1 Mandatory Comon Part

Sections B.2.1 through B. 2.5 have a substantial overlap in format.
This overlapping format is called the mandatory conmon part and its
format is shown bel ow

0 1 2 3
01234567890123456789012345678901
B T T T o o S S S e i S S Tk e e Y S

| Protocol 1D | Server Goup ID

B i ok it I I S e S e S ki ol ik i I TR SR i S S e S e e e e i i 5
| unused | Fl ags

B Lt r s i i i o o T s ks S R S
| Sender 1D Len | Recvr ID Len | Nunmber of Records

B T T T o o S S S e i S S Tk e e Y S
| Sender 1D (variable I ength)

B i ok it I I S e S e S ki ol ik i I TR SR i S S e S e e e e i i 5
| Recei ver I D (variable |ength)

B Lt r s i i i o o T s ks S R S
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Protocol ID
This field contains an identifier which identifies the
client/server protocol which is nmaking use of SCSP for the given
message. The assignnent of Protocol IDs for this field is given
over to | ANA as described in Section C. Protocols with current
docunents have the follow ng defined val ues:

1 - ATMARP
2 - NHRP
3 - MARS
4 - DHCP
5 - LNNI

Server Goup ID
This IDis uniquely identifies the instance of a given
client/server protocol for which servers are being synchronized.

Fl ags
The Flags field is nessage specific, and its use will be described
in the specific nessage format sections bel ow

Sender 1D Len
This field holds the length in octets of the Sender ID

Recvr 1D Len
This field holds the length in octets of the Receiver |ID

Nunber of Records
This field contains the nunber of additional records associated
with the given nessage. The exact fornmat of these records is
specific to the nessage and will be described for each nessage type
in the sections bel ow

Sender 1D
This is an identifier assigned to the server which is sending the
gi ven nessage. One possible assignnent mght be the protoco
address of the sending server.

Receiver 1D
This is an identifier assigned to the server which is to receive
the given nessage. One possible assignnent mght be the protoco
address of the server which is to receive the given nessage.
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B.2.0.2 Cache State Advertisenent Sumary Record (CSAS record)

CSAS records contain a sunmary of information contained in a cache
entry of a given client/server database which is being synchronized

t hrough the use of SCSP. The sunmary includes enough information for
SCSP to look into the client/server database for the appropriate

dat abase cache entry and then conpare the "newness" of the summary
agai nst the "newness" of the cached entry.

Note that CSAS records do not contain a Server Goup ID (SGE@ D) nor do
they contain a Protocol ID. These IDs are necessary to identify

whi ch protocol and which instance of that protocol for which the
summary is applicable. These IDs are present in the nandatory common
part of each nessage.

Note al so that the values of the Hop Count and Record Length fields
of a CSAS Record are dependent on whether the CSAS record exists as a
"stand-al one" record or whether the CSAS record is "enbedded" in CSA
Record. This is further described bel ow.

0 1 2 3
01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S
| Hop Count | Record Length |
T e e i i e e T e st i S s SN SR
| Cache Key Len | Oig IDLen |N unused |
i T i i S e e e R e s s i S R TR R R SR
| CSA Sequence Nunber |
B T e o i S I i i S S N iy St S I S S
| Cache Key ... |
T e e i i e e S e st S s s SN S
| Oiginator ID ... |
i i i o e e S e et o S s S R R SR

Hop Count
This field represents the nunber of hops that the record may take
bef ore bei ng dropped. Thus, at each server that the record
traverses, the Hop Count is decrenented. This field is set to 1

when the CSAS record is a "stand-alone" record (i.e., it is not
enbedded within a CSA record) since sunmaries do not go beyond one
hop during the cache alignnment process. |If a CSAS record is

"enbedded" within a CSA record then the Hop Count is set to an
adm ni stratively defined value which is alnost certainly greater
than or equal to the the cardinality of the SG m nus one. Note
that an exception to the previous rule occurs when the CSA Record
is carried within a CSU Request which was sent in response to a
solicitation (i.e., in response to a CSAS Record which was sent in
a CSUS nessage); in which case, the Hop Count SHOULD be set to 1.
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Record Length
If the CSAS record is a "stand-alone" record then this value is
12+"Cache Key Leng"+"Orig ID Len" in bytes; otherw se, this val ue
is set to 12+"Cache Key Leng"+"Orig ID Len"+ sizeof ("Cient/Server
Protocol Specific Part for cache entry"). The size of the
Cdient/Server Protocol Specific Part nmay be obtained fromthe
client/server protocol specific docunent for the given Protocol ID

Cache Key Len
Length of the Cache Key field in bytes.

Oig ID Len
Length of the Originator ID field in bytes.

The "N' bit signifies that this CSAS Record is actually a Nul
record. This bit is only used in a CSAS Record contained in a CSU
Request/Reply which is sent in response to a CSUS nessage. It is
possi ble that an LS nay receive a solicitation for a CSA record
when the cache entry represented by the solicited CSA Record no

| onger exists in the LS s cache (see Section 2.3 for details). In
this case, the LS copies the CSAS Record directly fromthe CSUS
message into the CSU Request, and the LS sets the N bit signifying
that the cache entry does not exist any longer. The DCS which
solicited the CSA record which no longer exists will still respond
with a CSU Reply. This bit is usually set to zero

CSA Sequence Nunber
This field contains a sequence nunber that identifies the "newness”
of a CSA record instance being sunmarized. A "larger" sequence
number neans a nore recent advertisenent. Thus, if the state of
part (or all) of a cache entry needs to be updated then the CSA
record advertising the new state MJST contain a CSA Sequence Nunber
which is larger than the one corresponding to the previous
advertisenent. This nunber is assigned by the originator of the
CSA record. The CSA Sequence Nunmber may be assigned by the
originating server or by the client which caused its server to
advertise its existence.

The CSA Sequence Nunber is a signed 32 bit nunber. Wthin the CSA
Sequence Number space, the nunber -2731 (0x80000000) is reserved.
Thus, the usable portion of the CSA Sequence Nunber space for a

gi ven Cache Key is between the nunbers -2731+1 (0x80000001) and
2731-1 (Oox7fffffff). An LS uses -2731+1 the first time it
originates a CSA Record for a cache entry that it created. Each
time the cache entry is nodified in some manner and when t hat
nmodi fi cati on needs to be synchronized with the other servers in the
SG the LS increnents the CSA Sequence nunber associated with the
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gi ven Cache Key and uses that new CSA Sequence Nunber when
advertising the update. |If it is ever the case that a given CSA
Sequence Nunber has reached 2731-2 and the associ ated cache entry
has been nodi fied such that an update nust be sent to the rest of
the servers in the SG then the given cache entry MIJST first be
purged fromthe SG by the LS by sending a CSA Record whi ch causes
the cache entry to be renoved fromother servers and this CSA
Record carries a CSA Sequence Nunber of 2731-1. The exact packet
format and mechani sm by which a cache entry is purged is defined in
the appropriate protocol specific docunent. After the purging CSA
Record has been acknow edged by each DCS, an LS will then send a
new CSA Record carrying the updated information, and this new CSA
Record will carry a CSA Sequence Nunber of -2731+1

After a restart occurs and after the restarting LS s CAFSM has
achieved the Aligned state, if an update to an existing cache entry
needs to be synchroni zed or a new cache entry needs to be
synchroni zed then the ensuing CSA Record MJST contain a CSA
Sequence Nunmber which is unique within the SG for the given O D and
Cache Key. The RECOMMENDED net hod of obtaining this number (unless
explicitly stated to the contrary in the protocol specific
docunent) is to set the CSA Sequence Nunber in the CSA Record to
the CSA Sequence Nunber associated with the existing cache entry
(if an out of date cache entry already exists and zero if not) plus
a configured constant. Note that the protocol specific docunent
may require that all cache entries containing the QD of the
restarting LS be purged prior to updating the cache entries; in
this case, the updating CSA Record will still contain a CSA
Sequence Number set to the CSA Sequence Nunber associated with the
previously existing cache entry plus a configured constant.

Cache Key
This is a database | ookup key that uniquely identifies a piece of
data which the originator of a CSA Record wi shes to synchronize
with its peers for a given "Protocol 1D/ Server Goup ID" pair.
This key will generally be a small opaque byte string which SCSP
will associate with a given piece of data in a cache. Thus, for
exanpl e, an originator mght assign a particular 4 byte string to
the binding of an I P address with that of an ATM address.
Ceneral ly speaking, the originating server of a CSA record is
responsi ble for generating a Cache Key for every elenment of data
that the the given server originates and which the server wi shes to
synchronize with its peers in the SG

Originator ID

This field contains an I D administratively assigned to the server
which is the originator of CSA Records.
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B.2.1 Cache Alignnent (CA)

The Cache Alignment (CA) nessage allows an LS to synchronize its
entire cache with that of the cache of its DCSs within a server
group. The CA nessage type code is 1. The CA nessage nandatory part
format is as foll ows:

0 1 2 3
01234567890123456789012345678901
B s T s s e T o e S T ks et s oot ST S S S o S S 3

| CA Sequence Nunber

B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| Mandat ory Common Part |
B Lt r s i i i o o T s ks S R S
| CSAS Record

B s T s s e T o e S T ks et s oot ST S S S o S S 3
B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| CSAS Record

B Lt r s i i i o o T s ks S R S

CA Sequence Nunber
A val ue which provides a unique identifier to aid in the sequencing
of the cache alignnent process. A "larger" sequence nunber neans a
nore recent CA nessage. The slave server always copies the
sequence nunmber fromthe naster server’s previous CA nessage into
its current CA nessage which it is sending and the the slave
acknow edges the naster’s CA nmessage. Since the initial CA process
is lock-step, if the slave does not receive the sane sequence
nunber which it previously received then the information in the
slave's previous CA nessage is inplicitly acknow edged. Note that
there is a separate CA Sequence Nunber space associated with each
CAFSM

Whenever it is necessary to (re)start cache alignment and the CAFSM
enters the Master/ Sl ave Negotiation state, the CA Sequence Nunber
shoul d be set to a value not previously seen by the DCS. One
possi bl e schenme is to use the machine’s time of day counter

Mandat ory Common Part
The mandatory conmon part is described in detail in Section
B.2.0.1. There are two fields in the nandatory conmon part whose
codings are specific to a given nessage type. These fields are the
"Nurber of Records" field and the "Flags" field.
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Nunmber of Records
The Nunber of Records field of the mandatory comon part for the
CA nmessage gives the nunmber of CSAS Records appended to the CA
nessage nandatory part.

Fl ags
The Flags field of the mandatory conmon part for the CA nessage
has the follow ng fornmat:

0 1
0123456789012345
B s T i S e
IMIQ unused |

S e

M
This bit is part of the negotiation process for the cache
alignnment. Wen this bit is set then the sender of the CA
message is indicating that it wishes to |l ead the alignnent
process. This bit is the "Master/Slave bit".

When set, this bit indicates that the sender of the CA nessage
believes that it is in a state where it is negotiating for the
status of nmaster or slave. This bit is the "Initialization
bit".

This bit indicates that the sender of the CA nessage has nore
CSAS records to send. This inplies that the cache alignnent
process must continue. This bit is the "nOre bit" despite its
dubi ous nane.

Al'l other fields of the nandatory common part are coded as
described in Section B.2.0.1.

CSAS record
The CA nessage appends CSAS records to the end of its nmandatory
part. These CSAS records are NOT enbedded in CSA records. See
Section B.2.0.2 for details on CSAS records.

B. 2. 2 Cache State Update Request (CSU Request)

The Cache State Update Request (CSU Request) nessage is used to
update the state of cache entries in servers which are directly
connected to the server sending the nmessage. A CSU Request nessage
is sent fromone server (the LS) to directly connected server (the
DCS) when the LS observes changes in the state of one or nore cache
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entries. An LS observes such a change in state by either receiving a
CSU request which causes an update to the LS s database or by
observing a change of state of a cached entry originated by the LS.
The change in state of a cache entry is noted in a CSU nessage by
appendi ng a "Cache State Advertisenment” (CSA) record to the end of
the mandatory part of the CSU Request as shown bel ow.

The CSU Request nessage type code is 2. The CSU Request nessage
mandatory part format is as foll ows:

0 1 2 3
01234567890123456789012345678901
B e i S T e i T e S R S e e e s i i T S
| Mandat ory Conmon Part |
B o i T e e T s i i T S TR S e S S i T S g e e
| CSA Record |
B T e o i S I i i S S N iy St S I S S
B e i S T e i T e S R S e e e s i i T S

CSA Record
B o i T e e T s i i T S TR S e S S i T S g e e

Mandat ory Common Part
The mandatory common part is described in detail in Section
B.2.0.1. There are two fields in the mandatory conmon part whose
codings are specific to a given nessage type. These fields are the
"Nurmber of Records" field and the "Flags" field.

Nunmber of Records
The Nunber of Records field of the mandatory comon part for the
CSU Request nessage gives the nunber of CSA Records appended to
the CSU Request nessage nandatory part.

Fl ags
Currently, there are no flags defined for the Flags field of the
mandat ory comon part for the CSU Request nessage

Al'l other fields of the nandatory common part are coded as
described in Section B.2.0.1.

CSA Record
See Section B.2.2.1.
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B.2.2.1 Cache State Advertisenent Record (CSA record)

CSA records contain the informati on necessary to relate the current
state of a cache entry in an SGto the servers being synchronized.
CSA records contain a CSAS Record header and a client/server protoco
specific part. The CSAS Record includes enough information for SCSP
to look into the client/server database for the appropriate database
cache entry and then conpare the "newness" of the sumrary agai nst the
"newness" of the cached entry. |If the information contained in the
CSA is nore new than the cached entry of the receiving server then
the cached entry is updated accordingly with the contents of the CSA
Record. The client/server protocol specific part of the CSA Record

i s docunented separately for each such protocol. Exanples of the
protocol specific parts for NHRP and ATMARP are shown in [8] and [9]
respectively.

The amount of information carried by a specific CSA record nmay exceed
the size of a link |ayer PDU. Hence, such CSA records MJST be
fragmented across a nunber of CSU Request nessages. The nethod by
which this is done, is client/server protocol specific and is
docunented in the appropriate protocol specific docunent.

The content of a CSA record is as foll ows:

0 1 2 3
01234567890123456789012345678901
R R R R e e s o S e R S S S S S S e e e e e

| CSAS Record

B e s i e e e s i i ST RIE CRIE TR TR TR S T S S S s sl S S S
| Client/Server Protocol Specific Part for cache entry ...

B s S S i i i ks a ks st S S S S S S

CSAS Record
See Section B.2.0.2 for rules and format for filling out a CSAS
Record when it is "enbedded" in a CSA Record

Cdient/Server Protocol Specific Part for cache entry
This field contains the fields which are specific to the protoco
specific portion of SCSP processing. The particular set of fields
are defined in separate docunents for each protocol user of SCSP
The Protocol ID, which identifies which protocol is using SCSP in
the given packet, is located in the nandatory part of the nessage.
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B. 2.3 Cache State Update Reply (CSU Reply)

The Cache State Update Reply (CSU Reply) nessage is sent froma DCS
to an LS to acknowl edge one or nore CSA records which were received
in a CSU Request. Reception of a CSA record in a CSU Request is
acknow edged by including a CSAS record in the CSU Reply which
corresponds to the CSA record bei ng acknowl edged. The CSU Reply
message is the same in fornmat as the CSU Request nessage except for
the following: the type code is 3, only CSAS Records (rather than CSA
records) are returned, and only those CSAS Records for which CSA
Records are being acknow edged are returned. This inplies that a

gi ven LS sending a CSU Request nmamy not receive an acknow edgnent in a
single CSU Reply for all the CSA Records included in the CSU Request.

B. 2.4 Cache State Update Solicit Message (CSUS nessage)

This message all ows one server (LS) to solicit the entirety of CSA
record data stored in the cache of a directly connected server (DCS).
The DCS responds with CSU Request nessages containing the appropriate
CSA records. The CSUS nessage type code is 4. The CSUS nessage
format is the sane as that of the CSU Reply nmessage. CSUS nessages
solicit CSU Requests fromonly one server (the one identified by the
Receiver IDin the Mandatory Part of the nessage).

B.2.5 Hell o:

The Hell o nmessage is used to check connectivity between the sending
server (the LS) and one of its directly connected nei ghbor servers
(the DCSs). The Hello nessage type code is 5. The Hell o nmessage
mandatory part format is as foll ows:

0 1 2 3
01234567890123456789012345678901
T S i o S S e i < S S S S S S S S S S

| Hel | ol nt erval | DeadFact or
B i ok it I I S e S e S ki ol ik i I TR SR i S S e S e e e e i i 5
| unused | Famly ID |

B Lt r s i i i o o T s ks S R S

| Mandat ory Common Part |

B T T T o o S S S e i S S Tk e e Y S

| Addi tional Receiver |ID Record

B i ok it I I S e S e S ki ol ik i I TR SR i S S e S e e e e i i 5

B Lt r s i i i o o T s ks S R S
Addi tional Receiver |ID Record

B T T T o o S S S e i S S Tk e e Y S
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Hel | ol nterva
The hello interval advertises the tinme between sendi ng of
consecutive Hell o Messages. |If the LS does not receive a Hello
message fromthe DCS (which contains the LSID as a Receiver 1D)
within the Hellolnterval advertised by the DCS then the DCS' s Hell o
is considered to be late. Also, the LS MIUST send its own Hello
message to a DCS within the Hellolnterval which it advertised to
the DCS in the LS s previous Hello nessage to that DCS (ot herw se
the DCS would consider the LS s Hello to be late).

DeadFact or
This is a multiplier to the Hellolnterval. If an LS does not
receive a Hell o nessage which contains the LS s LSID as a Recei ver
IDwithin the interval Hellolnterval *DeadFactor froma gi ven DCS
whi ch advertised the Hellolnterval and DeadFactor in a previous
Hel | o message, then the LS MJST consider the DCS to be stalled; at
this point, one of two things MJUST happen: 1) if the LS has
received any Hell o nessages fromthe DCS during this tinme then the
LS transitions the corresponding HFSMto the Unidirectional State;
otherwi se, 2) the LS transitions the corresponding HFSMto the
Waiting State.

Famly ID
This is an opaque bit string which is used to refer to an aggregate
of Protocol ID)SAD pairs. Only a single HFSMis run for al
Protocol ID)SA@D pairs assigned to a Family ID. Thus, there is a
one to many mappi ng between the single HFSM and t he CAFSMs
correspondi ng to each of the Protocol ID)SA D pairs. This night
have the net effect of substantially reduci ng HFSM nai nt enance
traffic. See the protocol specific SCSP docunents for further
details.

Mandat ory Comon Part
The mandatory conmmon part is described in detail in Section
B.2.0.1. There are two fields in the mandatory conmon part whose
codings are specific to a given nessage type. These fields are the
"Nurber of Records" field and the "Flags" field.

Nunmber of Records
The Nunber of Records field of the mandatory common part for the
Hel | o message contains the nunber of "Additional Receiver |ID
records which are included in the Hello. Additional Receiver ID
records contain a length field and a Receiver ID field. Note
that the count in "Nunber of Records" does NOT include the
Receiver I D which is included in the Mandatory Common Part.
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Fl ags
Currently, there are no flags defined for the Flags field of the
mandat ory common part for the Hell o nessage.

Al'l other fields of the nmandatory common part are coded as
described in Section B.2.0.1.

Addi tional Receiver |ID Record
This record contains a length field foll owed by a Receiver |ID
Since it is conceivable that the Iength of a given Receiver |ID may
vary even within an SG each additional Receiver |ID heard (beyond
the first one) will have both its length in bytes and val ue encoded
in an "Additional Receiver ID Record". Receiver IDs are |IDs of a
DCS from which the LS has heard a recent Hello (i.e., within
DeadFact or*Hel | ol nterval as advertised by the DCS in a previous
Hel | o message).

The format for this record is as foll ows:

0 1 2 3
01234567890123456789012345678901
B T T T o o S S S e i S S Tk e e Y S

| Rec ID Len | Receiver ID
B i ok it I I S e S e S ki ol ik i I TR SR i S S e S e e e e i i 5

If the LS has not heard fromany DCS then the LS sets the Hello
message fields as follows: Recvr ID Len is set to zero and no
storage is allocated for the Receiver IDin the Cormon Mandatory
Part, "Nunber of Records"” is set to zero, and no storage is

al l ocated for "Additional Receiver |ID Records"

If the LS has heard fromexactly one DCS then the LS sets the Hello
nmessage fields as follows: the Receiver ID of the DCS which was
heard and the length of that Receiver ID are encoded in the Conmon
Mandatory Part, "Number of Records" is set to zero, and no storage is
al l ocated for "Additional Receiver |ID Records"

If the LS has heard fromtwo or nore DCSs then the LS sets the Hello
nmessage fields as follows: the Receiver ID of the first DCS which
was heard and the length of that Receiver ID are encoded in the
Common Mandatory Part, "Number of Records" is set to the nunber of
"Addi tional" DCSs heard, and for each additional DCS an "Additiona
Receiver I D Record" is forned and appended to the end of the Hello
nessage
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B.3 Extensions Part

The Extensions Part, if present, carries one or nore extensions in
{Type, Length, Value} triplets.

Ext ensi ons have the follow ng format:

0 1 2 3
01234567890123456789012345678901
B T T T o o S S S e i S S Tk e e Y S
| Type | Length |
B i ok it I I S e S e S ki ol ik i I TR SR i S S e S e e e e i i 5
| Val ue. .. |
B T T i e e S e e e R e ale i S T S e e S e i o e sl i S T

Type
The extension type code (see bel ow).

Length
The length in octets of the value (not including the Type and

Length fields; a null extension will have only an extension header
and a length of zero).

When extensions exist, the extensions part is terninated by the End
of Extensions extension, having Type = 0 and Length = 0.

Ext ensi ons may occur in any order but any particul ar extension type
may occur only once in an SCSP packet. An LS MJUST NOT change the
order of extensions.

B.3.0 The End O Extensions

When extensions exist, the extensions part is terninated by the End
O Extensions extension.

B. 3.1 SCSP Aut henticati on Extension
Type = 1 Length = variable
The SCSP Aut hentication Extension is carried in SCSP packets to

convey the authentication informati on between an LS and a DCS in the
same SG
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Aut hentication is done pairwise on an LS to DCS basis; i.e., the

aut henti cation extension is generated at each LS. If a received

packet fails the authentication test then an "abnormal event" has

occurred. The packet is discarded and this event is | ogged.

The presence or absence of authentication is a |local matter
B.3.1.1 Header For mat

The aut henticati on header has the follow ng format:

-||-on—\
+om

0 3
01234567890123456789012345678901
R i ol T T R S ik it S R S e R e e I e e e o S
| Security Paraneter |ndex (SPI)

+

|

+

|

+

T S S T S S i S S S Th i S S

+- +- +- +- +- +- +- +-+-+ Aut henti cati on Data. e Tk i RN SR

i i e i T i i S S S s S i ek T

Security Paraneter Index (SPlI) can be thought of as an index into a
tabl e that maintains the keys and ot her information such as hash
algorithm LS and DCS comuni cate either off-line using nanual keying
or online using a key nanagenent protocol to populate this table. The
receiving SCSP entity always allocates the SPI and the paraneters
associated with it.

The authentication data field contains the MAC (Message

Aut henti cation Code) cal cul ated over the entire SCSP payl oad. The
length of this field is dependent on the hash al gorithmused to
cal cul ate the MAC

B.3.1.2 Supported Hash Al gorithns
The default hash algorithmto be supported is HVAC- MD5-128 [11]. HWVAC
is safer than normal keyed hashes. O her hash al gorithns MAY be
supported by def.

| ANA wi Il assign the nunbers to identify the al gorithm being used as
described in Section C

B.3.1.3 SPI and Security Paraneters Negotiation
SPI’s can be negotiated either manually or using an |Internet Key
Managenent protocol. Manual keying MJST be supported. The foll ow ng

paraneters are associated with the tuple <SPI, DCS ID>- lifetineg,
Algorithm Key. Lifetine indicates the duration in seconds for which
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the key is valid. In case of nmanual keying, this duration can be
infinite. Also, in order to better support manual keying, there may
be multiple tuples active at the same tinme (DCS I D being the sane).

Any Internet standard key managenent protocol MAY be used to
negotiate the SPI and paraneters.

B.3.1.4 Message Processing

At the time of adding the authentication extension header, LS |ooks
up in a table to fetch the SPI and the security paraneters based on
the DCS ID. If there are no entries in the table and if there is
support for key managenent, the LS initiates the key nmanagenent
protocol to fetch the necessary paraneters. The LS then cal cul ates
the hash by zeroing authentication data field before calculating the
MAC on the sending end. The result replaces in the zeroed

aut hentication data field. If key nmanagenent is not supported and
aut hentication is nmandatory, the packet is dropped and this
information is | ogged.

When receiving traffic, an LS fetches the paraneters based on the SP
and its ID. The authentication data field is extracted before zeroing
out to calculate the hash. It conputes the hash on the entire payl oad
and if the hash does not match, then an "abnormal event" has
occurred.

B.3.1.5 Security Considerations

It is inmportant that the keys chosen are strong as the security of
the entire system depends on the keys being chosen properly and the
correct inplenentation of the algorithns.

SCSP has a peer to peer trust nodel. It is recommended to use an

I nternet standard key managenent protocol to negotiate the keys

bet ween the nei ghbors. Transnmitting the keys in clear text, if other
nmet hods of negotiation is used, conpronises the security conpletely.

Data integrity covers the entire SCSP payl oad. Thi s guarantees that
the message was not nodified and the source is authenticated as well.
I f authentication extension is not used or if the security is
conmprom sed, then SCSP servers are |liable to both spoofing attacks
active attacks and passive attacks.

There is no nmechanismto encrypt the nessages. It is assunmed that a

standard | ayer 3 confidentiality nechanismw Il be used to encrypt
and decrypt nessages. As integrity is calculated on an SCSP nessage
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and not on each record, there is an inplied trust between all the
servers in a domain. It is reconmend to use the security extension
between all the servers in a domain and not just a subset servers

Any SCSP server is susceptible to Denial of Service (DOS) attacks. A
rouge host can inundate its nei ghboring SCSP server wth SCSP
packets. However, if the authentication option is used, SCSP

dat abases wi Il not become corrupted, as the bogus packets will be

di scarded when the authentication check fails.

Due to the pairw se authentication nodel of SCSP, the information
received fromany properly authenticated server is trusted and
propagat ed throughout the server group. Consequently, if security of
any SCSP server is conpronised, the entire database becones

vul nerable to curruption originating fromthe conpromni sed server

B. 3.2 SCSP Vendor-Private Extension

Type = 2
Length = variable

The SCSP Vendor-Private Extension is carried in SCSP packets to
convey vendor-private information between an LS and a DCS in the same
SG and is thus of limted use. |If a finer granularity (e.g., CSA
record level) is desired then then given client/server protoco

speci fic SCSP docunent MUST define such a nechanism Cbviously,
however, such a protocol specific mechani smmnight | ook exactly like
this extension. The Vendor Private Extension MAY NOT appear nore
than once in an SCSP packet for a given Vendor ID val ue.

0 1 2 3
01234567890123456789012345678901
i T o T e e e et o S s S R R SR

| Vendor 1D | Data....
B T e o i S I i i S S N iy St S I S S

Vendor |ID
802 Vendor |ID as assigned by the |EEE [7].

Dat a
The remaining octets after the Vendor ID in the payl oad are
vendor - dependent dat a.

If the receiver does not handle this extension, or does not match the

Vendor IDin the extension then the extension nmay be conpletely
i gnored by the receiver.
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C

| ANA Consi der ati ons

Any and all requests for value assignnent fromthe various nunber
spaces described in this docunment require proper docunentation.

Possi bl e fornms of docunentation include, but are not limted to, RFCs
or the product of another cooperative standards body (e.g., the MPQOA
and LANE subworking group of the ATM Forun). O her requests may al so
be accepted, under the advice of a "designated expert". (Contact the
| ANA for the contact information of the current expert.)
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Ful I Copyright Statenent
Copyright (C) The Internet Society (1998). Al Rights Reserved.

Thi s docunent and translations of it nmay be copied and furnished to
others, and derivative works that comment on or otherwi se explain it
or assist in its inplenentation may be prepared, copied, published
and distributed, in whole or in part, w thout restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng Internet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into | anguages other than
Engl i sh.

The linited perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LIM TED TO ANY WARRANTY THAT THE USE OF THE | NFORMATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE.
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