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Abst r act

This docunent outlines the issues and framework related to providing
IP Integrated Services with RSVP over ATM It provides an overal
approach to the problen(s) and related issues. These issues and
problens are to be addressed in further docunents fromthe | SATM
subgroup of the I SSLL worki ng group

1. Introduction

The Internet currently has one class of service normally referred to
as "best effort.” This service is typified by first-conme, first-
serve scheduling at each hop in the network. Best effort service has
worked well for electronic nail, Wrld Wde Wb (WWY access, file
transfer (e.g. ftp), etc. For real-time traffic such as voice and
video, the current Internet has perfornmed well only across unl oaded
portions of the network. |In order to provide quality real-tine
traffic, new classes of service and a QoS signalling protocol are

Craw ey, et. al. I nf or mat i onal [ Page 1]



RFC 2382 Integrated Services and RSVP over ATM August 1998

being introduced in the Internet [1,6,7], while retaining the
existing best effort service. The QS signalling protocol is RSVP
[1], the Resource ReSerVation Protocol and the service nodels

One of the inportant features of ATMtechnology is the ability to
request a point-to-point Virtual Grcuit (VO with a specified
Quality of Service (QS). An additional feature of ATMtechnology is
the ability to request point-to-multipoint VCs with a specified QoS
Point-to-nulti point VCs allows | eaf nodes to be added and renoved
fromthe VC dynanmically and so provides a nmechanismfor supporting IP
multicast. It is only natural that RSVP and the Internet Integrated
Services (I11S) nodel would like to utilize the QS properties of any
underlying link layer including ATM and this nenp concentrates on
ATM

O assical I P over ATM[10] has solved part of this problem
supporting I P unicast best effort traffic over ATM Cassical IP
over ATMis based on a Logical |IP Subnetwork (LIS), which is a
separately adninistered | P subnetwork. Hosts within an LIS

communi cate using the ATM network, while hosts fromdifferent subnets
communi cate only by going through an IP router (even though it may be
possible to open a direct VC between the two hosts over the ATM
network). Cassical |IP over ATM provi des an Address Resol ution

Prot ocol (ATMARP) for ATM edge devices to resolve | P addresses to
nati ve ATM addresses. For any pair of |P/ATM edge devices (i.e.
hosts or routers), a single VCis created on denmand and shared for
all traffic between the two devices. A second part of the RSVP and
I1S over ATM problem IP multicast, is being solved with MARS [ 5],
the Multicast Address Resol ution Server.

MARS conpliments ATMARP by allowing an | P address to resolve into a
list of native ATM addresses, rather than just a single address.

The ATM Forumi s LAN Enul ation (LANE) [17, 20] and Ml tiprotocol Over
ATM (MPQA) [ 18] al so address the support of IP best effort traffic
over ATM through simlar neans.

A key remaining issue for IPin an ATMenvironnent is the integration
of RSVP signalling and ATM signalling in support of the Internet
Integrated Services (11S) nodel. There are two main areas involved
in supporting the 11S nodel, QS translation and VC managenent. QS
transl ation concerns mapping a QS fromthe |1S nodel to a proper ATM
QS, while VC nanagenent concentrates on how many VCs are needed and
which traffic flows are routed over which VCs.
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1.1 Structure and Rel at ed Docunents

Thi s docunent provides a guide to the issues for IIS over ATM It is
intended to frane the problens that are to be addressed in further
docunents. In this docunment, the nodes and nodels for RSVP operation
over ATMwi || be discussed foll owed by a di scussion of managenent of
ATM VCs for RSVP data and control. Lastly, the topic of

encapsul ations will be discussed in relation to the nodels presented.

This docunent is part of a group of docunents fromthe | SATM subgroup
of the ISSLL working group related to the operation of IntServ and
RSVP over ATM [14] discusses the mapping of the IntServ nodels for
Controll ed Load and Guaranteed Service to ATM [15 and 16] discuss
detail ed inplenentation requirenments and gui delines for RSVP over
ATM respectively. \While these documents may not address all the

i ssues raised in this docunent, they should provide enough

i nformati on for devel opnent of solutions for IntServ and RSVP over
ATM

1.2 Terns

Several termused in this docunent are used in many contexts, often
with different nmeaning. These terns are used in this docunment wth
the foll ow ng neani ng:

- Sender is used in this document to mean the ingress point to the
ATM network or "cl oud"

- Receiver is used in this docunment to refer to the egress point from
the ATM network or "cl oud”

- Reservation is used in this docunent to refer to an RSVP initiated
request for resources. RSVP initiates requests for resources based
on RESV nessage processing. RESV nessages that sinply refresh state
do not trigger resource requests. Resource requests may be nade
based on RSVP sessions and RSVP reservation styles. RSVP styles
di ctate whether the reserved resources are used by one sender or
shared by nultiple senders. See [1] for details of each. Each new
request is referred to in this docunent as an RSVP reservation, or
sinmply reservation.

- Flowis used to refer to the data traffic associated with a
particul ar reservation. The specific neaning of flowis RSVP style
dependent. For shared style reservations, there is one flow per
session. For distinct style reservations, there is one flow per
sender (per session).

2. lssues Regarding the Operation of RSVP and IntServ over ATM

The issues related to RSVP and IntServ over ATMfall into severa
general cl asses:
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- How to make RSVP run over ATM now and in the future

- When to set up a virtual circuit (VC for a specific Quality of
Service (QS) related to RSVP

- How to map the IntServ nodels to ATM QoS nodel s

- How to know that an ATM network is providing the QoS necessary for
a flow

- How to handl e the many-to-many connectionless features of IP
mul ti cast and RSVP in the one-to-nany connection-oriented world of
ATM

2.1 Modes/ Model s for RSVP and | ntServ over ATM

[3] Discusses several different nodels for running | P over ATM
networks. [17, 18, and 20] al so provide nodels for IP in ATM

envi ronnents. Any one of these nodels would work as |long as the RSVP
control packets (IP protocol 46) and data packets can follow the same
| P path through the network. It is inportant that the RSVP PATH
nmessages follow the sanme |P path as the data such that appropriate
PATH state may be installed in the routers along the path. For an
ATM subnetwork, this neans the ingress and egress points nust be the
same in both directions for the RSVP control and data nmessages. Note
that the RSVP protocol does not require symetric routing. The PATH
state installed by RSVP allows the RESV nessages to "retrace" the
hops that the PATH nessage crossed. Wthin each of the nodels for IP
over ATM there are decisions about using different types of data
distribution in ATMas well as different connection initiation. The
followi ng sections |ook at sone of the different ways QoS connections
can be set up for RSVP.

2.1.1 UNl 3.x and 4.0

In the User Network Interface (UNI) 3.0 and 3.1 specifications [8,9]
and 4.0 specification, both permanent and switched virtual circuits
(PVC and SVC) may be established with a specified service category
(CBR, VBR, and UBR for UNI 3.x and VBR-rt and ABR for 4.0) and
specific traffic descriptors in point-to-point and point-to-
mul ti point configurations. Additional QoS paraneters are not
available in UNI 3.x and those that are avail abl e are vendor-
specific. Consequently, the level of QS control available in
standard UNI 3.x networks is somewhat |limted. However, using these
buil ding blocks, it is possible to use RSVP and the IntServ nodel s.
ATM 4.0 with the Traffic Managenent (TM 4.0 specification [21]

all ows nuch greater control of QS. [14] provides the details of
mappi ng the IntServ nodels to UNI 3.x and 4.0 service categories and
traffic parameters.
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2.1.1.1 Permanent Virtual Circuits (PVCs)

PVCs emul ate dedicated point-to-point lines in a network, so the
operation of RSVP can be identical to the operation over any point-
to-point network. The QS of the PVC nust be consistent and
equivalent to the type of traffic and service nodel used. The
devices on either end of the PVC have to provide traffic contro
services in order to multiplex multiple flows over the same PVC
Wth PVCs, there is no issue of when or howlong it takes to set up
VCs, since they are made in advance but the resources of the PVC are
limted to what has been pre-allocated. PVCs that are not fully
utilized can tie up ATM network resources that could be used for
SVGCs.

An additional issue for using PVCs is one of network engi neering.
Frequently, multiple PVCs are set up such that if all the PVCs were
running at full capacity, the link would be over-subscribed. This
frequently used "statistical nultiplexing gain" nakes providing IS
over PVCs very difficult and unreliable. Any application of I1S over
PVCs has to be assured that the PVCs are able to receive all the
requested QoS.

2.1.1.2 Switched Virtual Circuits (SVGCs)

SVCs allow paths in the ATM network to be set up "on demand". This
allows flexibility in the use of RSVP over ATM al ong with sone
complexity. Parallel VCs can be set up to allow best-effort and
better service class paths through the network, as shown in Figure 1
The cost and tinme to set up SVCs can inpact their use. For exanple,
it may be better to initially route QoS traffic over existing VCs
until a SVC with the desired QS can be set up for the flow. Scaling
i ssues can cone into play if a single RSVP flow is used per VC as
wi Il be discussed in Section 4.3.1.1. The nunber of VCs in any ATM
device may also be limted so the nunber of RSVP flows that can be
supported by a device can be strictly limted to the nunber of VCs
available, if we assune one flow per VC. Section 4 discusses the
topi c of VC nmanagenent for RSVP in greater detail
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Figure 1: Data Flow VC Initiation

While RSVP is receiver oriented, ATMis sender oriented. This night
seem | i ke a problem but the sender or ingress point receives RSVP
RESV nessages and can determ ne whether a new VC has to be set up to
the destination or egress point.

2.1.1.3 Point to Multi Point

In order to provide QoS for IP nulticast, an inmportant feature of
RSVP, data flows nust be distributed to nultiple destinations froma
gi ven source. Point-to-nmultipoint VCs provide such a nechanism It
is inportant to map the actions of IP nmulticasting and RSVP (e.qg.

| GW JO N LEAVE and RSVP RESV/ RESV TEAR) to add party and drop party
functions for ATM Point-to-nultipoint VCs as defined in UNI 3.x and
UNI 4.0 have a single service class for all destinations. This is
contrary to the RSVP "heterogeneous receiver" concept. It is
possible to set up a different VC to each receiver requesting a
different QoS, as shown in Figure 2. This again can run into scaling
and resource problenms when nmanagi ng nultiple VCs on the sane
interface to different destinations.
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Figure 2: Types of Milticast Receivers

RSVP sends nessages both up and down the nulticast distribution tree.
In the case of a large ATMcloud, this could result in a RSVP nessage
i npl osion at an ATMingress point with nmany receivers.

ATM 4.0 expands on the point-to-nultipoint VCs by adding a Leaf
Initiated Join (LIJ) capability. LIJ allows an ATM end point to join
into an existing point-to-multipoint VC wi thout necessarily
contacting the source of the VC. This can reduce the burden on the
ATM source point for setting up new branches and nore cl osely natches
the receiver-based nodel of RSVP and IP nulticast. However, nmany of
the same scaling issues exist and the new branches added to a point-
to-mul tipoint VC nust use the same QoS as existing branches.

2.1.1.4 Multicast Servers

| P-over- ATM has the concept of a nulticast server or reflector that
can accept cells fromnultiple senders and send themvia a point-to-
mul ti point VCto a set of receivers. This noves the VC scaling

i ssues noted previously for point-to-multipoint VCs to the nulticast
server. Additionally, the nulticast server will need to know how to
i nterpret RSVP packets or receive instruction fromanother node so it
will be able to provide VCs of the appropriate QS for the RSVP
flows.
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2.1.2 Hop-by-Hop vs. Short Cut

If the ATM "cloud" is nmade up a nunber of logical |IP subnets (LISs),
then it is possible to use "short cuts" froma node on one LIS
directly to a node on another LIS, avoiding router hops between the
LISs. NHRP [4], is one nechanismfor deternining the ATM address of
the egress point on the ATM network given a destination |IP address.
It is atopic for further study to determne if significant benefit
is achieved fromshort cut routes vs. the extra state required.

2.1.3 Future Models

ATMis constantly evolving. |If we assune that RSVP and Int Serv
applications are going to be wide-spread, it makes sense to consider
changes to ATM that woul d i nprove the operation of RSVP and |ntServ
over ATM Sinmilarly, the RSVP protocol and IntServ nodels will
continue to evolve and changes that affect them should also be
considered. The following are a few ideas that have been discussed
that would nake the integration of the IntServ nodels and RSVP easier
or nore conplete. They are presented here to encourage conti nued
devel opnent and di scussion of ideas that can help aid in the

i ntegration of RSVP, IntServ, and ATM

2.1.3.1 Heterogeneous Point-to-MiltiPoint

The IntServ nodel s and RSVP support the idea of "heterogeneous
receivers"; e.g., not all receivers of a particular nulticast flow
are required to ask for the sane QS fromthe network, as shown in
Fi gure 2.

The nost inportant scenario that can utilize this feature occurs when
sone receivers in an RSVP session ask for a specific QS while others
receive the flowwith a best-effort service. |In sone cases where
there are multiple senders on a shared-reservation flow (e.g., an
audi o conference), an individual receiver only needs to reserve
enough resources to receive one sender at a tine. However, other
receivers nay elect to reserve nore resources, perhaps to allow for
some anount of "over-speaking" or in order to record the conference
(post processing during playback can separate the senders by their
source addresses).

In order to prevent denial-of-service attacks via reservations, the
service nodels do not allow the service elenents to sinply drop non-
conform ng packets. For exanple, Controlled Load service nodel [7]
assi gns non-conformant packets to best-effort status (which may
result in packet drops if there is congestion).
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Enmul ati ng these behaviors over an ATM network is problematic and

needs to be studied. |If a single maxi num QoS is used over a point-
to-nmultipoint VC, resources could be wasted if cells are sent over
certain links where the reassenbl ed packets will eventually be
dropped. In addition, the "maxi num QoS" may actually cause a

degradation in service to the best-effort branches.

The term "variegated VC' has been coined to describe a point-to-

mul tipoint VC that allows a different QoS on each branch. This
approach seens to match the spirit of the Integrated Service and RSVP
nodel s, but sonme thought has to be put into the cell drop strategy
when traversing froma "bigger" branch to a "snmaller" one. The
"best-effort for non-conform ng packets" behavior nust also be
retained. Early Packet Discard (EPD) schenes nust be used so that

all the cells for a given packet can be discarded at the sane tine
rather than discarding only a few cells from several packets maki ng
all the packets useless to the receivers.

2.1.3.2 Lightweight Signalling

Q 2931 signalling is very conplete and carries with it a significant
burden for signalling in all possible public and private connections.
It might be worth investigating a |ighter weight signalling nechanism
for faster connection setup in private networks.

2.1.3.3 Q@S Renegotiation

Anot her change that would help RSVP over ATMis the ability to
request a different QoS for an active VC. This would elinnate the
need to setup and tear down VCs as the QS changed. RSVP all ows
receivers to change their reservations and senders to change their
traffic descriptors dynamically. This, along with the merging of
reservations, can create a situation where the QS needs of a VC can
change. Allow ng changes to the QS of an existing VC would all ow
these features to work without creating a new VC. In the ITUT ATM
specifications [24,25], sone cell rates can be renegotiated or
changed. Specifically, the Peak Cell Rate (PCR) of an existing VC
can be changed and, in sone cases, QS paraneters may be renegoti at ed
during the call setup phase. It is unclear if this is sufficient for
the QoS renegotiation needs of the IntServ nodels.

2.1.3.4 Group Addressing
The nodel of one-to-many conmuni cations provi ded by point-to-
mul ti point VCs does not really match the nany-to-nany comunications

provided by IP nulticasting. A scaleable mapping fromIP multicast
addresses to an ATM "group address” can address this probl em
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2.1.3.5 Label Switching

The Multi Protocol Label Switching (MPLS) working group is discussing
nmet hods for optimzing the use of ATM and ot her swi tched networks for
| P by encapsul ating the data with a header that is used by the
interior switches to achieve faster forwardi ng | ookups. [22]

di scusses a framework for this work. It is unclear how this work
will affect IntServ and RSVP over |abel switched networks but there
may be sone interactions.

2.1. 4 QoS Routing

RSVP is explicitly not a routing protocol. However, since it conveys
QS information, it may prove to be a valuable input to a routing
protocol that can nake path determ nati ons based on QS and network

|l oad information. |In other words, instead of asking for just the IP
next hop for a given destination address, it mght be worthwhile for
RSVP to provide infornation on the QoS needs of the flowif routing
has the ability to use this information in order to determ ne a
route. Oher fornms of QoS routing have existed in the past such as
using the IP TOCS and Precedence bits to select a path through the
networ k. Sone have di scussed using these sane bits to select one of
a set of parallel ATMVCs as a formof QS routing. ATMrouting has
al so considered the problemof QS routing through the Private

Net wor k-t o- Network Interface (PNNI) [26] routing protocol for routing
ATM VCs on a path that can support their needs. The work in this
area is just starting and there are nunerous issues to consider

[23], as part of the work of the QoSR working group frame the issues
for QS Routing in the Internet.

2.2 Reliance on Unicast and Multicast Routing

RSVP was designed to support both unicast and I P nulticast
applications. This nmeans that RSVP needs to work closely with
mul ti cast and unicast routing. Unicast routing over ATM has been
addressed [10] and [11]. MARS [5] provides nulticast address
resolution for I P over ATM networks, an inportant part of the

solution for multicast but still relies on multicast routing
protocol s to connect multicast senders and receivers on different
subnet s.

2.3 Aggregation of Flows

Some of the scaling issues noted in previous sections can be
addressed by aggregating several RSVP flows over a single VCif the
destinations of the VC match for all the flows being aggregat ed.
However, this causes considerable conplexity in the nmanagenment of VCs
and in the scheduling of packets within each VC at the root point of
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the VC. Note that the rescheduling of flows within a VCis not
possible in the switches in the core of the ATM network. Virtua

Pat hs (VPs) can be used for aggregating multiple VCs. This topic is
di scussed in greater detail as it applies to nulticast data
distribution in section 4.2.3.4

2.4 Mapping QoS Paraneters

The mappi ng of QoS paraneters fromthe IntServ nodels to the ATM
service classes is an inportant issue in making RSVP and | nt Serv work
over ATM [14] addresses these issues very conpletely for the
Controll ed Load and Guaranteed Service nodels. An additional issue
is that while sone guidelines can be devel oped for nmapping the
paraneters of a given service nodel to the traffic descriptors of an
ATM traffic class, inplenentation variables, policy, and cost factors
can nake strict mapping problematic. So, a set of workabl e mappings
that can be applied to different network requirenments and scenari os
is needed as | ong as the mappi ngs can satisfy the needs of the

servi ce nodel (s).

2.5 Directly Connected ATM Hosts

It is obvious that the needs of hosts that are directly connected to
ATM net wor ks nust be considered for RSVP and IntServ over ATM
Functionality for RSVP over ATM nust not assune that an ATM host has
all the functionality of a router, but such things as MARS and NHRP
clients would be worthwhile features. A host nust nanage VCs j ust

i ke any other ATM sender or receiver as described later in section
4.

2.6 Accounting and Policy |ssues

Since RSVP and IntServ create classes of preferential service, sone
form of administrative control and/or cost allocation is needed to
control access. There are certain types of policies specific to ATM
and | P over ATMthat need to be studied to determ ne how t hey
interoperate with the IP and IntServ policies being devel oped.
Typical IP policies would be that only certain users are allowed to
make reservations. This policy would translate well to | P over ATM
due to the sinmlarity to the mechani sms used for Call Adm ssion
Control (CAC).

There nay be a need for policies specific to |IP over ATM  For
exanpl e, since signalling costs in ATMare high relative to IP, an IP
over ATM specific policy might restrict the ability to change the
prevailing QS in a VC. If VCs are relatively scarce, there al so

m ght be specific accounting costs in creating a new VC. The work so
far has been prelimnary, and much work remains to be done. The
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policy nechanisns outlined in [12] and [13] provide the basic
mechani sms for inplenenting policies for RSVP and | ntServ over any
nmedi a, not just ATM

3. Framework for IntServ and RSVP over ATM

Now t hat we have defined some of the issues for IntServ and RSVP over
ATM we can forrmulate a franmework for solutions. The probl em breaks
down to two very distinct areas; the mapping of IntServ nodels to ATM
service categories and QoS paraneters and the operati on of RSVP over
ATM

Mappi ng I ntServ nodels to ATM service categories and QoS paraneters
is a matter of determnining which categories can support the goals of
the service nodel s and matching up the paraneters and vari abl es
between the IntServ description and the ATM description(s). Since
ATM has such a wide variety of service categories and paraneters,
nore than one ATM service category should be able to support each of
the two IntServ nodels. This will provide a good bit of flexibility
in configuration and deploynment. [14] exanines this topic

conpl etely.

The operation of RSVP over ATM requires careful nanagenment of VCs in
order to match the dynam cs of the RSVP protocol. VCs need to be
managed for both the RSVP S data and the RSVP signalling nessages
The renai nder of this docunment will discuss several approaches to
managi ng VCs for RSVP and [15] and [16] discuss their application for
i npl ementations in termof interoperability requirenent and

i npl enent ati on gui del i nes.

4. RSVP VC Managenent

This section provides nore detail on the issues related to the
managenent of SVCs for RSVP and | nt Serv.

4.1 VC lnitiation

As discussed in section 2.1.1.2, there is an apparent nismatch

bet ween RSVP and ATM Specifically, RSVP control is receiver oriented
and ATM control is sender oriented. This initially may seemlike a
maj or issue, but really is not. While RSVP reservation (RESV)
requests are generated at the receiver, actual allocation of
resources takes place at the subnet sender. For data flows, this
means that subnet senders will establish all QS VCs and t he subnet
recei ver nmust be able to accept inconing QS VCs, as illustrated in
Figure 1. These restrictions are consistent with RSVP version 1
processing rules and all ow senders to use different flowto VC
mappi ngs and even different QoS renegotiation techni ques wi thout
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i nteroperability problens.

The use of the reverse path provided by point-to-point VCs by
receivers is for further study. There are two related i ssues. The
first is that use of the reverse path requires the VCinitiator to
set appropriate reverse path QoS paraneters. The second issue is that
reverse paths are not available with point-to-nultipoint VCs, so
reverse paths could only be used to support unicast RSVP
reservations.

4.2 Data VC Managenent

Any RSVP over ATMinpl enentation nust map RSVP and RSVP associ at ed
data flows to ATM Virtual G rcuits (VCs). LAN Emulation [17],
Classical IP [10] and, nore recently, NHRP [4] discuss mapping |IP
traffic onto ATM SVCs, but they only cover a single QoS class, i.e.
best effort traffic. Wien QS is introduced, VC mapping nust be
revisited. For RSVP controlled QS flows, one issue is VCs to use for
QS data fl ows.

In the Cassic |P over ATM and current NHRP nodel s, a single point-
to-point VCis used for all traffic between two ATM attached hosts
(routers and end-stations). It is likely that such a single VC will
not be adequate or optinal when supporting data flows with nultiple
.bp QS types. RSVP's basic purpose is to install support for flows
with multiple QS types, so it is essential for any RSVP over ATM
solution to address VC usage for QoS data flows, as shown in Figure
1

RSVP reservation styles nust also be taken into account in any VC
usage strategy.

This section describes issues and nethods for managenment of VCs
associ ated with QoS data flows. When establishing and maintai ni ng
VCs, the subnet sender will need to deal with several conplicating
factors including multiple QS reservations, requests for QS
changes, ATM short-cuts, and several mnulticast specific issues. The
mul ticast specific issues result fromthe nature of ATM connecti ons.
The key nulticast related i ssues are heterogeneity, data

di stribution, receiver transitions, and end-point identification

4.2.1 Reservation to VC Mappi ng

There are various approaches avail able for napping reservations on to
VCs. A distinguishing attribute of all approaches is how
reservations are conbined on to individual VCs. Wen napping
reservations on to VCs, individual VCs can be used to support a
single reservation, or reservation can be conbined with others on to
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"aggregate" VCs. In the first case, each reservation will be
supported by one or nore VCs. Milticast reservation requests nay
translate into the setup of multiple VCs as is described in nore
detail in section 4.2.2. Unicast reservation requests will always
translate into the setup of a single QS VC. In both cases, each VC
will only carry data associated with a single reservation. The
greatest benefit if this approach is ease of inplenentation, but it
comes at the cost of increased (VC) setup tinme and the consunption of
greater nunber of VC and associ ated resources.

When multiple reservations are conbined onto a single VC it is
referred to as the "aggregation" nodel. Wth this nodel, |arge VCs
could be set up between IP routers and hosts in an ATM network. These
VCs could be managed nuch like IP Integrated Service (I1S) point-to-
point links (e.g. T-1, DS-3) are nmanaged now. Traffic frommultiple
sources over multiple RSVP sessions nmight be multiplexed on the sane
VC. This approach has a nunber of advantages. First, there is
typically no signalling latency as VCs would be in existence when the
traffic started flowing, so no tine is wasted in setting up VCs.
Second, the heterogeneity problem (section 4.2.2) in full over ATM
has been reduced to a solved problem Finally, the dynam c QoS
probl em (section 4.2.7) for ATM has al so been reduced to a sol ved
probl em

The aggregati on nodel can be used with point-to-point and point-to-
mul tipoint VCs. The problemw th the aggregation nodel is that the
choi ce of what QoS to use for the VCs nay be difficult, wthout
know edge of the likely reservation types and sizes but is nade
easier since the VCs can be changed as needed.

4.2.2 Unicast Data VC Managenent

Uni cast data VC nanagenent is rmuch sinpler than nmulticast data VC
managenent but there are still sone simlar issues. |f one considers
uni cast to be a devol ved case of nulticast, then inplenenting the

mul ticast solutions will cover unicast. However, sone nmay want to
consi der unicast-only inplenentations. In these situations, the

choi ce of using a single flow per VC or aggregation of flows onto a
single VC remains but the problem of heterogeneity discussed in the
foll owi ng section is renoved.

4.2.3 Multicast Heterogeneity

As nentioned in section 2.1.3.1 and shown in figure 2, nulticast
het erogeneity occurs when receivers request different qualities of
service within a single session. This neans that the anount of
requested resources differs on a per next hop basis. A related type
of heterogeneity occurs due to best-effort receivers. |In any IP
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mul ticast group, it is possible that sonme receivers will request QS
(via RSVP) and some receivers will not. In shared medi a networks

i ke Ethernet, receivers that have not requested resources can
typically be given identical service to those that have w thout
complications. This is not the case with ATM |In ATM networ ks, any
addi ti onal end-points of a VC nust be explicitly added. There nay be
costs associated with adding the best-effort receiver, and there

m ght not be adequate resources. An RSVP over ATM solution will need
to support heterogeneous receivers even though ATM does not currently
provi de such support directly.

RSVP het erogeneity is supported over ATMin the way RSVP reservations
are napped into ATM VCs. There are four alternative approaches this
mappi ng. There are multiple nodels for supporting RSVP heterogeneity
over ATM  Section 4.2.3.1 exam nes the multiple VCs per RSVP
reservation (or full heterogeneity) nodel where a single reservation
can be forwarded onto several VCs each with a different QoS. Section
4.2.3.2 presents a limted heterogeneity nodel where exactly one QS
VC is used along with a best effort VC. Section 4.2.3.3 examnes the
VC per RSVP reservation (or honbgeneous) nodel, where each RSVP
reservation is mapped to a single ATMVC. Section 4.2.3.4 describes
t he aggregati on nodel allow ng aggregation of multiple RSVP
reservations into a single VC

4.2.3.1 Full Heterogeneity Mde

RSVP supports heterogeneous QoS, neaning that different receivers of
the sane nulticast group can request a different QS. But

i mportantly, sone receivers m ght have no reservation at all and want
to receive the traffic on a best effort service basis. The |IP nodel
all ows receivers to join a nulticast group at any tinme on a best
effort basis, and it is inportant that ATM as part of the Internet
continue to provide this service. W define the "full heterogeneity"
nmodel as providing a separate VC for each distinct QS for a
mul ti cast session including best effort and one or nore qualities of
servi ce.

Note that while full heterogeneity gives users exactly what they
request, it requires nore resources of the network than other
possi bl e approaches. The exact anount of bandw dth used for duplicate
traffic depends on the network topol ogy and group nenbership.

4.2.3.2 Linmted Heterogeneity Mde
We define the "limted heterogeneity" nodel as the case where the
receivers of a nulticast session are limted to use either best

effort service or a single alternate quality of service. The
alternate QoS can be chosen either by higher |evel protocols or by
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dynani ¢ renegoti ati on of QoS as described bel ow

In order to support linmited heterogeneity, each ATM edge device
participating in a session would need at npst two VCs. One VC woul d
be a point-to-nultipoint best effort service VC and woul d serve all
best effort service IP destinations for this RSVP session.

The other VC would be a point to nultipoint VC with QS and woul d
serve all I P destinations for this RSVP session that have an RSVP
reservati on established.

As with full heterogeneity, a disadvantage of the limted

het erogeneity schene is that each packet will need to be duplicated
at the network | ayer and one copy sent into each of the 2 VGCs.

Again, the exact anount of excess traffic will depend on the network
topol ogy and group nenbership. If any of the existing QS VC end-

poi nts cannot upgrade to the new oS, then the new reservation fails
t hough the resources exist for the new receiver

4.2.3.3 Honpbgeneous and Mbodi fied Honogeneous Mdel s

We define the "honmbgeneous" nodel as the case where all receivers of
a multicast session use a single quality of service VC. Best-effort
receivers also use the single RSVP triggered QS VC. The single VC
can be a point-to-point or point-to-nultipoint as appropriate. The
QS VC is sized to provide the maxi num resources requested by al
RSVP next- hops.

This nmodel matches the way the current RSVP specification addresses
het er ogeneous requests. The current processing rules and traffic
control interface describe a nodel where the |argest requested
reservation for a specific outgoing interface is used in resource
allocation, and traffic is transmtted at the higher rate to al
next - hops. This approach would be the sinplest nethod for RSVP over
ATM i npl enent at i ons.

While this approach is sinple to inplenment, providing better than
best-effort service may actually be the opposite of what the user
desires. There may be charges incurred or resources that are
wrongfully allocated. There are two specific problens. The first
problemis that a user naking a small or no reservation would share a
QS VC resources wi thout naking (and perhaps paying for) an RSVP
reservati on. The second problemis that a receiver may not receive
any data. This may occur when there is insufficient resources to add
a receiver. The rejected user would not be added to the single VC
and it would not even receive traffic on a best effort basis.
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Not sending data traffic to best-effort receivers because of another
receiver’'s RSVP request is clearly unacceptable. The previously
described linited heterogeneous nodel ensures that data is al ways
sent to both QoS and best-effort receivers, but it does so by
requiring replication of data at the sender in all cases. It is
possi ble to extend the honbgeneous nodel to both ensure that data is
al ways sent to best-effort receivers and also to avoid replication in
the normal case. This extension is to add special handling for the
case where a best- effort receiver cannot be added to the QS VC. In
this case, a best effort VC can be established to any receivers that
could not be added to the QS VC. Only in this special error case
woul d senders be required to replicate data. W define this approach
as the "nodi fi ed honbgeneous" nodel .

4.2.3.4 Aggregation

The | ast schene is the nmultiple RSVP reservations per VC (or
aggregation) nodel. Wth this nodel, large VCs could be set up
between I P routers and hosts in an ATM network. These VCs coul d be
managed nuch like IP Integrated Service (I1S) point-to-point |inks
(e.g. T-1, DS-3) are managed now. Traffic fromnultiple sources over
mul ti ple RSVP sessions night be rmultiplexed on the same VC. This
approach has a nunber of advantages. First, there is typically no
signalling latency as VCs would be in existence when the traffic
started flowing, so no tine is wasted in setting up VCs. Second,
the heterogeneity problemin full over ATM has been reduced to a

sol ved problem Finally, the dynam c QoS problemfor ATM has al so
been reduced to a solved problem This approach can be used with
poi nt-to-point and point-to-nultipoint VCs. The problemwth the
aggregation approach is that the choice of what QS to use for which
of the VCs is difficult, but is nade easier if the VCs can be changed
as needed.

4.2.4 Miulticast End-Point ldentification

| npl enent ati ons nust be able to identify ATM end-points participating
inan | P multicast group. The ATM end-points will be IP nulticast
recei vers and/or next-hops. Both QS and best-effort end-points nust
be identified. RSVP next-hop information will provide QS end-
points, but not best-effort end-points. Another issue is identifying
end-points of nulticast traffic handl ed by non- RSVP capabl e next -
hops. In this case a PATH nessage travels through a non- RSVP egress
router on the way to the next hop RSVP node. Wen the next hop RSVP
node sends a RESV nessage it may arrive at the source over a
different route than what the data is using. The source will get the
RESV nessage, but will not know which egress router needs the QoS.

For uni cast sessions, there is no problem since the ATM end- poi nt

will be the I P next-hop router. Unfortunately, nulticast routing nmay
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not be able to uniquely identify the IP next-hop router. So it is
possi ble that a multicast end-point can not be identified.

In the nmost common case, MARS will be used to identify all end-points
of a multicast group. 1In the router to router case, a multicast
routing protocol may provide all next-hops for a particular nulticast
group. |In either case, RSVP over ATM i npl enentati ons nust obtain a
full list of end-points, both QS and non-QS, using the appropriate
mechani sms. The full list can be conpared agai nst the RSVP

identified end-points to determine the Iist of best-effort receivers.
There is no straightforward solution to uniquely identifying end-
points of nulticast traffic handl ed by non-RSVP next hops. The
preferred solution is to use nulticast routing protocols that support
uni que end-point identification. |In cases where such routing
protocols are unavailable, all IP routers that will be used to
support RSVP over ATM shoul d support RSVP. To ensure proper

behavi or, inplenentations should, by default, only establish RSVP-
initiated VCs to RSVP capabl e end- poi nts.

4.2.5 Multicast Data Distribution

Two nodel s are planned for IP nulticast data distribution over ATM
In one nodel, senders establish point-to-rmultipoint VCs to all ATM
attached destinations, and data is then sent over these VCs. This
nodel is often called "nulticast nmesh" or "VC nesh" node
distribution. 1In the second nodel, senders send data over point-to-
point VCs to a central point and the central point relays the data
onto point-to-nultipoint VCs that have been established to al
receivers of the IP nulticast group. This nodel is often referred to
as "multicast server" node distribution. RSVP over ATM sol utions nust
ensure that IP nulticast data is distributed with appropriate QoS.

In the Cassical IP context, nulticast server support is provided via
MARS [5]. MARS does not currently provide a way to comuni cate QS
requirenents to a MARS nulticast server. Therefore, RSVP over ATM

i npl enent ati ons nust, by default, support "nesh-node" distribution
for RSVP controlled nulticast flows. Wen using nulticast servers
that do not support QoS requests, a sender nmust set the service, not
gl obal , break bit(s).

4.2.6 Receiver Transitions

When setting up a point-to-nultipoint VCs for nulticast RSVP
sessions, there will be a time when sone receivers have been added to
a Q@S VC and sone have not. During such transition tines it is
possible to start sending data on the newWy established VC. The
issue is when to start send data on the new VC. |If data is sent both
on the new VC and the old VC, then data will be delivered with proper
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QS to sone receivers and with the old QS to all receivers. This
means the QoS receivers can get duplicate data. |If data is sent just
on the new Q@S VC, the receivers that have not yet been added will

|l ose information. So, the issue comes down to whether to send to
both the old and new VCs, or to send to just one of the VCs. 1In one
case duplicate information will be received, in the other sone

i nformati on may not be received.

This issue needs to be considered for three cases:

- When establishing the first QS VC
- Wien establishing a VC to support a QS change
- When addi ng a new end-point to an already established QS VC

The first two cases are very sinmilar. It both, it is possible to
send data on the partially conpleted new VC, and the issue of
duplicate versus lost information is the sane. The | ast case is when
an end-point nust be added to an existing QS VC. In this case the
end- poi nt nust be both added to the QS VC and dropped from a best-
effort VC. The issue is which to do first. |If the add is first
requested, then the end-point may get duplicate information. |If the
drop is requested first, then the end-point may | oose information

In order to ensure predictable behavior and delivery of data to all
receivers, data can only be sent on a new VCs once all parties have
been added. This will ensure that all data is only delivered once to
all receivers. This approach does not quite apply for the Il ast case.
In the last case, the add operation should be conpleted first, then
the drop operation. This nmeans that receivers nust be prepared to
recei ve sone duplicate packets at tines of QoS setup

4.2.7 Dynanmic QS

RSVP provi des dynam c quality of service (QS) in that the resources
that are requested may change at any tinme. There are several commobn
reasons for a change of reservation QoS.

1. An existing receiver can request a new larger (or snaller) QoS

2. A sender may change its traffic specification (TSpec), which can
trigger a change in the reservation requests of the receivers.

3. A new sender can start sending to a nmulticast group with a | arger
traffic specification than existing senders, triggering |arger
reservations.

4. A new receiver can nmake a reservation that is larger than existing
reservations.
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If the linmted heterogeneity nodel is being used and the nerge node
for the larger reservation is an ATM edge device, a new | arger
reservati on nust be set up across the ATM network. Since ATM service,
as currently defined in UNl 3.x and UNI 4.0, does not all ow

renegoti ating the QS of a VC, dynamically changing the reservation
means creating a new VC with the new QS, and tearing down an
established VC. Tearing down a VC and setting up a new VC in ATM are
conpl ex operations that involve a non-trivial anmount of processing
time, and may have a substantial |latency. There are several options
for dealing with this msmatch in service. A specific approach wll
need to be a part of any RSVP over ATM sol ution

The default nethod for supporting changes in RSVP reservations is to
attenpt to replace an existing VC with a new appropriately sized VC
During setup of the replacenment VC, the old VC nust be left in place
unnodi fied. The old VCis left unnodified to minimze interruption of
QoS data delivery. Once the replacenent VC is established, data
transmssion is shifted to the new VC, and the old VCis then closed
If setup of the replacenent VC fails, then the old QS VC should
continue to be used. Wien the new reservation is greater than the old
reservation, the reservation request should be answered with an
error. Wen the new reservation is less than the old reservation
the request should be treated as if the nodification was successful
While leaving the larger allocation in place is suboptimal, it
maxi m zes delivery of service to the user. |nplenentations should
retry replacing the too large VC after sone appropriate el apsed tine.

One additional issue is that only one QoS change can be processed at
one tine per reservation. If the (RSVP) requested QoS is changed
while the first replacenent VCis still being setup, then the

repl acenent VC is rel eased and the whol e VC repl acenent process is
restarted. To linmt the nunber of changes and to avoid excessive
signalling load, inplenentations may linmit the nunber of changes that
will be processed in a given period. One inplenentation approach
woul d have each ATM edge device configured with a tine paraneter T
(whi ch can change over tine) that gives the m ni nrum anount of tine
the edge device will wait between successive changes of the QS of a
particular VC. Thus if the QS of a VCis changed at tine t, al
nmessages that woul d change the QoS of that VC that arrive before tine
t+T woul d be queued. |If several nessages changing the QS of a VC
arrive during the interval, redundant nessages can be di scarded. At
tinme t+T, the remaining change(s) of QS, if any, can be executed.
This tinmer approach would apply nore generally to any network
structure, and night be worthwhile to incorporate into RSVP
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The sequence of events for a single VC would be

- Wit if timer is active

- Establish VC with new QoS

- Remap data traffic to new VC
- Tear down old VC

- Activate tiner

There is an interesting interacti on between heterogeneous
reservations and dynamc QS. In the case where a RESV nessage is
recei ved froma new next-hop and the requested resources are |arger
than any existing reservation, both dynanic QS and heterogeneity
need to be addressed. A key issue is whether to first add the new
next-hop or to change to the new Q0S. This is a fairly straight
forward special case. Since the older, smaller reservation does not
support the new next-hop, the dynam c QoS process should be initiated
first. Since the new QS is only needed by the new next-hop, it
should be the first end-point of the new VC. This way signalling is
m ni m zed when the setup to the new next-hop fails.

4.2.8 Short-Cuts

Short-cuts [4] allow ATM attached routers and hosts to directly
establ i sh point-to-point VCs across LIS boundaries, i.e., the VC
end-points are on different | P subnets. The ability for short-cuts
and RSVP to interoperate has been rai sed as a general question. An
area of concern is the ability to handle asymetric short-cuts.
Specifically how RSVP can handl e the case where a downstream short -
cut may not have a matching upstream short-cut. 1In this case, PATH
and RESV nessages follow ng different paths.

Exani nati on of RSVP shows that the protocol already includes
nmechani snms that will support short-cuts. The mechanismis the sane
one used to support RESV nessages arriving at the wong router and
the wong interface. The key aspect of this nechanismis RSVP only
processi ng nessages that arrive at the proper interface and RSVP
forwardi ng of nessages that arrive on the wong interface. The
proper interface is indicated in the NHOP object of the message. So,
exi sting RSVP nechanisns will support asymmetric short-cuts. The
short-cut nmodel of VC establishment still poses several issues when
running with RSVP. The nmajor issues are dealing with established
best-effort short-cuts, when to establish short-cuts, and QS only
short-cuts. These issues will need to be addressed by RSVP

i mpl emrent ati ons.

The key issue to be addressed by any RSVP over ATM solution is when

to establish a short-cut for a QoS data flow. The default behavior is
to sinply follow best-effort traffic. Wien a short-cut has been
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established for best-effort traffic to a destination or next-hop

t hat same end-point should be used when setting up RSVP triggered VCs
for QoS traffic to the sane destination or next-hop. This will happen
natural |y when PATH nessages are forwarded over the best-effort
short-cut. Note that in this approach when best-effort short-cuts
are never established, RSVP triggered QS short-cuts will also never
be established. Mre study is expected in this area.

4.2.9 VC Teardown

RSVP can identify fromeither explicit nessages or tinmeouts when a
data VC is no |longer needed. Therefore, data VCs set up to support
RSVP controlled flows should only be rel eased at the direction of
RSVP. VCs nust not be tinmed out due to inactivity by either the VC
initiator or the VC receiver. This conflicts with VCs timng out as
described in RFC 1755 [11], section 3.4 on VC Teardown. RFC 1755
recomends tearing down a VC that is inactive for a certain | ength of
tinme. Twenty minutes is recommended. This tinmeout is typically

i mpl enented at both the VC initiator and the VC receiver. Al t hough
section 3.1 of the update to RFC 1755 [11] states that inactivity
timers nust not be used at the VC receiver

When this timeout occurs for an RSVP initiated VC, a valid VC with
Q@S will be torn down unexpectedly. While this behavior is
acceptable for best-effort traffic, it is inportant that RSVP
controlled VCs not be torn down. |f there is no choice about the VC
being torn down, the RSVP daenon nust be notified, so a reservation
failure nessage can be sent.

For VCs initiated at the request of RSVP, the configurable inactivity
tinmer nentioned in [11] nust be set to "infinite". Setting the
inactivity timer value at the VC initiator should not be problenmatic
since the proper value can be relayed internally at the originator
Setting the inactivity tiner at the VC receiver is nore difficult,
and woul d require some mechanismto signal that an incom ng VC was
RSVP initiated. To avoid this conplexity and to conformto [11]

i mpl enent ati ons nust not use an inactivity tinmer to clear received
connecti ons.

4.3 RSVP Control Managenent

One last inportant issue is providing a data path for the RSVP
messages thenselves. There are two nain types of nmessages in RSVP
PATH and RESV. PATH nessages are sent to unicast or nulticast
addresses, while RESV nessages are sent only to uni cast addresses.
O her RSVP nessages are handled simlar to either PATH or RESV,

al t hough this m ght be nore conplicated for RERR nmessages. So ATM
VCs used for RSVP signalling nessages need to provide both unicast
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and nulticast functionality. There are several different approaches
for how to assign VCs to use for RSVP signalling nessages.

The mai n approaches are:

- use same VC as data

- single VC per session

- single point-to-nultipoint VC nmultiplexed anong sessions
- nultiple point-to-point VCs nultiplexed anong sessions

There are several different issues that affect the choice of howto
assign VCs for RSVP signalling. One issue is the nunber of additiona
VCs needed for RSVP signalling. Related to this issue is the degree
of multiplexing on the RSVP VCs. |In general nore multiplexing neans
fewer VCs. An additional issue is the latency in dynanmically setting
up new RSVP signalling VCs. A final issue is conmplexity of

i npl ement ati on. The remai nder of this section discusses the issues
and tradeoffs anong these different approaches and suggests

gui del i nes for when to use which alternative

4.3.1 Mxed data and control traffic

In this scheme RSVP signalling nessages are sent on the sanme VCs as
is the data traffic. The main advantage of this schene is that no
additi onal VCs are needed beyond what is needed for the data traffic.
An additional advantage is that there is no ATMsignalling | atency
for PATH nessages (which follow the same routing as the data
messages). However there can be a major problemwhen data traffic on
a VC is nonconforming. Wth nonconformng traffic, RSVP signalling
messages may be dropped. While RSVP is resilient to a noderate |eve
of dropped nessages, excessive drops would |ead to repeated tearing
down and re-establishing of QoS VCs, a very undesirabl e behavior for
ATM Due to these problens, this may not be a good choice for

provi ding RSVP signalling nmessages, even though the nunber of VCs
needed for this schene is mnimzed. One variation of this schenme is
to use the best effort data path for signalling traffic. In this
schene, there is no issue with nonconformng traffic, but there is an
i ssue with congestion in the ATM network. RSVP provides sone
resiliency to message | oss due to congestion, but RSVP contro
nmessages should be offered a preferred class of service. Arelated
variation of this scheme that is hopeful but requires further study
is to have a packet scheduling algorithm (before entering the ATM
network) that gives priority to the RSVP signalling traffic. This can
be difficult to do at the IP I|ayer

Craw ey, et. al. I nf or mat i onal [ Page 23]



RFC 2382 Integrated Services and RSVP over ATM August 1998

4.3.1.1 Single RSVP VC per RSVP Reservation

In this schene, there is a parallel RSVP signalling VC for each RSVP
reservation. This schenme results in tw ce the nunber of VCs, but
means that RSVP signalling nessages have the advantage of a separate
VC. This separate VC neans that RSVP signalling nessages have their
own traffic contract and conpliant signalling nessages are not

subj ect to dropping due to other nonconpliant traffic (such as can
happen with the schene in section 4.3.1). The advantage of this
schene is its sinplicity - whenever a data VC is created, a separate
RSVP signalling VCis created. The disadvantage of the extra VCis
that extra ATM signalling needs to be done. Additionally, this schene
requires twi ce the mni numnunber of VCs and al so additional |atency,
but is quite sinple.

4.3.1.2 Multiplexed point-to-nultipoint RSVP VCs

In this schene, there is a single point-to-nultipoint RSVP signalling
VC for each unique ingress router and unique set of egress routers.
This schene allows mnultiplexing of RSVP signalling traffic that
shares the sanme ingress router and the sanme egress routers. This can
save on the nunber of VCs, by nultiplexing, but there are problens
when the destinations of the nultiplexed point-to-nultipoint VCs are
changing. Several alternatives exist in these cases, that have
applicability in different situations. First, when the egress routers
change, the ingress router can check if it already has a point-to-

mul tipoint RSVP signalling VC for the new list of egress routers. |f
the RSVP signalling VC al ready exists, then the RSVP signalling
traffic can be switched to this existing VC. If no such VC exists,
one approach would be to create a new VC with the new |list of egress
routers. O her approaches include nodifying the existing VC to add an
egress router or using a separate new VC for the new egress routers.
When a destination drops out of a group, an alternative would be to
keep sending to the existing VC even though sone traffic is wasted.
The nunber of VCs used in this schenme is a function of traffic
patterns across the ATM network, but is always |ess than the nunber
used with the Single RSVP VC per data VC. In addition, existing best
effort data VCs could be used for RSVP signalling. Reusing best
effort VCs saves on the nunber of VCs at the cost of higher
probability of RSVP signalling packet |oss. One possible place where
this scheme will work well is in the core of the network where there
is the nost opportunity to take advantage of the savings due to

mul ti pl exi ng. The exact savings depend on the patterns of traffic
and t he topol ogy of the ATM networKk.
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4.3.1.3 Multiplexed point-to-point RSVP VCs

In this schenme, nultiple point-to-point RSVP signalling VCs are used
for a single point-to-nmultipoint data VC. This schene all ows

mul ti pl exing of RSVP signalling traffic but requires the sane traffic
to be sent on each of several VCs. This schene is quite flexible and
all ows a | arge anmount of nultipl exing.

Si nce point-to-point VCs can set up a reverse channel at the sane
time as setting up the forward channel, this schenme coul d save
substantially on signalling cost. In addition, signalling traffic
could share existing best effort VCs. Sharing existing best effort
VCs reduces the total nunber of VCs needed, but night cause
signalling traffic drops if there is congestion in the ATM networKk.
Thi s point-to-point scheme would work well in the core of the network
where there is much opportunity for multiplexing. Also in the core of
the network, RSVP VCs can stay permanently established either as
Permanent Virtual G rcuits (PVCs) or as long lived Switched Virtua
Circuits (SVCs). The nunber of VCs in this schene will depend on
traffic patterns, but in the core of a network woul d be approxi mately
n(n-1)/2 where n is the nunmber of IP nodes in the network. 1In the
core of the network, this will typically be small conpared to the
total nunmber of VCs.

4.3.2 QoS for RSVP VCs

There is an issue of what QS, if any, to assign to the RSVP
signalling VCs. For other RSVP VC schenes, a QoS (possibly best
effort) will be needed. What QoS to use partially depends on the
expected |l evel of nultiplexing that is being done on the VCs, and the
expected reliability of best effort VCs. Since RSVP signalling is

i nffrequent (typically every 30 seconds), only a relatively small QoS
shoul d be needed. This is inportant since using a |arger QoS risks
the VC setup being rejected for lack of resources. Falling back to
best effort when a Q@S call is rejected is possible, but if the ATM

net is congested, there will likely be problens with RSVP packet |oss
on the best effort VC al so. Additional experinentation is needed in
this area.

5. Encapsul ation

Since RSVP is a signalling protocol used to control flows of IP data
packets, encapsul ation for both RSVP packets and associated | P data
packets nust be defined. The methods for transmitting | P packets over
ATM (d assical | P over ATM 10], LANE 17], and MPQA[ 18]) are all based
on the encapsul ations defined in RFC1483 [19]. RFC1483 specifies two
encapsul ati ons, LLC Encapsul ation and VC- based mul tipl exing. The
former allows nultiple protocols to be encapsul ated over the sane VC
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and the latter requires different VCs for different protocols.

For the purposes of RSVP over ATM any encapsul ati on can be used as
Il ong as the VCs are nanaged in accordance to the nethods outlined in
Section 4. (bviously, running multiple protocol data streans over
the sane VC with LLC encapsul ation can cause the sane probl ens as
running multiple flows over the sanme VC

Whi |l e none of the transm ssion nmethods directly address the issue of
QS, RFC1755 [11] does suggest sone conmon val ues for VC setup for
best-effort traffic. [14] discusses the relationship of the RFCL755
setup paranmeters and those needed to support IntServ flows in greater
detail.

6. Security Considerations

The sane considerations stated in [1] and [11] apply to this
docunent. There are no additional security issues raised in this
docunent .
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Copyright (C) The Internet Society (1998). Al Rights Reserved.

Thi s docunent and translations of it nmay be copied and furnished to
others, and derivative works that comment on or otherwi se explain it
or assist in its inplenentation may be prepared, copied, published
and distributed, in whole or in part, w thout restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng Internet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into | anguages other than
Engl i sh.

The linited perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LIM TED TO ANY WARRANTY THAT THE USE OF THE | NFORMATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE.
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