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Abst r act

Thi s docunent defines an architecture for inplenmenting scal able
service differentiation in the Internet. This architecture achieves
scalability by aggregating traffic classification state which is
conveyed by neans of |P-layer packet marking using the DS field

[ DSFI ELD]. Packets are classified and nmarked to receive a particul ar
per-hop forwardi ng behavi or on nodes along their path. Sophisticated
classification, marking, policing, and shaping operations need only
be i npl emented at network boundaries or hosts. Network resources are
all ocated to traffic streans by service provisioning policies which
govern how traffic is nmarked and conditioned upon entry to a
differentiated services-capable network, and how that traffic is
forwarded within that network. A wide variety of services can be

i mpl enented on top of these buil ding bl ocks.
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I nt roducti on

1.1 Overview

Thi s docunent defines an architecture for inplenmenting scal able
service differentiation in the Internet. A "Service" defines sone

significant characteristics of packet transmission in one direction

across a set of one or nore paths within a network. These
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characteristics may be specified in quantitative or statistical terns
of throughput, delay, jitter, and/or |oss, or may otherw se be
specified in terms of sonme relative priority of access to network
resources. Service differentiation is desired to acconmnodate

het er ogeneous application requirenents and user expectations, and to
pernmt differentiated pricing of Internet service.

This architecture is conposed of a nunber of functional elenments

i mpl emented in network nodes, including a snmall set of per-hop
forwardi ng behavi ors, packet classification functions, and traffic
condi tioning functions including netering, nmarking, shaping, and
policing. This architecture achieves scalability by inplenmenting
conpl ex classification and conditioning functions only at network
boundary nodes, and by appl ying per-hop behaviors to aggregates of
traffic which have been appropriately marked using the DS field in
the 1Pv4 or 1 Pv6 headers [DSFI ELD]. Per-hop behaviors are defined to
permt a reasonably granul ar means of allocating buffer and bandwi dth
resources at each node anong conpeting traffic streans. Per-
application flow or per-custoner forwardi ng state need not be

mai ntai ned within the core of the network. A distinction is

mai nt ai ned bet ween:

o the service provided to a traffic aggregate,

o the conditioning functions and per-hop behaviors used to realize
services

o the DS field value (DS codepoint) used to mark packets to select a
per - hop behavi or, and

o the particular node inplenentation nechani sns which realize a
per - hop behavi or.

Service provisioning and traffic conditioning policies are
sufficiently decoupled fromthe forwardi ng behaviors within the
network interior to pernt inplenentation of a wide variety of
service behaviors, with roomfor future expansion.

This architecture only provides service differentiation in one
direction of traffic flow and is therefore asymetric. Devel opnent
of a conplenmentary symmetric architecture is a topic of current
research but is outside the scope of this docunent; see for exanple
[ EXPLICIT] .

Sect. 1.2 is a glossary of terns used within this docunment. Sec. 1.3
lists requirements addressed by this architecture, and Sec. 1.4
provides a brief conparison to other approaches for service
differentiation. Sec. 2 discusses the conponents of the architecture
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in detail. Sec. 3 proposes guidelines for per-hop behavior
specifications. Sec. 4 discusses interoperability issues with nodes

and networ ks whi ch do not

i mpl erent differentiated services as

defined in this docunent and in [DSFIELD]. Sec. 5 discusses issues
with nulticast service delivery. Sec. 6 addresses security and

tunnel consi derations.

1.2 Term nol ogy

This section gives a general conceptual overview of the terns used in
this docunment. Sonme of these ternms are nore precisely defined in
| ater sections of this docunent.

Behavi or Aggregate (BA)

BA cl assifier

Boundary |ink

Classifier

DS behavi or aggregate

DS boundary node

DS- capabl e

DS codepoi nt

DS- conpl i ant

Bl ake, et. al.

a DS behavi or aggregate.

a classifier that selects packets based
only on the contents of the DS field.

a link connecting the edge nodes of two
domai ns.

an entity which sel ects packets based on
the content of packet headers according to
defined rules.

a collection of packets with the sane DS
codepoint crossing a link in a particular
direction.

a DS node that connects one DS domain to a
node either in another DS donain or in a
domain that is not DS-capable.

capabl e of inplenmenting differentiated
services as described in this architecture;
usual ly used in reference to a donmain

consi sting of DS-conpliant nodes.

a specific value of the DSCP portion of the
DS field, used to select a PHB.

enabl ed to support differentiated services
functions and behaviors as defined in

[ DSFI ELD], this docunent, and ot her
differentiated services docunents; usually
used in reference to a node or device.
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DS donmi n

Downstream DS domai n

egress node

i ngress node

interior node

field

node

regio

Dr opper

Dr oppi ng

Legacy node

n

Mar ker

Mar ki ng

Mechani sm
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a DS-capabl e domai n; a contiguous set of
nodes whi ch operate with a common set of
service provisioning policies and PHB
definitions.

a DS boundary node in its role in handling
traffic as it | eaves a DS donmi n.

a DS boundary node in its role in handling
traffic as it enters a DS donsnin.

a DS node that is not a DS boundary node.

the | Pv4 header TCS octet or the | Pv6
Traffic Cass octet when interpreted in
conformance with the definition given in
[DSFIELD]. The bits of the DSCP field
encode the DS codepoint, while the
remaining bits are currently unused.

a DS-conpliant node.

a set of contiguous DS domai ns which can
offer differentiated services over paths
across those DS donui ns.

the DS domain downstream of traffic flow on
a boundary link.

a device that perforns dropping.

t he process of discarding packets based on
specified rules; policing.

a node which inplements | Pv4 Precedence as
defined in [ RFC791, RFC1812] but which is
ot herwi se not DS-conpliant.

a device that perfornms marking.

the process of setting the DS codepoint in
a packet based on defined rules; pre-
mar ki ng, re-marking.

a specific algorithmor operation (e.g.
queuei ng discipline) that is inplenmented in
a node to realize a set of one or nore per-
hop behavi ors.

I nf or mat i onal [ Page 5]



RFC 2475 Architecture for Differentiated Services Decenber 1998

Met er a device that perforns netering.

Met eri ng the process of neasuring the tenporal
properties (e.g., rate) of a traffic stream
selected by a classifier. The
i nstant aneous state of this process nay be
used to affect the operation of a marker,
shaper, or dropper, and/or may be used for
accounting and neasurenent purposes.

M crof | ow a single instance of an application-to-
application flow of packets which is
identified by source address, source port,
destinati on address, destination port and
protocol id.

M- Cl assifier a multi-field (M) classifier which selects
packets based on the content of sone
arbitrary nunber of header fields;
typically some conbination of source
address, destination address, DS field,
protocol ID, source port and destination
port.

Per - Hop- Behavi or ( PHB) the externally observabl e forwarding
behavi or applied at a DS-conpliant node to
a DS behavi or aggregate.

PHB group a set of one or nore PHBs that can only be
meani ngful |y specified and i npl enent ed
si mul t aneously, due to a common constraint
applying to all PHBs in the set such as a
gueue servicing or queue managenent policy.
A PHB group provides a service building
bl ock that allows a set of related
forwardi ng behaviors to be specified
together (e.g., four dropping priorities).
A single PHB is a special case of a PHB
group.

Pol i ci ng the process of discarding packets (by a
dropper) within a traffic streamin
accordance with the state of a
correspondi ng neter enforcing a traffic
profile.

Pr e- mar k to set the DS codepoint of a packet prior
to entry into a downstream DS donai n.
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Provi der DS donmi n

Re- mar k

Servi ce

Servi ce Level
(SLA)

Agr eenent

Servi ce Provisioning
Pol i cy

Shaper

Shapi ng

Source donain

Traffic conditioner
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t he DS-capabl e provider of services to a
source donain

to change the DS codepoi nt of a packet,
usual ly performed by a marker in accordance
with a TCA

the overall treatnent of a defined subset
of a custoner’s traffic within a DS donai n
or end-to-end.

a service contract between a custoner and a
service provider that specifies the
forwardi ng service a custoner should
receive. A custormer may be a user

organi zati on (source dommin) or another DS
domai n (upstream domain). A SLA may
include traffic conditioning rules which
constitute a TCAin whole or in part.

a policy which defines howtraffic
conditioners are configured on DS boundary
nodes and how traffic streans are mapped to
DS behavi or aggregates to achieve a range
of services.

a device that perfornms shaping.

the process of del aying packets within a
traffic streamto cause it to conformto
sonme defined traffic profile.

a donmai n whi ch contains the node(s)
originating the traffic receiving a
particul ar service

an entity which perforns traffic

condi tioning functions and which nay
contain nmeters, markers, droppers, and
shapers. Traffic conditioners are typically
depl oyed in DS boundary nodes only. A
traffic conditioner may re-mark a traffic
stream or may discard or shape packets to
alter the tenporal characteristics of the
streamand bring it into conpliance with a
traffic profile.
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Traffic conditioning control functions perfornmed to enforce
rules specified in a TCA including
nmet eri ng, marking, shaping, and policing.

Traffic Conditioning an agreenent specifying classifier rules

Agreenent (TCA) and any corresponding traffic profiles and
nmet eri ng, narking, discarding and/or
shaping rules which are to apply to the
traffic streams selected by the classifier
A TCA enconpasses all of the traffic
conditioning rules explicitly specified
within a SLA along with all of the rules
implicit fromthe rel evant service
requi renents and/or froma DS domain’s
servi ce provisioning policy.

Traffic profile a description of the tenmporal properties
of a traffic streamsuch as rate and burst
si ze.

Traffic stream an administratively significant set of one

or nore mcroflows which traverse a path
segment. A traffic stream may consi st of
the set of active mcroflow which are
sel ected by a particular classifier.

Upstream DS domai n the DS donmain upstreamof traffic flowon a
boundary 1i nk.

1.3 Requirenents

The history of the Internet has been one of continuous growth in the
nunber of hosts, the nunber and variety of applications, and the
capacity of the network infrastructure, and this growmh is expected
to continue for the foreseeable future. A scalable architecture for
service differentiation nust be able to acconmodate this continued
gr owt h.

The followi ng requirenents were identified and are addressed in this
architecture

0 should accompdate a wide variety of services and provisioning
policies, extending end-to-end or within a particular (set of)
net wor k(s),

o should all ow decoupling of the service fromthe particul ar
application in use,
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0 should work with existing applications w thout the need for
application programm ng interface changes or host software
nodi fi cations (assuming suitable deploynment of classifiers,
mar kers, and other traffic conditioning functions),

o0 shoul d decouple traffic conditioning and service provisioning
functions fromforwardi ng behaviors inplenmented within the core
net wor k nodes,

0o should not depend on hop-by-hop application signaling,

o should require only a snall set of forwardi ng behavi ors whose
i mpl enent ati on conplexity does not domi nate the cost of a network
device, and which will not introduce bottl enecks for future high-
speed system inpl ementati ons,

o should avoid per-mcroflow or per-customer state within core
net wor k nodes,

o should utilize only aggregated classification state within the
networ k core,

o should permt sinple packet classification inplenentations in core
net wor k nodes (BA classifier),

o should pernmit reasonable interoperability wth non-DS-conpliant
net wor k nodes,

0 should acconmodate increnental depl oynment.
1.4 Conparisons with O her Approaches

The differentiated services architecture specified in this docunent
can be contrasted with other existing nodels of service
differentiation. W classify these alternative nodels into the
followi ng categories: relative priority nmarking, service nmarking,

| abel switching, Integrated Services/RSVP, and static per-hop

cl assification.

Exanpl es of the relative priority marking nodel include |IPv4
Precedence marking as defined in [RFC791], 802.5 Token Ring priority
[TR], and the default interpretation of 802.1p traffic classes
[802.1p]. In this nodel the application, host, or proxy node selects
arelative priority or "precedence" for a packet (e.g., delay or

di scard priority), and the network nodes along the transit path apply
the appropriate priority forwarding behavior corresponding to the
priority value within the packet’s header. Qur architecture can be
considered as a refinenent to this nodel, since we nore clearly
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specify the role and inportance of boundary nodes and traffic
conditioners, and since our per-hop behavior nodel permts nore
general forwardi ng behaviors than relative delay or discard priority.

An exanpl e of a service marking nodel is |Pv4 TOS as defined in

[RFC1349]. In this exanple each packet is marked with a request for
a "type of service", which may include "mnimze delay", "maximnze
t hroughput”, "naximze reliability", or "minimze cost". Network

nodes may sel ect routing paths or forwarding behavi ors which are
suitably engineered to satisfy the service request. This nodel is
subtly different fromour architecture. Note that we do not describe
the use of the DS field as an input to route selection. The TGS
mar ki ngs defined in [ RFC1349] are very generic and do not span the
range of possible service semantics. Furthernore, the service
request is associated with each individual packet, whereas sone
service semantics may depend on the aggregate forwardi ng behavi or of
a sequence of packets. The service marking nodel does not easily
acconmodate growth in the nunber and range of future services (since
t he codepoint space is snmall) and involves configuration of the
"TOS- >f orwar di ng behavi or" association in each core network node

St andar di zi ng service markings inplies standardizing service

of ferings, which is outside the scope of the IETF. Note that
provisions are nade in the allocation of the DS codepoi nt space to
all ow for locally significant codepoints which nay be used by a
provi der to support service marking semantics [ DSFIELD].

Exanpl es of the label switching (or virtual circuit) nodel include
Franme Relay, ATM and MPLS [ FRELAY, ATM. In this nodel path
forwarding state and traffic managenent or QoS state is established
for traffic streans on each hop along a network path. Traffic
aggregates of varying granularity are associated with a | abel
switched path at an ingress node, and packets/cells wthin each | abe
switched path are nmarked with a forwarding label that is used to

| ookup the next-hop node, the per-hop forwardi ng behavior, and the
repl acenent | abel at each hop. This nodel permts finer granularity
resource allocation to traffic streams, since |abel values are not
globally significant but are only significant on a single link
therefore resources can be reserved for the aggregate of packets/
cells received on a link with a particular |abel, and the |abel

swi tching semantics govern the next-hop selection, allowing a traffic
streamto follow a specially engineered path through the network.
This inproved granularity cones at the cost of additional nanagenent
and configuration requirenents to establish and naintain the | abel
switched paths. |In addition, the anbunt of forwarding state

mai nt ai ned at each node scales in proportion to the nunber of edge
nodes of the network in the best case (assum ng multi point-to-point

Bl ake, et. al. I nf or mat i onal [ Page 10]



RFC 2475 Architecture for Differentiated Services Decenber 1998

| abel switched paths), and it scales in proportion with the square of
t he nunber of edge nodes in the worst case, when edge-edge | abe
switched paths with provisioned resources are enpl oyed.

The Integrated Services/RSVP nodel relies upon traditional datagram
forwarding in the default case, but all ows sources and receivers to
exchange signaling nessages which establish additional packet
classification and forwarding state on each node along the path

bet ween them [ RFC1633, RSVP]. |In the absence of state aggregation
the amount of state on each node scales in proportion to the nunber
of concurrent reservations, which can be potentially |arge on high-
speed links. This nodel also requires application support for the
RSVP signaling protocol. Differentiated services nmechani sns can be
utilized to aggregate Integrated Services/RSVP state in the core of
the network [Bernet].

A variant of the Integrated Services/RSVP nodel elimnates the

requi renent for hop-by-hop signaling by utilizing only "static"
classification and forwardi ng policies which are inplenmented in each
node along a network path. These policies are updated on

adm nistrative tinescales and not in response to the instantaneous

m x of mcroflow active in the network. The state requirenents for
this variant are potentially worse than those encountered when RSVP
is used, especially in backbone nodes, since the nunber of static
policies that might be applicable at a node over time may be |arger
than the nunber of active sender-receiver sessions that mnight have
installed reservation state on a node. Although the support of |arge
nunbers of classifier rules and forwarding policies may be

conmput ationally feasible, the nanagenment burden associated wth
installing and nai ntaining these rules on each node w thin a backbone
networ k which might be traversed by a traffic streamis substanti al

Al t hough we contrast our architecture with these alternative nodels
of service differentiation, it should be noted that |inks and nodes
enpl oyi ng these techniques may be utilized to extend differentiated
servi ces behaviors and senantics across a |layer-2 swtched
infrastructure (e.g., 802.1p LANs, Frane Rel ay/ ATM backbones)

i nterconnecting DS nodes, and in the case of MPLS may be used as an
alternative intra-domain inplenentation technology. The constraints
i nposed by the use of a specific link-layer technology in particular
regions of a DS domain (or in a network providing access to DS
domains) may inply the differentiation of traffic on a coarser grain
basis. Depending on the mapping of PHBs to different |ink-Ilayer
services and the way in which packets are schedul ed over a restricted
set of priority classes (or virtual circuits of different category
and capacity), all or a subset of the PHBs in use rmay be supportable
(or may be indistinguishable).
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2.

Differentiated Services Architectural Mde

The differentiated services architecture is based on a sinple node
where traffic entering a network is classified and possibly
conditioned at the boundaries of the network, and assigned to

di fferent behavi or aggregates. Each behavi or aggregate is identified
by a single DS codepoint. Wthin the core of the network, packets
are forwarded according to the per-hop behavi or associated with the
DS codepoint. In this section, we discuss the key conponents w thin
a differentiated services region, traffic classification and

condi tioning functions, and how differentiated services are achi eved
t hrough the conbination of traffic conditioning and PHB-based

f orwar di ng.

2.1 Differentiated Services Donai n

A DS domain is a contiguous set of DS nodes which operate with a
conmon service provisioning policy and set of PHB groups inplenented
on each node. A DS donain has a well -defined boundary consisting of
DS boundary nodes which classify and possibly condition ingress
traffic to ensure that packets which transit the domain are
appropriately marked to select a PHB from one of the PHB groups
supported within the domain. Nodes within the DS domain sel ect the
forwardi ng behavi or for packets based on their DS codepoi nt, napping
that value to one of the supported PHBs using either the reconmended
codepoi nt - >PHB mappi ng or a locally custom zed mappi ng [ DSFI ELD) .

I ncl usi on of non-DS-conpliant nodes within a DS domain may result in
unpr edi ct abl e performance and may i npede the ability to satisfy
service |level agreenments (SLAs).

A DS donmin nornally consists of one or nore networks under the sane
admini stration; for exanple, an organization' s intranet or an |SP
The adninistration of the domain is responsible for ensuring that
adequat e resources are provi sioned and/or reserved to support the
SLAs of fered by the domain.

2.1.1 DS Boundary Nodes and Interior Nodes

A DS domai n consi sts of DS boundary nodes and DS interior nodes. DS
boundary nodes interconnect the DS domain to other DS or non-DS-
capabl e domains, whilst DS interior nodes only connect to other DS
interior or boundary nodes within the same DS domain.

Bot h DS boundary nodes and interior nodes nmust be able to apply the
appropriate PHB to packets based on the DS codepoi nt; otherw se
unpredi ct abl e behavior may result. In addition, DS boundary nodes
may be required to performtraffic conditioning functions as defined
by a traffic conditioning agreenent (TCA) between their DS donmin and
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t he peering donain which they connect to (see Sec. 2.3.3).

Interior nodes may be able to performlimted traffic conditioning
functions such as DS codepoint re-marking. Interior nodes which

i npl ement nore conplex classification and traffic conditioning
functions are anal ogous to DS boundary nodes (see Sec. 2.3.4.4).

A host in a network containing a DS domain nay act as a DS boundary
node for traffic fromapplications running on that host; we therefore
say that the host is within the DS domain. |f a host does not act as
a boundary node, then the DS node topologically closest to that host
acts as the DS boundary node for that host's traffic.

2.1.2 DS Ingress Node and Egress Node

DS boundary nodes act both as a DS ingress node and as a DS egress
node for different directions of traffic. Traffic enters a DS domain
at a DS ingress node and | eaves a DS donamin at a DS egress node. A
DS i ngress node is responsible for ensuring that the traffic entering
the DS donmain confornms to any TCA between it and the other donmain to
whi ch the ingress node is connected. A DS egress node nay perform
traffic conditioning functions on traffic forwarded to a directly
connect ed peering domain, depending on the details of the TCA between
the two donmains. Note that a DS boundary node may act as a DS
interior node for sonme set of interfaces.

2.2 Differentiated Services Regi on

A differentiated services region (DS Region) is a set of one or nore
contiguous DS dommins. DS regions are capabl e of supporting
differentiated services along paths which span the domains within the
regi on.

The DS domains in a DS region may support different PHB groups
internally and different codepoint->PHB rmappi ngs. However, to permt
services which span across the domains, the peering DS donmi ns nust
each establish a peering SLA which defines (either explicitly or
implicitly) a TCA which specifies howtransit traffic fromone DS
domain to another is conditioned at the boundary between the two DS
domai ns.

It is possible that several DS domains within a DS regi on may adopt a
conmon service provisioning policy and may support a common set of
PHB groups and codepoi nt mappi ngs, thus elininating the need for
traffic conditioning between those DS donai ns.
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2.3 Traffic dassification and Conditioning

Differentiated services are extended across a DS domai n boundary by
establishing a SLA between an upstream network and a downstream DS
domain. The SLA may specify packet classification and re-marking
rules and nay al so specify traffic profiles and actions to traffic
streans which are in- or out-of-profile (see Sec. 2.3.2). The TCA
bet ween the domains is derived (explicitly or inplicitly) fromthis
SLA.

The packet classification policy identifies the subset of traffic
which may receive a differentiated service by being conditioned and/
or mapped to one or nore behavior aggregates (by DS codepoint re-
mar ki ng) within the DS domai n.

Traffic conditioning perfornms nmetering, shaping, policing and/or re-
marking to ensure that the traffic entering the DS dormain conforns to
the rules specified in the TCA, in accordance with the domain’s
service provisioning policy. The extent of traffic conditioning
required is dependent on the specifics of the service offering, and
may range from sinple codepoint re-marking to conplex policing and
shapi ng operations. The details of traffic conditioning policies

whi ch are negoti ated between networks is outside the scope of this
docunent .

2.3.1 dassifiers

Packet classifiers select packets in a traffic stream based on the
content of sonme portion of the packet header. W define two types of
classifiers. The BA (Behavior Aggregate) Cassifier classifies
packets based on the DS codepoint only. The M- (Milti-Field)
classifier selects packets based on the val ue of a conbination of one
or nore header fields, such as source address, destination address,
DS field, protocol ID, source port and destination port nunbers, and
other information such as incom ng interface.

Classifiers are used to "steer" packets matching sone specified rule
to an elenent of a traffic conditioner for further processing.

O assifiers nust be configured by some nmanagenent procedure in
accordance with the appropriate TCA

The cl assifier should authenticate the infornmation which it uses to
classify the packet (see Sec. 6).

Note that in the event of upstream packet fragnentation, M
classifiers which exanmne the contents of transport-Ilayer header
fields may incorrectly classify packet fragments subsequent to the
first. A possible solution to this problemis to maintain
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fragmentation state; however, this is not a general solution due to
the possibility of upstreamfragnent re-ordering or divergent routing
paths. The policy to apply to packet fragments is outside the scope
of this docunent.

2.3.2 Traffic Profiles

Atraffic profile specifies the tenporal properties of a traffic
stream sel ected by a classifier. It provides rules for determ ning
whet her a particul ar packet is in-profile or out-of-profile. For
exanple, a profile based on a token bucket may | ook like:

codepoi nt =X, use token-bucket r, b

The above profile indicates that all packets narked with DS codepoi nt
X shoul d be neasured agai nst a token bucket meter with rate r and
burst size b. In this exanple out-of-profile packets are those
packets in the traffic streamwhich arrive when insufficient tokens
are available in the bucket. The concept of in- and out-of-profile
can be extended to nore than two levels, e.g., multiple |l evels of
conformance with a profile may be defined and enforced.

Different conditioning actions may be applied to the in-profile
packets and out-of-profile packets, or different accounting actions
may be triggered. |In-profile packets may be allowed to enter the DS
domain without further conditioning;, or, alternatively, their DS
codepoi nt may be changed. The latter happens when the DS codepoi nt
is set to a non-Default value for the first tine [DSFI ELD], or when
the packets enter a DS domain that uses a different PHB group or
codepoi nt - >PHB mapping policy for this traffic stream Qut-of-
profil e packets may be queued until they are in-profile (shaped),

di scarded (policed), marked with a new codepoint (re-marked), or
forwarded unchanged while triggering some accounting procedure.

Qut -of -profil e packets may be napped to one or nore behavi or
aggregates that are "inferior" in some dimension of forwarding
performance to the BA into which in-profile packets are mapped.

Note that a traffic profile is an optional conponent of a TCA and its
use i s dependent on the specifics of the service offering and the
domai n’ s service provisioning policy.

2.3.3 Traffic Conditioners

Atraffic conditioner may contain the follow ng elenments: neter,
mar ker, shaper, and dropper. A traffic streamis selected by a
classifier, which steers the packets to a |ogical instance of a
traffic conditioner. A neter is used (where appropriate) to neasure
the traffic streamagainst a traffic profile. The state of the neter
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with respect to a particular packet (e.g., whether it is in- or out-
of-profile) may be used to affect a marking, dropping, or shaping
action.

When packets exit the traffic conditioner of a DS boundary node the
DS codepoi nt of each packet nust be set to an appropriate val ue.

Fig. 1 shows the block diagramof a classifier and traffic
conditioner. Note that a traffic conditioner may not necessarily
contain all four elenments. For exanple, in the case where no traffic
profile is in effect, packets may only pass through a classifier and

a marker.
ommanan +
| |- +
+----- > Meter |
| | |-+ |
| oo + |
| \Y \Y
I + Fommmnaan + T +
| | | Shaper/ |
packets =====>| ( assifier |=====>| Marker |=====>| Dropper |=====>
I I I I I
B S + Fom e oo - + Fomm e e o +

Fig. 1: Logical View of a Packet Classifier and Traffic Conditioner
2.3.3.1 Meters

Traffic neters neasure the tenporal properties of the stream of
packets selected by a classifier against a traffic profile specified
in a TCA. A neter passes state information to other conditioning
functions to trigger a particular action for each packet which is
either in- or out-of-profile (to sone extent).

2.3.3.2 Markers

Packet markers set the DS field of a packet to a particul ar
codepoi nt, adding the nmarked packet to a particul ar DS behavi or
aggregate. The marker may be configured to mark all packets which
are steered to it to a single codepoint, or may be configured to nark
a packet to one of a set of codepoints used to select a PHB in a PHB
group, according to the state of a neter. Wen the marker changes
the codepoint in a packet it is said to have "re-marked" the packet.
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2.3.3.3 Shapers

Shapers delay sonme or all of the packets in a traffic streamin order
to bring the streaminto conpliance with a traffic profile. A shaper
usually has a finite-size buffer, and packets may be discarded if
there is not sufficient buffer space to hold the del ayed packets.

2.3.3.4 Droppers

Droppers discard some or all of the packets in a traffic streamin
order to bring the streaminto conpliance with a traffic profile.
This process is know as "policing" the stream Note that a dropper
can be inplenented as a special case of a shaper by setting the
shaper buffer size to zero (or a few) packets.

2.3.4 Location of Traffic Conditioners and MF C assifiers

Traffic conditioners are usually located within DS ingress and egress
boundary nodes, but nay al so be located in nodes within the interior
of a DS donmain, or within a non-DS-capabl e domain.

2.3.4.1 Wthin the Source Domain

We define the source donmain as the donmain containing the node(s)
which originate the traffic receiving a particular service. Traffic
sources and intermedi ate nodes within a source domain may perform
traffic classification and conditioning functions. The traffic
originating fromthe source domain across a boundary may be marked by
the traffic sources directly or by internediate nodes before | eaving
the source domain. This is referred to as initial marking or "pre-
mar ki ng" .

Consi der the exanple of a conpany that has the policy that its CEO s
packets shoul d have higher priority. The CEO s host may mark the DS
field of all outgoing packets with a DS codepoint that indicates
"higher priority". Alternatively, the first-hop router directly
connected to the CEO s host may classify the traffic and mark the
CEO s packets with the correct DS codepoint. Such high priority
traffic may al so be conditioned near the source so that there is a
limt on the anmount of high priority traffic forwarded froma
particul ar source

There are sonme advantages to marking packets close to the traffic
source. First, a traffic source can nore easily take an
application’s preferences into account when decidi ng which packets
shoul d receive better forwarding treatnent. Also, classification of
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packets is nmuch sinpler before the traffic has been aggregated with
packets from other sources, since the nunber of classification rules
whi ch need to be applied within a single node is reduced.

Si nce packet marking nmay be distributed across multiple nodes, the
source DS donain is responsible for ensuring that the aggregated
traffic towards its provider DS donmain conforns to the appropriate
TCA. Additional allocation mechanisnms such as bandw dt h brokers or
RSVP may be used to dynanmically allocate resources for a particul ar
DS behavi or aggregate within the provider’s network [2BI T, Bernet].
The boundary node of the source domain should al so nonitor
conformance to the TCA, and may police, shape, or re-mark packets as
necessary.

2.3.4.2 At the Boundary of a DS Domain

Traffic streams may be cl assified, marked, and ot herw se conditioned
on either end of a boundary link (the DS egress node of the upstream
domai n or the DS ingress node of the downstream domain). The SLA
bet ween the domai ns shoul d specify which domain has responsibility
for mapping traffic streans to DS behavi or aggregates and

condi tioning those aggregates in conformance with the appropriate
TCA. However, a DS ingress node nust assune that the inconing
traffic may not conformto the TCA and nust be prepared to enforce
the TCA in accordance with |ocal policy.

When packets are pre-marked and conditioned in the upstream domnai n,
potentially fewer classification and traffic conditioning rules need
to be supported in the downstream DS domain. In this circunmstance
the downstream DS donmain may only need to re-mark or police the

i ncom ng behavi or aggregates to enforce the TCA. However, nore
sophi sticated services which are path- or source-dependent nay
require MF classification in the downstream DS domai n’ s ingress
nodes.

If a DS ingress node is connected to an upstream non-DS-capabl e
domai n, the DS ingress node nust be able to performall necessary
traffic conditioning functions on the inconming traffic.

2.3.4.3 In non-DS-Capabl e Domai ns
Traffic sources or internediate nodes in a non-DS-capabl e domai n nmay
enploy traffic conditioners to pre-nmark traffic before it reaches the

i ngress of a downstream DS domain. In this way the local policies
for classification and marking nmay be conceal ed.
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2.3.4.4 In Interior DS Nodes

Al t hough the basic architecture assunmes that conplex classification
and traffic conditioning functions are located only in a network’s

i ngress and egress boundary nodes, deploynent of these functions in
the interior of the network is not precluded. For exanple, nore
restrictive access policies nay be enforced on a transoceanic |ink
requiring MF classification and traffic conditioning functionality in
t he upstream node on the link. This approach may have scaling
limts, due to the potentially |arge nunber of classification and
conditioning rules that m ght need to be maintained.

2.4 Per-Hop Behaviors

A per-hop behavior (PHB) is a description of the externally
observabl e forwardi ng behavior of a DS node applied to a particul ar
DS behavi or aggregate. "Forwarding behavior” is a general concept in
this context. For exanple, in the event that only one behavi or
aggregate occupies a link, the observable forwardi ng behavior (i.e.

| oss, delay, jitter) will often depend only on the relative | oading
of the link (i.e., in the event that the behavior assunes a work-
conserving scheduling discipline). Useful behavioral distinctions
are mainly observed when nultiple behavior aggregates conpete for

buf fer and bandwi dth resources on a node. The PHB is the neans by
whi ch a node allocates resources to behavi or aggregates, and it is on
top of this basic hop-by-hop resource allocation nmechani smthat

useful differentiated services nay be constructed.

The nost sinple exanple of a PHB is one which guarantees a mninma
bandwi dth all ocation of X% of a link (over sone reasonable tine
interval) to a behavior aggregate. This PHB can be fairly easily
measured under a variety of conpeting traffic conditions. A slightly
nore conpl ex PHB woul d guarantee a mini mal bandwi dth all ocation of X%
of a link, with proportional fair sharing of any excess link

capacity. In general, the observabl e behavior of a PHB nay depend on
certain constraints on the traffic characteristics of the associated
behavi or aggregate, or the characteristics of other behavior

aggr egat es.

PHBs may be specified in terms of their resource (e.g., buffer,
bandwi dth) priority relative to other PHBs, or in terns of their
relative observable traffic characteristics (e.g., delay, |oss).
These PHBs nay be used as building blocks to allocate resources and
shoul d be specified as a group (PHB group) for consistency. PHB
groups will usually share a conmon constraint applying to each PHB
wi thin the group, such as a packet scheduling or buffer managenent
policy. The relationship between PHBs in a group may be in terms of
absolute or relative priority (e.g., discard priority by nmeans of
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deterministic or stochastic thresholds), but this is not required
(e.g., Nequal link shares). A single PHB defined in isolationis a
speci al case of a PHB group

PHBs are inplemented in nodes by neans of sone buffer managenent and
packet scheduling nmechani sns. PHBs are defined in terns of behavior
characteristics relevant to service provisioning policies, and not in
terms of particular inplenentation mechanisnms. |n general, a variety
of inplementation nechanisns may be suitable for inplenenting a
particul ar PHB group. Furthernore, it is likely that nore than one
PHB group may be inplemented on a node and utilized within a domain.
PHB groups shoul d be defined such that the proper resource all ocation
bet ween groups can be inferred, and integrated nechani sns can be

i mpl enent ed whi ch can sinul taneously support two or nore groups. A
PHB group definition should indicate possible conflicts with

previ ously docunented PHB groups which m ght prevent sinmnultaneous
operati on.

As described in [DSFIELD], a PHB is selected at a node by a mapping
of the DS codepoint in a received packet. Standardized PHBs have a
recomended codepoint. However, the total space of codepoints is

| arger than the space avail able for recommended codepoints for
standardi zed PHBs, and [DSFI ELD] | eaves provisions for locally
configurabl e mappi ngs. A codepoi nt->PHB nappi ng tabl e nay contain
both 1->1 and N->1 mappings. Al codepoints nust be mapped to sone
PHB; in the absence of sone |ocal policy, codepoints which are not
mapped to a standardi zed PHB in accordance with that PHB s

speci fication should be mapped to the Default PHB

2.5 Network Resource Allocation

The inplenentation, configuration, operation and adm nistration of
the supported PHB groups in the nodes of a DS Donmain shoul d
effectively partition the resources of those nodes and the inter-node
I i nks between behavi or aggregates, in accordance with the domain’s
service provisioning policy. Traffic conditioners can further
control the usage of these resources through enforcenent of TCAs and
possi bly through operational feedback fromthe nodes and traffic
conditioners in the domain. Although a range of services can be
depl oyed in the absence of conplex traffic conditioning functions
(e.g., using only static marking policies), functions such as
policing, shaping, and dynam c re-nmarki ng enabl e the depl oynent of
services providing quantitative perfornmance netrics

The configuration of and interaction between traffic conditioners and
i nterior nodes should be managed by the administrative control of the
domai n and may require operational control through protocols and a
control entity. There is a w de range of possible control nodels.

Bl ake, et. al. I nf or mat i onal [ Page 20]



RFC 2475 Architecture for Differentiated Services Decenber 1998

The precise nature and inplenentation of the interaction between

t hese conponents is outside the scope of this architecture. However,
scalability requires that the control of the domain does not require
m cr o- managenent of the network resources. The nost scal able control
nodel woul d operate nodes in open-loop in the operational timefrane,
and would only require adninistrative-tinescal e nanagenent as SLAs
are varied. This sinple nodel nmay be unsuitable in some

ci rcunmst ances, and sonme automated but slowy varying operationa
control (mnutes rather than seconds) nmay be desirable to bal ance the
utilization of the network against the recent |oad profile.

3. Per-Hop Behavior Specification Quidelines

Basi c requirenents for per-hop behavi or standardi zation are given in
[DSFIELD]. This section elaborates on that text by describing

addi tional guidelines for PHB (group) specifications. This is
intended to help foster inplementation consistency. Before a PHB
group is proposed for standardization it should satisfy these

gui del i nes, as appropriate, to preserve the integrity of this
architecture.

G 1: A PHB standard nust specify a recomended DS codepoi nt sel ected
fromthe codepoint space reserved for standard mappi ngs [ DSFI ELD] .
Recommended codepoints will be assigned by the | ANA. A PHB proposa
may recommend a tenporary codepoint fromthe EXP/LU space to
facilitate inter-domain experinentation. Determnation of a packet’s
PHB nust not require inspection of additional packet header fields
beyond the DS fi el d.

G 2: The specification of each newy proposed PHB group should

i ncl ude an overvi ew of the behavi or and the purpose of the behavior
bei ng proposed. The overvi ew should include a problem or problens
statement for which the PHB group is targeted. The overview should

i ncl ude the basic concepts behind the PHB group. These concepts
shoul d include, but are not restricted to, queueing behavior, discard
behavi or, and output |ink selection behavior. Lastly, the overview
shoul d specify the nethod by which the PHB group solves the problem
or problenms specified in the probl em statenent.

G 3: A PHB group specification should indicate the nunber of

i ndi vidual PHBs specified. In the event that nultiple PHBs are
specified, the interactions between these PHBs and constraints that
nmust be respected globally by all the PHBs within the group should be
clearly specified. As an exanple, the specification nmust indicate
whet her the probability of packet reordering within a mcroflowis
increased if different packets in that mcroflow are marked for
different PHBs within the group
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G 4: \When proper functioning of a PHB group is dependent on
constraints such as a provisioning restriction, then the PHB
definition should describe the behavior when these constraints are
violated. Further, if actions such as packet discard or re-marking
are required when these constraints are violated, then these actions
shoul d be specifically stipul ated.

G 5. A PHB group nmay be specified for local use within a domain in
order to provide sone domai n-specific functionality or domain-
specific services. 1In this event, the PHB specification is usefu
for providing vendors with a consistent definition of the PHB group
However, any PHB group which is defined for |ocal use should not be
consi dered for standardi zati on, but may be published as an
Informational RFC. |In contrast, a PHB group which is intended for
general use will follow a stricter standardi zation process.
Therefore all PHB proposals should specifically state whether they
are to be considered for general or |ocal use.

It is recognized that PHB groups can be designed with the intent of
provi di ng host-to-host, WAN edge-to-WAN edge, and/or domai n edge-to-
domai n edge services. Use of the term"end-to-end" in a PHB
definition should be interpreted to nmean "host-to-host" for
consi st ency.

O her PHB groups nay be defined and depl oyed locally wi thin donmains,
for experinental or operational purposes. There is no requirenent
that these PHB groups nust be publicly docunented, but they should
utilize DS codepoints fromone of the EXP/LU pools as defined in

[ DSFI ELD; .

G 6: It nmay be possible or appropriate for a packet nmarked for a PHB
within a PHB group to be re-marked to select another PHB within the
group; either within a domain or across a domain boundary. Typically
there are three reasons for such PHB nodification

a. The codepoints associated with the PHB group are collectively
intended to carry state about the network,

b. Conditions exist which require PHB pronotion or denotion of a
packet (this assunmes that PHBs within the group can be ranked in
sone order),

c. The boundary between two donmains is not covered by a SLA. In this
case the codepoint/PHB to sel ect when crossing the boundary Iink
will be determ ned by the local policy of the upstream donain

A PHB specification should clearly state the circunstances under

whi ch packets marked for a PHB within a PHB group may, or should be
nmodi fied (e.g., pronoted or denoted) to another PHB within the group
If it is undesirable for a packet’s PHB to be nodified, the
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specification should clearly state the consequent risks when the PHB
is nodified. A possible risk to changing a packet’s PHB, either
within or outside a PHB group, is a higher probability of packet re-
ordering within a mcroflow PHBs within a group may carry sone
host -t 0o- host, WAN edge-t o- WAN edge, and/or domnai n edge-to-domai n edge
semantics which may be difficult to duplicate if packets are re-

mar ked to sel ect another PHB fromthe group (or otherwi se).

For certain PHB groups, it may be appropriate to reflect a state
change in the node by re-marking packets to specify another PHB from
within the group. |If a PHB group is designed to reflect the state of
a network, the PHB definition nust adequately describe the

rel ati onship between the PHBs and the states they reflect. Further
if these PHBs linit the forwarding actions a node can performin sone
way, these constraints may be specified as actions the node shoul d,

or must perform

G 7: A PHB group specification should include a section defining the
i mplications of tunneling on the utility of the PHB group. This
section should specify the inplications for the utility of the PHB
group of a newy created outer header when the original DS field of
the inner header is encapsulated in a tunnel. This section should

al so di scuss what possible changes should be applied to the inner
header at the egress of the tunnel, when both the codepoints fromthe
i nner header and the outer header are accessible (see Sec. 6.2).

G 8: The process of specifying PHB groups is likely to be
increnmental in nature. Wen new PHB groups are proposed, their known
interactions with previously specified PHB groups shoul d be
docunented. Wen a new PHB group is created, it can be entirely new
in scope or it can be an extension to an existing PHB group. |If the
PHB group is entirely independent of sone or all of the existing PHB
specifications, a section should be included in the PHB specification
whi ch details how the new PHB group can co-exist with those PHB
groups al ready standardi zed. For exanple, this section night

i ndicate the possibility of packet re-ordering within a mcroflow for
packets marked by codepoints associated with two separate PHB groups.
I f concurrent operation of two (or nore) different PHB groups in the
sanme node is inpossible or detrinental this should be stated. |If the
concurrent operation of two (or nore) different PHB groups requires
some specific behaviors by the node when packets marked for PHBs from
these different PHB groups are being processed by the node at the
sane tinme, these behaviors should be stated.

Care should be taken to avoid circularity in the definitions of PHB
groups.
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If the proposed PHB group is an extension to an existing PHB group, a
section should be included in the PHB group specification which
details how this extension interoperates with the behavior being
extended. Further, if the extension alters or nore narrow y defines
t he existing behavior in sonme way, this should also be clearly

i ndi cat ed.

G 9: Each PHB specification should include a section specifying

m ni mal conformance requirenents for inplenmentations of the PHB
group. This conformance section is intended to provide a nmeans for
specifying the details of a behavior while allow ng for

i npl enentation variation to the extent permtted by the PHB
specification. This conformance section can take the form of rules,
tabl es, pseudo-code, or tests.

G 10: A PHB specification should include a section detailing the
security inplications of the behavior. This section should include a
di scussion of the re-nmarking of the inner header’s codepoint at the
egress of a tunnel and its effect on the desired forwardi ng behavi or

Further, this section should al so di scuss how the proposed PHB group
could be used in denial-of-service attacks, reduction of service
contract attacks, and service contract violation attacks. Lastly,
this section should discuss possible neans for detecting such attacks
as they are relevant to the proposed behavi or.

G 11: A PHB specification should include a section detailing
configurati on and managenent issues which may affect the operation of
the PHB and which may inpact candi date services that might utilize

t he PHB.

G 12: It is strongly recommended that an appendi x be provided with
each PHB specification that considers the inplications of the
proposed behavi or on current and potential services. These services
could include but are not restricted to be user-specific, device-
specific, donmain-specific or end-to-end services. It is also
strongly recommended that the appendi x i nclude a section describing
how t he services are verified by users, devices, and/or donains.

G 13: It is reconmended that an appendi x be provided with each PHB
specification that is targeted for |ocal use within a domain,
provi di ng gui dance for PHB sel ection for packets which are forwarded
into a peer domai n whi ch does not support the PHB group
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G 14: It is reconmmended that an appendi x be provided with each PHB
specification which considers the inpact of the proposed PHB group on
exi sting higher-layer protocols. Under sone circunstances PHBs may
al l ow for possible changes to higher-1layer protocols which my

i ncrease or decrease the utility of the proposed PHB group

G 15: It is reconmmended that an appendi x be provided with each PHB
speci ficati on which recomends mappings to |ink-layer QS nechanisns
to support the intended behavior of the PHB across a shared-medi um or
switched link-layer. The determination of the nost appropriate
mappi ng between a PHB and a |ink-1ayer QoS nmechanismis dependent on
many factors and is outside the scope of this docunent; however, the
specification should attenpt to offer sone gui dance.

4. Interoperability with Non-Differentiated Services-Conpliant Nodes

We define a non-differentiated services-conpliant node (non-DS-
conpliant node) as any node which does not interpret the DS field as
specified in [DSFI ELD] and/or does not inplement sone or all of the
standardi zed PHBs (or those in use within a particular DS domain).
This may be due to the capabilities or configuration of the node. W
define a | egacy node as a special case of a non-DS-conpliant node

whi ch i npl ements | Pv4 Precedence classification and forwardi ng as
defined in [ RFC791, RFC1812], but which is otherw se not DS-
compliant. The precedence values in the IPv4 TOS octet are
conpatible by intention with the C ass Sel ector Codepoints defined in
[ DSFI ELD], and the precedence forwardi ng behaviors defined in

[ RFC791, RFC1812] conply with the O ass Sel ector PHB Requirenents

al so defined in [DSFIELD]. A key distinction between a | egacy node
and a DS-conpliant node is that the | egacy node may or may not
interpret bits 3-6 of the TOS octet as defined in [RFCL349] (the
"DTRC' bits); in practice it will not interpret these bit as
specified in [DSFI ELD]. W assune that the use of the TGOS marki ngs
defined in [RFC1349] is deprecated. Nodes which are non-DS-conpli ant
and which are not |egacy nodes may exhi bit unpredictabl e forwarding
behavi ors for packets with non-zero DS codepoints.

Differentiated services depend on the resource allocation nechani sns
provi ded by per-hop behavior inplenmentations in nodes. The quality
or statistical assurance level of a service may break down in the
event that traffic transits a non-DS-conpliant node, or a non-DS-
capabl e donmi n.

W will exam ne two separate cases. The first case concerns the use
of non-DS-conpliant nodes within a DS domain. Note that PHB
forwarding is primarily useful for allocating scarce node and |ink
resources in a controlled manner. On high-speed, lightly | oaded
Iinks, the worst-case packet delay, jitter, and | oss nmay be
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negligible, and the use of a non-DS-conpliant node on the upstream
end of such a link may not result in service degradation. 1In nore
realistic circunstances, the lack of PHB forwarding in a node may
make it inmpossible to offer |owdelay, |owloss, or provisioned
bandwi dth services across paths which traverse the node. However,
use of a | egacy node may be an acceptable alternative, assum ng that
the DS donmain restricts itself to using only the O ass Sel ector
Codepoi nts defined in [ DSFI ELD], and assuming that the particul ar
precedence inplenentation in the | egacy node provides forwarding
behavi ors which are conpatible with the services offered al ong paths
whi ch traverse that node. Note that it is inportant to restrict the
codepoints in use to the Class Sel ector Codepoints, since the |egacy
node nmay or nmay not interpret bits 3-5 in accordance with [ RFCL1349],
thereby resulting in unpredictable forwarding results.

The second case concerns the behavior of services which traverse
non- DS- capabl e domains. W assune for the sake of argument that a
non- DS- capabl e domai n does not deploy traffic conditioning functions
on donmi n boundary nodes; therefore, even in the event that the
domai n consi sts of |egacy or DS-conpliant interior nodes, the |ack of
traffic enforcenment at the boundaries will limt the ability to
consistently deliver some types of services across the domain. A DS
domai n and a non-DS- capabl e domai n nay negoti ate an agreenent which
governs how egress traffic fromthe DS-domain should be narked before
entry into the non-DS-capabl e domain. This agreenent m ght be

nmoni tored for conpliance by traffic sanpling i nstead of by rigorous
traffic conditioning. Alternatively, where there is know edge that

t he non- DS- capabl e domai n consi sts of | egacy nodes, the upstream DS
domai n may opportunistically re-mark differentiated services traffic
to one or nore of the Class Sel ector Codepoints. Were there is no
know edge of the traffic nmanagenent capabilities of the downstream
domai n, and no agreenent in place, a DS domain egress node may choose
to re-mark DS codepoints to zero, under the assunption that the non-
DS- capabl e domain will treat the traffic uniformy with best-effort
service.

In the event that a non-DS-capabl e donmain peers with a DS donain,
traffic flowing fromthe non-DS-capabl e domai n shoul d be conditioned
at the DS ingress node of the DS domain according to the appropriate
SLA or policy.

5. Milticast Considerations

Use of differentiated services by nulticast traffic introduces a
nunber of issues for service provisioning. First, multicast packets
whi ch enter a DS domain at an ingress node may sinultaneously take
mul ti pl e paths through sone segnents of the domain due to mnulticast
packet replication. 1In this way they consunme nore network resources
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than uni cast packets. Were nulticast group nenbership is dynamc

it is difficult to predict in advance the anount of network resources
that may be consuned by multicast traffic originating froman
upstream network for a particular group. A consequence of this
uncertainty is that it may be difficult to provide quantitative
service guarantees to nulticast senders. Further, it nmay be
necessary to reserve codepoints and PHBs for exclusive use by unicast
traffic, to provide resource isolation frommulticast traffic.

The second issue is the selection of the DS codepoint for a nulticast
packet arriving at a DS ingress node. Because that packet may exit
the DS domain at nmultiple DS egress nodes which peer with nultiple
downstream donmi ns, the DS codepoi nt used should not result in the
request for a service froma downstream DS dormain which is in
violation of a peering SLA. \When establishing classifier and traffic
conditioner state at an DS i ngress node for an aggregate of traffic
receiving a differentiated service which spans across the egress
boundary of the domain, the identity of the adjacent downstream
transit domain and the specifics of the corresponding peering SLA can
be factored into the configuration decision (subject to routing
policy and the stability of the routing infrastructure). In this way
peering SLAs with downstream DS domai ns can be partially enforced at
the ingress of the upstream domain, reducing the classification and
traffic conditioning burden at the egress node of the upstream
domain. This is not so easily perfornmed in the case of nulticast
traffic, due to the possibility of dynam c group nenbership. The
result is that the service guarantees for unicast traffic may be

i npacted. One neans of addressing this problemis to establish a
separate peering SLA for nulticast traffic, and to either utilize a
particul ar set of codepoints for nulticast packets, or to inplenent
the necessary classification and traffic conditioning nechanisns in
the DS egress nodes to provide preferential isolation for unicast
traffic in conformance with the peering SLA with the downstream
domai n.

6. Security and Tunneling Considerations

This section addresses security issues raised by the introduction of
differentiated services, primarily the potential for denial-of-
service attacks, and the related potential for theft of service by
unaut hori zed traffic (Sec. 6.1). 1In addition, the operation of
differentiated services in the presence of IPsec and its interaction
with | Psec are al so discussed (Sec. 6.2), as well as auditing

requi renents (Sec. 6.3). This section considers issues introduced by
the use of both IPsec and non-1Psec tunnels.
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6.1 Theft and Denial of Service

The primary goal of differentiated services is to allow different

| evel s of service to be provided for traffic streams on a conmon
network infrastructure. A variety of resource managenent techni ques
may be used to achieve this, but the end result will be that some
packets receive different (e.g., better) service than others. The
mappi ng of network traffic to the specific behaviors that result in
different (e.g., better or worse) service is indicated primarily by
the DS field, and hence an adversary nay be able to obtain better
service by nodifying the DS field to codepoints indicating behaviors
used for enhanced services or by injecting packets with the DS field
set to such codepoints. Taken to its limts, this theft of service
becones a deni al - of -service attack when the nodified or injected
traffic depletes the resources available to forward it and ot her
traffic streams. The defense agai nst such theft- and deni al - of -
service attacks consists of the conbination of traffic conditioning
at DS boundary nodes along with security and integrity of the network
infrastructure within a DS domain

As described in Sec. 2, DS ingress nodes nust condition all traffic
entering a DS domain to ensure that it has acceptable DS codepoints.
This means that the codepoints nmust conformto the applicable TCA(S)
and the domain’s service provisioning policy. Hence, the ingress
nodes are the primary line of defense against theft- and deni al - of -
service attacks based on nodified DS codepoints (e.g., codepoints to
which the traffic is not entitled), as success of any such attack
constitutes a violation of the applicable TCA(s) and/or service
provisioning policy. An inportant instance of an ingress node is
that any traffic-originating node in a DS donain is the ingress node
for that traffic, and nust ensure that all originated traffic carries
accept abl e DS codepoi nts.

Both a dommin’s service provisioning policy and TCAs may require the
i ngress nodes to change the DS codepoint on sone entering packets
(e.g., an ingress router may set the DS codepoint of a customer’s
traffic in accordance with the appropriate SLA). Ingress nodes nust
condition all other inbound traffic to ensure that the DS codepoints
are acceptable; packets found to have unacceptabl e codepoi nts nust

ei ther be discarded or nmust have their DS codepoints nodified to
accept abl e val ues before being forwarded. For exanple, an ingress
node receiving traffic froma donmain with which no enhanced service
agreenent exists nay reset the DS codepoint to the Default PHB
codepoint [DSFIELD]. Traffic authentication may be required to
val i date the use of sone DS codepoints (e.g., those corresponding to
enhanced services), and such authentication may be performed by
techni cal neans (e.g., |Psec) and/or non-technical neans (e.g., the
i nbound link is known to be connected to exactly one custoner site).
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An inter-donain agreenent may reduce or elininate the need for

i ngress node traffic conditioning by nmaki ng the upstream donain
partly or conpletely responsible for ensuring that traffic has DS
codepoi nts acceptable to the downstream dormain. 1In this case, the

i ngress node may still performredundant traffic conditioning checks
to reduce the dependence on the upstream donmain (e.g., such checks
can prevent theft-of-service attacks from propagati ng across the
domai n boundary). |If such a check fails because the upstream donain
is not fulfilling its responsibilities, that failure is an auditable
event; the generated audit log entry should include the date/tinme the
packet was received, the source and destination |IP addresses, and the
DS codepoint that caused the failure. In practice, the limted gains
fromsuch checks need to be wei ghed against their potentia
performance inpact in determning what, if any, checks to perform
under these circunstances.

Interior nodes in a DS dormain may rely on the DS field to associate
differentiated services traffic with the behaviors used to inpl enent
enhanced services. Any node doing so depends on the correct
operation of the DS domain to prevent the arrival of traffic with
unaccept abl e DS codepoi nts. Robustness concerns dictate that the
arrival of packets with unacceptable DS codepoi nts nust not cause the
failure (e.g., crash) of network nodes. Interior nodes are not
responsi ble for enforcing the service provisioning policy (or

i ndi vidual SLAs) and hence are not required to check DS codepoints
before using them Interior nodes nmay performsome traffic
condi ti oning checks on DS codepoints (e.g., check for DS codepoints
that are never used for traffic on a specific link) to inprove
security and robustness (e.g., resistance to theft-of-service attacks
based on DS codepoint nodifications). Any detected failure of such a
check is an auditable event and the generated audit |log entry should
include the date/tine the packet was received, the source and
destination |IP addresses, and the DS codepoint that caused the
failure. |In practice, the Iimted gains fromsuch checks need to be
wei ghed agai nst their potential performance inpact in determ ning
what, if any, checks to performat interior nodes.

Any link that cannot be adequately secured agai nst nodification of DS
codepoints or traffic injection by adversaries should be treated as a
boundary link (and hence any arriving traffic on that link is treated
as if it were entering the domain at an ingress node). Loca

security policy provides the definition of "adequately secured," and
such a definition may include a determination that the risks and
consequences of DS codepoint nodification and/or traffic injection do
not justify any additional security neasures for a link. Link
security can be enhanced via physical access controls and/or software
means such as tunnels that ensure packet integrity.
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6.2 |Psec and Tunneling Interactions

The | Psec protocol, as defined in [ESP, AH, does not include the IP
header’s DS field in any of its cryptographic calculations (in the
case of tunnel node, it is the outer IP header’'s DS field that is not
i ncluded). Hence nodification of the DS field by a network node has
no effect on IPsec’s end-to-end security, because it cannot cause any
| Psec integrity check to fail. As a consequence, |Psec does not
provi de any defense agai nst an adversary’s nodification of the DS
field (i.e., a man-in-the-mddle attack), as the adversary’s

nmodi fication will also have no effect on I Psec’s end-to-end security.
In sone environnents, the ability to nodify the DS field without
affecting I Psec integrity checks nmay constitute a covert channel; if
it is necessary to elimnate such a channel or reduce its bandw dth,
the DS donmi ns shoul d be configured so that the required processing
(e.g., set all DS fields on sensitive traffic to a single value) can
be performed at DS egress nodes where traffic exits higher security
donai ns.

| Psec’ s tunnel node provides security for the encapsulated |IP
header’s DS field. A tunnel node |Psec packet contains two |IP
headers: an outer header supplied by the tunnel ingress node and an
encapsul ated i nner header supplied by the original source of the
packet. When an IPsec tunnel is hosted (in whole or in part) on a
differentiated services network, the internedi ate network nodes
operate on the DS field in the outer header. At the tunnel egress
node, | Psec processing includes stripping the outer header and
forwardi ng the packet (if required) using the inner header. | f
the inner | P header has not been processed by a DS ingress node for
the tunnel egress node’'s DS donmain, the tunnel egress node is the DS
i ngress node for traffic exiting the tunnel, and hence nust carry out
the corresponding traffic conditioning responsibilities (see Sec.
6.1). |If the IPsec processing includes a sufficiently strong
cryptographic integrity check of the encapsul ated packet (where
sufficiency is determ ned by |local security policy), the tunne
egress node can safely assune that the DS field in the inner header
has the sane value as it had at the tunnel ingress node. This allows
a tunnel egress node in the sane DS donain as the tunnel ingress
node, to safely treat a packet passing such an integrity check as if
it had arrived from anot her node within the sane DS donmain, omitting
the DS ingress node traffic conditioning that woul d ot herw se be
required. An inportant consequence is that otherw se insecure |inks
internal to a DS donmain can be secured by a sufficiently strong | Psec
t unnel

This analysis and its inplications apply to any tunneling protoco

that perforns integrity checks, but the Ievel of assurance of the
i nner header’s DS field depends on the strength of the integrity
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check perforned by the tunneling protocol. |In the absence of
sufficient assurance for a tunnel that may transit nodes outside the
current DS dormain (or is otherwi se vul nerable), the encapsul ated
packet nust be treated as if it had arrived at a DS ingress node from
out si de the domai n.

The | Psec protocol currently requires that the inner header’'s DS
field not be changed by | Psec decapsul ati on processing at a tunne
egress node. This ensures that an adversary’'s nodifications to the
DS field cannot be used to | aunch theft- or denial-of-service attacks
across an | Psec tunnel endpoint, as any such nodifications will be

di scarded at the tunnel endpoint. This docunent nakes no change to
that | Psec requirenent.

If the | Psec specifications are nodified in the future to pernit a
tunnel egress node to nodify the DS field in an inner |IP header based
on the DS field value in the outer header (e.g., copying part or al

of the outer DS field to the inner DS field), then additiona

consi derations would apply. For a tunnel contained entirely within a
single DS donain and for which the |inks are adequately secured

agai nst nodifications of the outer DS field, the only linmts on inner
DS field nodifications would be those inposed by the domain’s service
provisioning policy. Oherw se, the tunnel egress node perfornng
such nodifications would be acting as a DS ingress node for traffic
exiting the tunnel and nust carry out the traffic conditioning
responsibilities of an ingress node, including defense against theft-
and deni al - of -service attacks (See Sec. 6.1). |If the tunnel enters
the DS domain at a node different fromthe tunnel egress node, the
tunnel egress node nmay depend on the upstream DS i ngress node having
ensured that the outer DS field values are acceptable. Even in this
case, there are sone checks that can only be perforned by the tunne
egress node (e.g., a consistency check between the inner and outer DS
codepoints for an encrypted tunnel). Any detected failure of such a
check is an auditable event and the generated audit log entry should
i nclude the date/tinme the packet was received, the source and
destination |IP addresses, and the DS codepoint that was unaccept abl e.

An | Psec tunnel can be viewed in at least two different ways from an
architectural perspective. |If the tunnel is viewed as a |logica
single hop "virtual wire", the actions of internedi ate nodes in
forwarding the tunneled traffic should not be visible beyond the ends
of the tunnel and hence the DS field should not be nodified as part
of decapsul ation processing. In contrast, if the tunnel is viewed as
a nulti-hop participant in forwarding traffic, then nodification of
the DS field as part of tunnel decapsul ati on processi ng nmay be
desirable. A specific exanple of the latter situation occurs when a
tunnel termnates at an interior node of a DS domain at which the
domai n adm ni strator does not wish to deploy traffic conditioning
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logic (e.g., to sinplify traffic managenent). This could be
supported by using the DS codepoint in the outer |IP header (which was
subject to traffic conditioning at the DS ingress node) to reset the
DS codepoint in the inner |IP header, effectively nmoving DS ingress
traffic conditioning responsibilities fromthe |IPsec tunnel egress
node to the appropriate upstream DS ingress node (which nust already
performthat function for unencapsulated traffic).

6.3 Auditing

Not all systens that support differentiated services will inplenent
auditing. However, if differentiated services support is
incorporated into a systemthat supports auditing, then the
differentiated services inplenmentation should al so support auditing.
I f such support is present the inplenentation nust allow a system
adm nistrator to enable or disable auditing for differentiated
services as a whole, and may all ow such auditing to be enabled or

di sabled in part.

For the nost part, the granularity of auditing is a |ocal matter.
However, several auditable events are identified in this docunment and
for each of these events a mininmumset of information that should be
included in an audit log is defined. Additional information (e.qg.
packets related to the one that triggered the auditable event) nmay
al so be included in the audit log for each of these events, and
additional events, not explicitly called out in this specification,
also may result in audit log entries. There is no requirenment for
the receiver to transmt any nessage to the purported sender in
response to the detection of an auditable event, because of the
potential to induce denial of service via such action
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