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Abstract

This meno defines a portion of the Managenent |nfornation Base (M B)
for use with network managenent protocols in TCP/|P-based internets.
In particular, it defines objects for managi ng renote network

nmoni toring devices in swtched networks environments.
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1. The Network Managenent Framework

The SNWVP Managenent Franework presently consists of five nmjor
conponent s:

An overall architecture, described in RFC 2571 [1].

Mechani sns for describing and nam ng objects and events for the

pur pose of nmanagenent. The first version of this Structure of
Managenment Infornmation (SM) is called SMvl and described in STD
16, RFC 1155 [2], STD 16, RFC 1212 [3] and RFC 1215 [4]. The second
version, called SMv2, is described in STD 58, RFC 2578 [5], RFC
2579 [6] and RFC 2580 [7].

Message protocols for transferring managenent infornmation. The
first version of the SNWP nessage protocol is called SNMPvl and
described in STD 15, RFC 1157 [8]. A second version of the SNW
nmessage protocol, which is not an Internet standards track
protocol, is called SNWPv2c and described in RFC 1901 [9] and RFC
1906 [10]. The third version of the message protocol is called
SNMPv3 and described in RFC 1906 [10], RFC 2572 [11] and RFC 2574
[12].

Prot ocol operations for accessing nanagenent information. The first
set of protocol operations and associated PDU formats is described
in STD 15, RFC 1157 [8]. A second set of protocol operations and
associated PDU formats is described in RFC 1905 [ 13].

A set of fundanental applications described in RFC 2573 [14] and
t he vi ew based access control mechani sm described in RFC 2575 [15].
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Managed objects are accessed via a virtual information store, terned
t he Managenent Information Base or MB. (bjects in the MB are
defined using the nmechani sns defined in the SM.

This meno specifies a MB nodule that is conpliant to the SMv2. A

M B conforming to the SMvl can be produced through the appropriate
translations. The resulting translated MB nust be senantically

equi val ent, except where objects or events are onmtted because no
information in SMv2 will be converted into textual descriptions in
SM vl during the transl ati on process. However, this | oss of machine
readabl e information is not considered to change the semantics of the
M B.

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMVMENDED',"MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ 24].

2. Overview

Thi s docunent continues the architecture created in the RMON M B [ 17]
by providi ng RMON anal ysis for sw tched networks (SMON).

Renmot e network nonitoring devices, often called nmonitors or probes,
are instruments that exist for the purpose of nanagi ng a network.
Oten these renote probes are stand-al one devices and devote
significant internal resources for the sole purpose of managing a
networ k. An organi zation nmay enpl oy many of these devices, one per
network segnment, to nanage its internet. In addition, these devices
may be used for a network managenent service provider to access a
client network, often geographically renote.

The objects defined in this document are intended as an interface
bet ween an RMON agent and an RMON managenent application and are not
i ntended for direct manipulation by humans. Wile sonme users may
tolerate the direct display of some of these objects, few wll
tolerate the conplexity of nmanually mani pul ati ng objects to
acconplish row creation. These functions should be handl ed by the
managenent application.

2.1 Renote Network Managenent Goal s
o Ofline Qperation
There are sonetimes conditions when a nanagenent station will not

be in constant contact with its renote nonitoring devices. This is
sonmetimes by design in an attenpt to | ower comuni cations costs
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(especially when comunicating over a WAN or dialup link), or by
accident as network failures affect the comunications between the
managenment station and the probe.

For this reason, this MB allows a probe to be configured to
perform di agnostics and to collect statistics continuously, even
when communi cation with the nmanagenent station may not be possible
or efficient. The probe nay then attenpt to notify the nmanagenent
station when an exceptional condition occurs. Thus, even in

ci rcunmst ances where conmuni cati on between managenent station and
probe is not continuous, fault, performance, and configuration

i nformati on may be continuously accunul ated and comunicated to the
managenent station conveniently and efficiently.

o Proactive Monitoring

G ven the resources available on the nmonitor, it is potentially
hel pful for it continuously to run diagnostics and to | og network
performance. The nonitor is always available at the onset of any
failure. 1t can notify the managenent station of the failure and
can store historical statistical information about the failure.
This historical information can be played back by the managenent
station in an attenpt to perform further diagnosis into the cause
of the problem

0 Problem Detection and Reporting

The nmonitor can be configured to recognize conditions, nost notably
error conditions, and continuously to check for them \Wen one of
these conditions occurs, the event nmay be | ogged, and nanagenent
stations may be notified in a nunmber of ways.

o Val ue Added Data

Because a renote nonitoring device represents a network resource
dedi cat ed exclusively to network nanagenent functions, and because
it is located directly on the nonitored portion of the network, the
renote network nonitoring device has the opportunity to add
significant value to the data it collects. For instance, by

hi ghl i ghting those hosts on the network that generate the nost
traffic or errors, the probe can give the managenent station
precisely the information it needs to solve a class of problens.

o Multiple Managers
An organi zati on may have multipl e managenent stations for different

units of the organization, for different functions (e.qg.
engi neering and operations), and in an attenpt to provide disaster
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recovery. Because environnments with nultiple nanagenent stations
are comon, the renpte network nmonitoring device has to deal with
nore than one managenent station, potentially using its resources
concurrently.

2.2 Switched Networks Mnitoring

Thi s docunent addresses issues related to applying "Renote
Technol ogy" to Switch Networks. Switches today differ from standard
shared nedi a protocols:

1) Data is not, in general, broadcast. This MAY be caused by the
switch architecture or by the connection-oriented nature of the
data. This nmeans, therefore, that nonitoring non-broadcast
traffic needs to be considered.

2) Monitoring the multiple entry and exit points froma swtching
device requires a vast amount of resources - nenory and CPU, and
aggregation of the data in |ogical packets of infornmation,
determi ned by the application needs.

3) Swi tching i ncorporates |ogical segnentation such as Virtual LANs
(VLANSs) .

4) Swi t chi ng i ncorporates packet prioritization.

5) Data across the switch fabric can be in the formof cells. Like
RMON, SMON is only concerned with the nonitoring of packets.

Di fferences such as these nake nonitoring difficult. The current
RMON and RMON 2 standards do not provide for things that are uni que
to switches or switched environnments.

In order to overcone the limtations of the existing standards, new
nmoni t ori ng nmechani sns have been inplenented by vendors of sw tching
equi pnent. All these nonitoring strategies are currently proprietary
in nature.

Thi s docunent provides the framework to include different swtching
strategies and allow for nonitoring operations consistent with the
RVON framework. This MBis limted to nonitoring and control
operations ained at providing nonitoring data for RMON probes.

2.3 Mechanisns for Mnitoring Switched Networks

The followi ng nechani snms are used by SMON devices, for the purpose of
nmoni toring swi tched networks.
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2.3.1 DataSource bjects

The RMON M B standard [17] defines data source objects which point to
MB-11 interfaces, identified by instances of iflndex objects.

The SMON M B extends this concept and allows for other types of
objects to be defined as data sources for RMON and/ or SMON dat a.
Three forns of dataSources are described:

i flndex.<|>

Tradi ti onal RMON dat aSources. Called ’port-based for
i f Type. <l > not equal to 'propVirtual (53)'. <I>is the iflndex
val ue (see [22]).

snmonVI anDat aSour ce. <V>

A dataSource of this formrefers to a ' Packet-based VLAN and
is called a ' VLAN-based’ dataSource. <V> is the VLAN ID as
defined by the I EEE 802.1Q standard [19]. The value is between
1 and 4094 inclusive, and it represents an 802.1Q VLAN-ID with
gl obal scope within a given bridged domain, as defined by [19].

ent Physi cal Entry. <N>

A dataSource of this formrefers to a physical entity within
the agent and is called an 'entity-based’ dataSource. <N> is
the val ue of the entPhysicallndex in the entPhysical Table (see
[18]).

In addition to these new dataSource types, SMON introduces a new
group cal |l ed dataSourceCapsTable to aid an NM5S in discovering
dat aSource identity and attri butes.

The extended data source mechani sm supported by the SMON M B al | ows
for the use of external collection points, sinilar to the one defined
and supported by the RMON and RMON 2 M Bs, as well as interna
collection points (e.g. propVirtual ifTable entry, entPhysical Entry).
The latter reflects either data sources which MAY be the result of
aggregation (e.g. switch-wide) or internal channels of physica
entities, which have the capability of being nonitored by an SMON

pr obe.
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2.3.2 Copy Port

In order to make the switching devices support RMON statistics, many
vendors have inplenmented a port copy feature, allowing traffic to be
replicated fromswitch port to switch port. Several I|evels of
configuration are possible:

1) 1 source port to 1 destination port
2) N source ports to 1 destination port
3) N source ports to Mdestination ports

The SMON standard presents a standard M B interface which allows for
the control of this function

Note that this function can apply to devices that have no ot her SMON
or RMON functionality than copy port. The agent of such a device
woul d support only the portCopyCaps and the port CopyConfig M B
groups, out of the whole SMON MB. Switch vendors are encouraged to
i mpl enent this subset of the SMON MB, as it would allow for standard
port copy configuration fromthe sane NMS application that does RMON
or SMON.

Port copy may cause congestion problens on the SMON device. This
situation is nore likely occur when copying froma port of higher
speed to a port of |ower speed or copy fromnultiple port to a single
port.

Particul ar inpl enentati ons MAY chose to build protection nmechanisns
that woul d prevent creation of new port copy |links when the capacity
of the destination port is exceeded. The MB allows for

i mpl enentations to (if supported) instrunent a destination drop count
on port copy to provide NVS applications a sense of the quality of
data presented at the destination port.

2.3.3 VLAN Mnitoring

VLAN nonitoring can be acconplished by using a VLAN based dat aSource
and/ or by configuring snonVl anl dStats and/ or snonPrioStats
collections. These functions allow VLAN-1D or user priority

di stributions per dataSource. VLAN nonitoring provides a high-Ieve
view of total VLAN usages and rel ative non-unicast traffic usage as
well as a profile of VLAN priority as defined in the 3-bit

user _priority field.

NOTE: priority statistics reflect what was parsed fromthe packet,
not what priority, if any, was necessarily granted by the switch
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2.4 Relationship to OGher MBs
2.4.1 The RVON and RMON 2 M Bs

The Renote Mnitoring MB (RMON) [17] provides several managenent
functions that MAY be directly or indirectly applicable to swtched
net wor ks.

The port copy nechani sns defined by the SMON M B allow for the
destination ports to becone a data source for any RMON statistics.
However, an NMS applicati on SHOULD check whether it is in the device
capability (portCopyCap) to filter errors froma source to a
destination port and whether this capability is enabled, in order to
provide a correct interpretation of the copied port traffic.

RMON host and matrix group statistics entries MAY be aggregated by
use of the extended dataSource capability defined in SMON. RVON 2
groups are sinmlarly extended through the use of SMON s dataSource
definition.

RVON al so defines a sinple threshol ding nonitoring nmechani sm event-

| oggi ng and event-notification for any M B instance; SMON utilizes
the alarns and events groups from RMON wit hout nodification. These
groups SHOULD be i npl enented on SMON devices if a sinple threshol ding
nmechani smis desired.

The RMON 2 usrHistory group (user-defined history collection) SHOULD
be i npl emented by an SMON device if a history collection nechanismis
desired for snonStats entries.

2.4.2 The Interfaces Goup MB

The SMON M B utilizes the propVirtual (53) ifType defined in the
Interfaces Goup MB [22] to provide SMON and RMON with new

dat aSour ces such as VLANs and internal nonitoring points. NVS
applications SHOULD consult the SMON dataSource capabilities group
(dat aSour ceCap) for a description of these virtual interfaces.

2.4.3 The Entity MB
The SMON M B does not mandate Entity MB [18] support, but allows for
physical entities, as defined by this MB to be defined as SMON data

sources. For such cases, the support for the entPhysical Table is
required.
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2.4.4 The Bridge MB

One of the inportant indicators for measuring the effectiveness of a
switching device is the rati o between the nunber of forwarded framnes
and the nunmber of dropped franmes at the switch port.

It is out of the scope of this MB to provide instrunentation
information relative to switching devices. However, such indication
may be part of other M B nodul es.

For instance the Bridge M B [23] provides such MB objects, for the
802. 1 bridges (dot1dTpPort | nFranes, dot 1dTpPort| nD scards) and

swi t ches nanaged according to the 802.1 bridge nodel MAY provide this
i nformation.

2.5 Relationship with | EEE 802.1 Standards

The SMON M B provides sinple statistics per VLAN and priority |evels.
Those two categories of statistics are inportant to managers of
switched networks. Interoperability for those features is ensured by
the use of the | EEE 802.1 p/Q standards ([19], [20]) defined by the

| EEE 802.1 W& Interoperability fromthe SMON M B point of viewis
ensured by referencing the | EEE definition of VLANs and priority

| evel s for the SMON statistics.

3. SMON G oups
3.1 SMON ProbeCapabilities

The SMON probeCapabilities BITS object covers the follow ng four
capabilities.

- snmonVI anSt at s(0)
The probe supports the snonVlanStats object group.

- snmonPrioStats(1)
The probe supports the snonPrioStats object group.

- dataSource(2)
The probe supports the dataSourceCaps object group.

- port Copy(4)
The probe supports the portCopyConfig object group.
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3.2 snonVl anSt at s

The snonVl anStats M B group includes the control and statistics
objects related to 802.1Q VLANs. Specific statistics per 802.1Q
virtual LAN are supported. The group provides a high | evel view of
total VLAN usage, and rel ative non-unicast traffic usage.

It is an inplenmentation-specific matter as to how t he agent
determ nes the proper default-VLAN for untagged or priority-tagged
frames.

3.3 snonPrioStats

The snmonPrioStatsTabl e provides a distribution based on the
user_priority field in the VLAN header.

Note that this table nerely reports priority as encoded in VLAN
headers, not the priority (if any) given the frane for actual
swi t chi ng purposes.

3.4 dat aSour ceCaps

The dat aSourceCaps M B group identifies all supported data sources on
an SMON device. An NMS MAY use this table to discover the RVON and
Copy Port attributes of each data source.

Upon restart of the agent, the dataSourceTable, ifTable and

ent Physi cal Table are initialized for the avail able data sources. The
agent MAY nodify these tables as data sources beconme known or are
renoved (e.g. hot swap of interfaces, chassis cards or the discovery
of VLAN usage). It is understood that dataSources representing VLANs
may not always be instantiated i mmedi ately upon restart, but rather
as VLAN usage is detected by the agent. The agent SHOULD attenpt to
create dataSource and interface entries for all dataSources as soon
as possi bl e.

For each dat aSourceCapsEntry representing a VLAN or entPhysical Entry,
the agent MUST create an associated ifEntry with a ifType val ue of
associ at ed dat aSour ceCapsl fl ndex object.

The rational e of the above derives fromthe fact that according to
[16] and [17] an RMON dat aSource MUST be associated with an ifEntry.
Specifically, the dataSourceCapsTable allows for an agent to nmap
Entity M B physical entities (e.g., switch backpl anes) and entire
VLANs to ifEntries with ifType "propVirtual (53)". This ifEntry val ues
will be used as the actual values in RMVON control table dataSource
objects. This allows for physical entities and VLANs to be treated
as RMON data sources, and RMON functions to be applied to this type
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of data sources.
3.5 port CopyConfig

The port CopyConfig M B group includes the objects defined for the
control of the port copy functionality in a device.

The standard does not place a linmt on the node in which this copy
function nmay be used:

Mbde 1 -- 1:1 Copy

Si ngl e dataSource copied to a single destination dataSource.
Agent MAY limit configuration based on ifTypes, ifSpeeds, half-
dupl ex/ full -dupl ex, or agent resources. 1In this node the single
i nstance of the port CopyDest DropEvents object refers to dropped
franmes on the port CopyDest interface.

Mode 2 -- N 1 Copy

Mul tipl e dataSources copied to a single destination dataSource.
Agent MAY limt configuration based on ifTypes, ifSpeeds, half-
dupl ex/ ful | -dupl ex, port CopyDest over-subscription, or agent
resources. In this node all N instances of the

port CopyDest Dr opEvent s obj ect SHOULD contain the sane val ue, and
refer to dropped franes on the port CopyDest interface.

Mode 3 -- N M Copy

Mul tipl e dataSources copied to nultiple destination dataSources.
Agent MAY linmit configuration based on ifTypes, ifSpeeds, half-
dupl ex/ ful | -dupl ex, port CopyDest over-subscription, or agent
resources. Since portCopyDestDropEvents is kept per destination
port, all instances of the portCopyDestDropEvents object
associated with (indexed by) a given portCopyDest SHOULD have the
sanme value (i.e. replicated or aliased for each instance
associated with a given port CopyDest).

The rows do not have an OwnerString, since nultiple rows MAY be part
of the sane port Copy operation. The agent is expected to activate or
deactivate entries one at a tine, based on the rowStatus for the
given row. This can lead to unpredictable results in Mddes 2 and 3
in applications utilizing the portCopy target traffic, if nmultiple
PDUs are used to fully configure the operation. It is RECOMVENDED
that an entire portCopy operation be configured i n one Set Request PDU
i f possible.

Wat erman, et al. St andards Track [ Page 11]



RFC 2613 SMON M B June 1999

The port CopyDest object MAY NOT reference an interface associated
with a packet-based VLAN (snonVlI anDat aSour ce. <V>), but this
dat aSource type MAY be used as a port CopySour ce.

4. Control of Renmpte Network Monitoring Devices

Due to the conplex nature of the available functions in these
devices, the functions often need user configuration. |n many cases,
the function requires paraneters to be set up for a data collection
operation. The operation can proceed only after these paraneters are
fully set up.

Many functional groups in this MB have one or nore tables in which
to set up control paraneters, and one or nore data tables in which to
pl ace the results of the operation. The control tables are typically
read/wite in nature, while the data tables are typically read-only.
Because the paraneters in the control table often describe resulting
data in the data table, many of the paraneters can be nodified only
when the control entry is not active. Thus, the nmethod for nodifying
these paraneters is to de-activate the entry, performthe SNW Set
operations to nodify the entry, and then re-activate the entry.

Del eting the control entry causes the deletion of any associ ated data
entries, which also gives a convenient nmethod for reclaimng the
resources used by the associ ated data.

Some objects in this MB provide a nechanismto execute an action on
the renote nonitoring device. These objects MAY execute an action as
aresult of a change in the state of the object. For those objects
inthis MB, a request to set an object to the sane value as it
currently holds would thus cause no action to occur

To facilitate control by nmultiple nmanagers, resources have to be
shared anong the managers. These resources are typically the nenory
and conputation resources that a function requires.

The control nechani sns defined and used in this MB are the sane as

those defined in the RMON MB [17], for control functionality and
interaction with nmultiple nmanagers.
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5. Definitions
SMON-M B DEFI NI TIONS ::= BEGA N

| MPORTS
MODULE- | DENTI TY, OBJECT- TYPE, Count er 32,
I nt eger 32, Count er 64
FROM SNWPv2- SM
RowSt at us, TEXTUAL- CONVENTI ON
FROM SNWPv2- TC
rnmon, Owner String
FROM RVMON- M B
Last Creat eTi ne, DataSource, rnonConfornmance, probeConfig
FROM RMON2- M B
I nterfacel ndex
FROM | F-M B
MODULE- COVPLI ANCE, OBJECT- GROUP
FROM SNWVPv2- CONF;

swi t chRMON MODULE- | DENTI TY
LAST- UPDATED "9812160000Z"
ORGANI ZATI ON "I ETF RMON M B Worki ng G oup"”
CONTACT- | NFO
"I ETF RMONM B WG Mailing list: rnmonm b@i sco.com

Ri ch Wat er man

Al | ot Networks Inc.
Tel: +1-408-559-0253
Email: rich@llot.com

Bil | Lahaye

Xyl an Cor p.

Tel : +1-800-995-2612

Emai |l : | ahaye@tron. com

Dan Romascanu

Lucent Technol ogi es

Tel : +972- 3- 645- 8414

Emai | : dromasca@ ucent.com

St even Wl dbusser

I nternational Network Services (INS)
Tel : +1-650-318-1251

Emai | : wal dbusser @ ns. cont'

DESCRI PTI ON

"The M B nodul e for managi ng renote nonitoring device
i mpl enentations for Sw tched Networks"
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-- revision history

REVI SI ON "9812160000Z" -- 16 Dec 1998 ni deni ght
DESCRI PTION "Initial Version, published as RFC 2613."
::={ rmon 22 }
smonM BObj ects OBJECT IDENTIFIER ::= { switchRMON 1 }
dat aSour ceCaps OBJECT | DENTI FI ER :: = {snmonM BObj ects 1}
snonSt at s OBJECT | DENTI FI ER :: = {snmonM BObj ects 2}
port CopyConfi g OBJECT | DENTI FI ER ::= {snmonM BObj ects 3}

snonRegi strationPoints OBJECT | DENTI FIER ::= {snonM BObj ects 4}

-- Textual Conventions

SnonDat aSour ce .= TEXTUAL- CONVENTI ON
STATUS current
DESCRI PTI ON

"Identifies the source of the data that the associated function
is configured to anal yze. This Textual Convention

ext ends the DataSource Textual Convention defined by RVON 2

to the follow ng data source types

- i flndex.<l>
Dat aSources of this traditional formare called ’port-based
but only if ifType.<I> is not equal to 'propVirtual (53)’.

- snonVI anDat aSour ce. <V>

A dataSource of this formrefers to a ' Packet-based VLAN
and is called a ' VLAN-based’ dataSource. <V> is the VLAN
I D as defined by the | EEE 802. 1Q standard [19]. The
value is between 1 and 4094 inclusive, and it represents
an 802.1Q VLAN-I1D with gl obal scope within a given

bri dged donain, as defined by [19].

- ent Physi cal Entry. <N>
A dataSource of this formrefers to a physical entity within
the agent (e.g. entPhysical Cass = backplane(4)) and is called
an 'entity-based dataSource."

SYNTAX OBJECT | DENTI FI ER

-- The snonCapabilities object describes SMON agent capabilities.
snonCapabi lities OBJECT- TYPE

SYNTAX BI TS {
snonVl anSt at s(0),
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snonPrioStats(1),
dat aSour ce( 2),
snonUnusedBi t ( 3),
port Copy(4)

}

MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"An indication of the SMON M B groups supported
by this agent."
::={ probeConfig 15}

-- dataSourceCaps M B group - defines SMON data source and port
-- copy capabilities for devices supporting SMON

-- A NMVS application will check this MB group and retrieve
-- information about the SMON capabilities of the device before
-- applying SMON control operations to the device.

-- dataSour ceCapsTabl e: defines capabilities of RMON data sources

dat aSour ceCapsTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF Dat aSour ceCapsEntry
MAX- ACCESS not-accessi bl e

STATUS current

DESCRI PTI ON

"This tabl e describes RMON data sources and port copy
capabilities. An NM5 MAY use this table to discover the
identity and attributes of the data sources on a given agent
i mpl enentation. Sinlar to the probeCapabilities object,
actual rowcreation operations will succeed or fail based on
the resources avail abl e and paraneter val ues used in each
row creation operation.

Upon restart of the RMON agent, the dataSourceTable, ifTable,
and perhaps ent Physical Table are initialized for the available
dat aSour ces.

For each dat aSourceCapsEntry representing a VLAN or

ent Physi cal Entry the agent MJST create an associated ifEntry
with a ifType value of 'propVirtual (53)’. This ifEntry will be
used as the actual value in RMON control table dataSource

obj ects. The assigned iflndex value is copied into the

associ at ed dat aSour ceCapsl fl ndex object.

It is understood that dataSources representing VLANs may not
al ways be instantiated i medi ately upon restart, but rather as
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VLAN usage is detected by the agent. The agent SHOULD att enpt
to create dataSource and interface entries for all dataSources
as soon as possible."

::={ dataSourceCaps 1 }

dat aSour ceCapsEntry OBJECT- TYPE

SYNTAX Dat aSour ceCapsEntry
MAX- ACCESS not-accessi bl e
STATUS current

DESCRI PTI ON

"Entries per data source containing descriptions of data
source and port copy capabilities. This table is popul ated by
the SMON agent with one entry for each supported data
source. "

| NDEX { | MPLI ED dat aSour ceCapshj ect }
::={ dataSourceCapsTable 1 }

Dat aSour ceCapsEntry ::= SEQUENCE {
dat aSour ceCapshj ect
SnonDat aSour ce
dat aSour ceRmonCaps
BI TS,
dat aSour ceCopyCaps
BI TS,
dat aSour ceCapsl f | ndex
I nterfacel ndex

}
dat aSour ceCapsCbj ect OBJECT- TYPE
SYNTAX SnonDat aSour ce
MAX- ACCESS not-accessi bl e
STATUS current
DESCRI PTI ON

"Defines an object that can be a SMON data source or a
source or a destination for a port copy operation.”
.. = { dataSourceCapsEntry 1 }

dat aSour ceRmonCaps OBJECT- TYPE
SYNTAX BI TS {
count Err Frames(0),
count Al | GoodFrames(1),
count AnyRnonTabl es(2),
babyG ant sCount AsGood( 3)

}
MAX- ACCESS r ead-onl y

STATUS current
DESCRI PTI ON
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Ceneral attributes of the specified dataSource. Note that
these are static attributes, which SHOULD NOT be adjusted
because of current resources or configuration.

- count Err Frames(0)
The agent sets this bit for the dataSource if errored franes
received on this dataSource can actually be nonitored by the
agent The agent clears this bit if any errored franmes are
not visible to the RMON data coll ector.

- count Al | GoodFr anes(1)
The agent sets this bit for the dataSource if all good
franes received on this dataSource can actually be nonitored
by the agent. The agent clears this bit if any good franes
are not visible for RMON coll ection, e.g., the dataSource is
a non-prom scuous interface or an internal switch interface
whi ch may not receive franmes which were switched in hardware
or dropped by the bridge forwardi ng function.

- count AnyRmonTabl es( 2)
The agent sets this bit if this dataSource can actually be
used in any of the inplenmented RMON tabl es, resources
notw t hst andi ng. The agent clears this bit if this
dat aSour ceCapsEntry is present sinply to identify a
dat aSource that may only be used as port CopySource and/or a
port CopyDest, but not the source of an actual RMON data
col I ection.

- babyG ant sCount AsGood( 3)
The agent sets this bit if it can distinguish, for counting
pur poses, between true giant franmes and frames that exceed
Et hernet maxi num frame size 1518 due to VLAN tagging (' baby
giants'). Specifically, this BIT means that franes up to
1522 octets are counted as good.

Agents not capabl e of detecting 'baby giants’ will clear
this bit and will view all frames |less than or equal to 1518
octets as 'good frames’ and all frames |arger than 1518
octets as 'bad frames’ for the purpose of counting in the
snonVl anl dSt ats and snonPrioStats tables.

Agents capabl e of detecting 'baby giants’ SHALL consi der
them as 'good frames’ for the purpose of counting in the
snonVl anl dStats and snonPrioStats tables.”

::= { dataSourceCapsEntry 2 }

dat aSour ceCopyCaps OBJECT- TYPE

Wat erman, et al. St andards Track [ Page 17]



RFC 2613 SMON M B June 1999

SYNTAX BI TS {
copySour cePort (0),
copyDest Port (1),
copySrcTxTraffic(2),
copySrcRxTraffic(3),
count Dest Dr opEvent s(4),
copyErr Frames(5),
copyUnal t er edFr anmes(6),
copyAl | GoodFr anes(7)

}
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"Port Copy function capabilities of the specified dataSource.
Note that these are static capabilities, which SHOULD NOT be
adj ust ed because of current resources or configuration.

- copySourcePort (0)
The agent sets this bit if this dataSource is capabl e of
acting as a source of a portCopy operation. The agent clears
this bit otherw se.

- copyDest Port (1)
The agent sets this bit if this dataSource is capabl e of
acting as a destination of a portCopy operation. The agent
clears this bit otherw se

- copySrcTxTraffic(2)
If the copySourcePort bit is set:

The agent sets this bit if this dataSource is capabl e of
copying frames transnmitted out this portCopy source. The
agent clears this bit otherwise. This function is needed
to support full-duplex ports.

El se:
this bit SHOULD be cl eared

- copySrcRxTraffic(3)

If the copySourcePort bit is set:
The agent sets this bit if this dataSource is capabl e of
copying frames received on this portCopy source. The agent
clears this bit otherwise. This function is needed to
support full-duplex ports.

El se:
this bit SHOULD be cl eared

- count Dest DropEvent s(4)

If the copyDestPort bit is set:
The agent sets this bit if it is capable of increnmenting
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port CopyDest Dr opEvents, when this dataSource is the
target of a portCopy operation and a frane destined to

this dataSource is dropped (for RMON counting purposes).
El se:

this BIT SHOULD be cl eared

- copyErr Franes(5)
If the copySourcePort bit is set:
The agent sets this bit if it is capable of copying all
errored frames fromthis portCopy source-port, for
errored frames received on this dataSource
El se:
this BIT SHOULD be cl eared

- copyUnal t er edFr anmes( 6)
If the copySourcePort bit is set:
The agent sets the copyUnalteredFranmes bit If it is
capabl e of copying all franes fromthis port Copy
source-port without alteration in any way;
El se:
this bit SHOULD be cl eared

- copyAl | GoodFranes(7)

If the copySourcePort bit is set:
The agent sets this bit for the dataSource if all good
franes received on this dataSource are nornally capabl e
of being copied by the agent. The agent clears this bit
if any good franes are not visible for the RVMON port Copy
operation, e.g., the dataSource is a non-prom scuous
interface or an internal switch interface which may not
receive franmes which were switched in hardware or
dropped by the bridge forwardi ng function

El se:
this bit SHOULD be cl eared."

.. = { dataSourceCapsEntry 3 }

dat aSour ceCapsl f | ndex OBJECT- TYPE

SYNTAX I nt erfacel ndex
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON

"This object contains the iflndex value of the ifEntry
associated with this snonDat aSource. The agent MJST create

"propVirtual’ ifEntries for each dataSourceCapsEntry of type
VLAN or entPhysical Entry. "

::= { dataSourceCapsEntry 4 }
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-- The SMON Statistics MB G oup

-- aggregated statistics for | EEE 802. 1Q VLAN envi ronments.

-- VLAN statistics can be gathered by configuring snonVl anl dSt ats
-- and/or snonPrioStats collections. These functions allow a

-- VLAN-ID or user priority distributions per dataSource,

-- auto-popul ated by the agent in a manner simlar to the RVON

-- host Tabl e.

-- Only good franmes are counted in the tables described in this
-- section.

-- VLAN ID Stats

-- snonVl anSt at sControl Tabl e all ows configuration of VLAN-ID
-- collections.

snonVl anSt at sCont r ol Tabl e OBJECT- TYPE

SYNTAX SEQUENCE COF SnmonVl anSt at sControl Entry
MAX- ACCESS not-accessi bl e

STATUS current

DESCRI PTI ON

"Controls the setup of VLAN statistics tables.

The statistics collected represent a distribution based on
the I EEE 802.1Q VLAN-ID (VI D), for each good frane attri buted
to the data source for the collection.”

::={ snonStats 1 }

smonVl anSt at sCont rol Entry OBJECT- TYPE

SYNTAX SmonVl anSt at sCont rol Entry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

"A conceptual row in the snonVl anSt at sControl Tabl e. "
I NDEX { snonVI anSt at sControl | ndex }
::={ smonVl anStatsControl Table 1 }

SnonVl anSt at sControl Entry ::= SEQUENCE {
snonVl anSt at sCont r ol | ndex I nt eger 32,
snmonVIl anSt at sCont r ol Dat aSour ce Dat aSour ce,
snmonVl anSt at sCont rol Creat eTi ne Last Creat eTi ne,
smonVl anSt at sCont r ol Oaner Onner Stri ng,
snmonVl anSt at sCont r ol St at us RowsSt at us
}
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snmonVl anSt at sControl | ndex OBJECT- TYPE

SYNTAX I nteger32 (1..65535)
MAX- ACCESS not-accessi bl e
STATUS current

DESCRI PTI ON

"A unique arbitrary index for this snonVl anStatsControl Entry. "
::={ smonVlanStatsControl Entry 1 }

snmonVl anSt at sCont r ol Dat aSour ce OBJECT- TYPE

SYNTAX Dat aSour ce
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"The source of data for this set of VLAN statistics.

This object MAY NOT be nodified if the associated
snonVl anSt at sControl Status object is equal to active(l)."
;.= { snmonVl anStatsControl Entry 2 }

smonVl anSt at sCont r ol Creat eTi me OBJECT- TYPE

SYNTAX Last Creat eTi ne

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"The val ue of sysUpTine when this control entry was | ast
activated. This object allows to a nanagenent station to
detect deletion and recreation cycles between polls."

::={ smonVl anStatsControl Entry 3 }

snmonVl anSt at sCont r ol Omer OBJECT- TYPE

SYNTAX Onner String
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"Admi ni stratively assigned named of the owner of this entry.
It usually defines the entity that created this entry and is
therefore using the resources assigned to it, though there is
no enforcenent nechani sm nor assurance that rows created are
ever used."

::={ smonVl anStatsControl Entry 4 }

snmonVl anSt at sCont r ol St at us OBJECT- TYPE

SYNTAX RowsSt at us
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"The status of this row.
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An entry MAY NOT exist in the active state unless all
objects in the entry have an appropriate val ue.
If this object is not equal to active(l), all associated
entries in the snonVl anl dSt at sTabl e SHALL be del eted.”
::={ smonVl anStatsControl Entry 5 }
-- The VLAN Statistics Table

snmonVl anl dSt at sTabl e  OBJECT- TYPE

SYNTAX SEQUENCE OF SnonVl anl dSt at seEntry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

"Contains the VLAN statistics data.

The statistics collected represent a distribution based
on the I EEE 802.1Q VLAN-ID (VID), for each good frane
attributed to the data source for the collection.

This function applies the same rules for attributing franmes
to VLAN based col |l ections. RMON VLAN statistics are collected
after the Ingress Rules defined in section 3.13 of the VLAN
Specification [20] are applied.

It is possible that entries in this table will be
gar bage-col | ected, based on agent resources, and VLAN
configuration. Agents are encouraged to support all 4094
i ndex val ues and not garbage collect this table."

::={ snonStats 2 }

snonVl anl dSt at sentry  OBJECT- TYPE
SYNTAX SmonVl anl dSt at sEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"A conceptual row in snonVlanl dStatsTable."
I NDEX { snonVl anSt at sControl | ndex, snonVlanldStatsld }
o= { snmonVl anl dStatsTable 1 }

SnonVl anl dSt at sEntry :: = SEQUENCE {
snonVl anl dSt at sl d I nt eger 32,
snonVl anl dSt at sTot al Pkt s Count er 32,
snmonVl anl dSt at sTot al Over f | owPkt s Count er 32,
snonVl anl dSt at sTot al HCPkt s Count er 64,
snmonVl anl dSt at sTot al Cctet s Count er 32,
snmonVI anl dSt at sTot al Over fl owCct et s Count er 32,
snmonVl anl dSt at sTot al HCCct et s Count er 64,
snonVl anl dSt at sNUcast Pkt s Count er 32,
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smonVl anl dSt at sNUcast Over f | owPkt s Count er 32,

snonVI anl dSt at sNUcast HCPkt s Count er 64,

snonVI anl dSt at sNUcast Cct et s Count er 32,

snonVIl anl dSt at sNUcast Over fl owCct et s Count er 32,

snonVl anl dSt at sNUcast HCCct et s Count er 64,

smonVl anl dSt at sCr eat eTi ne Last Creat eTi ne

}
snonVl anl dSt at sl d OBJECT- TYPE

SYNTAX I nteger32 (1..4094)

MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON
"The unique identifier of the VLAN nonitored for

this specific statistics collection.

Tagged packets match the VID for the range between 1 and 4094.
An external RMON probe MAY detect VID=0 on an Inter Switch
Li nk, in which case the packet belongs to a VLAN determ ned by
the PVID of the ingress port. The VLAN to which such a packet
bel ongs can be determ ned only by a RMON probe internal to the
switch."

REFERENCE

"Draft Standard for Virtual Bridged Local Area NetworKks,
P802. 1Q D10, chapter 3.13"
o= { snmonVl anl dStatsEntry 1 }

snonVI anl dSt at sTot al Pkt s OBJECT- TYPE
SYNTAX Count er 32
UNI TS "packets"
MAX- ACCESS r ead- onl y
STATUS current
DESCRI PTI ON
"The total nunber of packets counted on this VLAN "
::={ smonVlanldStatsEntry 2 }

snonVl anl dSt at sTot al Over f | owPkt s OBJECT- TYPE
SYNTAX Count er 32
UNI TS "packets"
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The nunber of tines the associ ated snonVl anl dSt at sTot al Pkt s
counter has overfl owed."
::={ smonVlanl dStatsEntry 3 }

snmonVI anl dSt at sTot al HCPkt s OBJECT- TYPE
SYNTAX Count er 64
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UNI TS "packets"
MAX- ACCESS r ead-only
STATUS current
DESCRI PTI ON
"The total nunber of packets counted on this VLAN. "
;.= { smonVlanldStatsEntry 4 }

snmonVl anl dSt at sTot al Oct et s OBJECT- TYPE
SYNTAX Count er 32
UNI TS "octets”
MAX- ACCESS r ead-only
STATUS current
DESCRI PTI ON
"The total nunber of octets counted on this VLAN. "
::={ smonVlanl dStatsEntry 5 }

snmonVI anl dSt at sTot al Over fl owCct et s OBJECT- TYPE
SYNTAX Count er 32
UNI TS "octets”
MAX- ACCESS r ead-only
STATUS current
DESCRI PTI ON

1999

"The nunber of tinmes the associ ated snonVl anl dSt at sTot al Cctets

counter has overflowed."
::={ smonVlanl dStatsEntry 6 }

snmonVl anl dSt at sTot al HCCOct et s OBJECT- TYPE

SYNTAX Count er 64

UNI TS "octets”

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON

"The total nunber of octets counted on this VLAN. "

::={ smonVlanl dStatsEntry 7 }

smonVl anl dSt at sNUcast Pkt s OBJECT- TYPE
SYNTAX Count er 32
UNI TS "packets"
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The total nunber of non-unicast packets counted on this
VLAN. "
::={ smonVlanl dStatsEntry 8 }

snmonVI anl dSt at sNUcast Over f | owPkt s OBJECT- TYPE
SYNTAX Count er 32
UNI TS "packets"
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MAX- ACCESS r ead- onl y
STATUS current
DESCRI PTI ON
"The nunber of tinmes the associ ated snonVl anl dSt at sNUcast Pkt s
counter has overflowed."
;.= { smonVlanl dStatsEntry 9 }

smonVl anl dSt at sNUcast HCPkt s OBJECT- TYPE
SYNTAX Count er 64
UNI TS "packets"
MAX- ACCESS r ead-only
STATUS current
DESCRI PTI ON
"The total nunber of non-unicast packets counted on
this VLAN. "
::={ snmonVlanldStatsEntry 10 }

snmonVl anl dSt at sNUcast Cct et s OBJECT- TYPE
SYNTAX Count er 32
UNI TS "octets”
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The total nunber of non-unicast octets counted on
this VLAN. "
.= { smonVl anl dStatsEntry 11 }

snmonVI anl dSt at sNUcast Over f| owCct et s OBJECT- TYPE
SYNTAX Count er 32
UNI TS "octets”
MAX- ACCESS r ead- onl y
STATUS current
DESCRI PTI ON
"The nunber of tinmes the associ ated
snmonVl anl dSt at sNUcast Cct et s counter has overfl owed. "
::={ smonVlanldStatsEntry 12 }

snmonVl anl dSt at sNUcast HCOct et s OBJECT- TYPE
SYNTAX Count er 64
UNI TS "octets”
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The total nunber of Non-unicast octets counted on
this VLAN. "
::={ smonVlanldStatsEntry 13 }

snonVl anl dSt at sCreat eTi ne OBJECT- TYPE
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SYNTAX Last Creat eTi ne

MAX- ACCESS r ead-only

STATUS current

DESCRI PTI ON
"The val ue of sysUpTinme when this entry was | ast
activated. This object allows to a nanagenent station to
detect deletion and recreation cycles between polls."

::={ smonVlanl dStatsEntry 14 }

-- snonPri oSt at sContr ol Tabl e

snonPri oSt at sCont r ol Tabl e OBJECT- TYPE

SYNTAX SEQUENCE OF SnonPri oStatsControl Entry
MAX- ACCESS not-accessi bl e

STATUS current

DESCRI PTI ON

"Controls the setup of priority statistics tables.

The snmonPrioStatsControl Tabl e all ows configuration of

col l ections based on the value of the 3-bit user priority
field encoded in the Tag Control Information (TCl) field
according to [19],]20].

Note that this table nerely reports priority as encoded in
the VLAN headers, not the priority (if any) given to the
frame for the actual swi tching purposes.”

::={ snonStats 3 }

snmonPri oSt at sControl Entry OBJECT- TYPE

SYNTAX SnonPri oStat sControl Entry
MAX- ACCESS not-accessi bl e

STATUS current

DESCRI PTI ON

"A conceptual row in the snmonPri oStatsControl Table."
I NDEX { snonPri oSt atsControl | ndex }
::={ snmonPrioStatsControl Table 1 }

SnonPrioStatsControl Entry ::= SEQUENCE {
snonPri oSt at sCont r ol | ndex I nt eger 32,
snonPri oSt at sCont r ol Dat aSour ce Dat aSour ce,
snonPri oSt at sControl Creat eTi ne Last Creat eTi ne,
snmonPri oSt at sCont r ol Oaner Onner Stri ng,
snmonPri oSt at sControl St at us RowsSt at us
}

snonPri oSt at sControl | ndex OBJECT- TYPE
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SYNTAX I nteger32 (1..65535)
MAX- ACCESS not-accessi bl e
STATUS current

DESCRI PTI ON

"A unique arbitrary index for this snmonPrioStatsControl Entry."
::={ snmonPrioStatsControl Entry 1 }

snonPri oSt at sCont r ol Dat aSour ce OBJECT- TYPE

SYNTAX Dat aSour ce
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"The source of data for this set of VLAN statistics.

Thi s object MAY NOT be nodified if the associated
snonPri oStatsControl Status object is equal to active(l)."
::={ snmonPrioStatsControl Entry 2 }

smonPri oSt at sCont r ol Creat eTi me OBJECT- TYPE
SYNTAX Last Creat eTi ne
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The val ue of sysUpTine when this entry was created.
This object allows to a nanagenent station to
detect deletion and recreation cycles between polls."

::={ snmonPrioStatsControl Entry 3 }

snonPri oSt at sCont r ol Omer OBJECT- TYPE

SYNTAX Owner String
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"Admi ni stratively assigned nanmed of the owner of this entry.
It usually defines the entity that created this entry and is
therefore using the resources assigned to it, though there is
no enforcenent nechani sm nor assurance that rows created are
ever used."
::={ snmonPrioStatsControl Entry 4 }

snonPri oSt at sContr ol St at us OBJECT- TYPE

SYNTAX RowsSt at us
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"The status of this row

Wat erman, et al. St andards Track [ Page 27]



RFC 2613 SMON M B June 1999
An entry MAY NOT exist in the active state unless all
objects in the entry have an appropriate val ue.
If this object is not equal to active(l), all associated
entries in the snonPrioStatsTabl e SHALL be del eted.”
::={ snmonPrioStatsControl Entry 5 }
-- The Priority Statistics Table

snmonPri oSt at sTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF SnonPri oSt at sEntry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

"Contains the priority statistics. The collections are based
on the value of the 3-bit user priority field encoded in the
Tag Control Information (TCl) field according to [19], [20].
Note that this table nerely reports priority as encoded in
the VLAN headers, not the priority (if any) given to the
frane for the actual swi tching purposes.

No garbage collection is designed for this table, as there
al ways are at nost eight rows per statistical set, and the
| ow nenory requirenents do not justify the inplenentation of
such a nechanism"

::={ snonStats 4 }

snonPrioStatsEntry OBJECT- TYPE
SYNTAX SnonPri oStatsEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"A conceptual row in snonPrioStatsTable."
I NDEX { snonPri oSt at sControl | ndex, smonPrioStatsld }
::={ snmonPrioStatsTable 1 }

SnonPrioStatsEntry ::= SEQUENCE {
smonPri oSt at sl d I nt eger 32,
snmonPri oSt at sPkt s Count er 32,
snmonPri oSt at sOver f | owPkt s Count er 32,
snmonPri oSt at sHCPkt s Count er 64,
snonPri oSt at sCctets Count er 32,
snonPri oSt at sOverfl owCctet s Count er 32,
snmonPri oSt at sHCCct et s Count er 64

}

smonPri oSt atsld OBJECT- TYPE
SYNTAX Integer32 (0..7)
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MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"The unique identifier of the priority level nonitored for
this specific statistics collection.”
REFERENCE
" Draft Standard for Virtual Bridged Local Area Networks,
P802. 1Q D10, chapter 4.3.2.1"
::={ snmonPrioStatsEntry 1}

snonPri oSt at sPkt s OBJECT- TYPE
SYNTAX Count er 32
UNI TS "packets"
MAX- ACCESS r ead-only
STATUS current
DESCRI PTI ON
"The total nunber of packets counted on
this priority level."
::={ snmonPrioStatsEntry 2 }

snmonPri oSt at sOver f | owPkt s OBJECT- TYPE
SYNTAX Count er 32
UNI TS "packets"
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The nunber of tines the associ ated snonPri oSt at sPkts
counter has overfl owed."
::={ snmonPrioStatsEntry 3 }

smonPri oSt at sHCPkt s OBJECT- TYPE
SYNTAX Count er 64
UNI TS "packets"
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The total nunber of packets counted on
this priority level."
::={ snmonPrioStatsEntry 4 }

snmonPri oSt at sCct ets OBJECT- TYPE
SYNTAX Count er 32
UNI TS "octets”
MAX- ACCESS r ead-only
STATUS current
DESCRI PTI ON
"The total nunber of octets counted on
this priority level."
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::={ snmonPrioStatsEntry 5 }

snmonPri oSt at sOver fl owCOct ets OBJECT- TYPE
SYNTAX Count er 32
UNI TS "octets”
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The nunber of tines the associ ated snonPrioStatsCctets

counter has overfl owed."

::={ snmonPrioStatsEntry 6 }

snonPri oSt at sHCOct et s OBJECT- TYPE
SYNTAX Count er 64
UNI TS "octets”
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The total nunber of octets counted on

this priority level."

::={ snonPrioStatsEntry 7 }

port CopyTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF Port CopyEntry
MAX- ACCESS not-accessi bl e

STATUS current

DESCRI PTI ON

Wt er nan,

Port Copy provides the ability to copy all frames froma
specified source to specified destination within a swtch.
Source and destinations MJST be ifEntries, as defined by [22].
One to one, one to many, many to one and many to many source to
destination relationships nmay be confi gured.

Appl i cabl e counters on the destination will increnment for all
packets transiting the port, be it by normal bridgi ng/swtching
or due to packet copy.

Note that this table nmanages no RMON data collection by itself,
and an agent may possibly inplement no RMON objects except
objects related to the port copy operation defined by the

port CopyConpl i ance confornmance nmacro. That allows for a switch
with no other enbedded RMON capability to perform port copy
operations to a destination port at which a different external
RVMON probe is connect ed.

One to one, nmany to one and one to nany source to destination
rel ati onshi ps may be confi gured.
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Each row that exists in this table defines such a
relationship. By disabling a rowin this table the port copy
rel ati onship no | onger exists.

The nunber of entries and the types of port copies (1-1
many-1, 1-nany) are inplenentation specific and could
possi bly be dynam c due to changing resource availability.

In order to configure a source to destination port Copy

rel ati onship, both source and destination interfaces MIJST be
present as an ifEntry in the ifTable and their respective

i f Adm nStatus and ifOper Status val ues MJUST be equal to
"up(1)’. If the value of any of those two objects changes
after the portCopyEntry is activated, portCopyStatus will
transition to ' not Ready(3)’.

The capability of an interface to be source or destination of
a port copy operation is described by the 'copySourcePort(0)’
and 'copyDestPort (1)’ bits in dataSourceCopyCaps. Those bits
SHOULD be appropriately set by the agent, in order to allow

for a portCopyEntry to be created.

Appl i cabl e counters on the destination will increnment for al
packets transmtted, be it by normal bridging/swtching or
due to packet copy."

::={ portCopyConfig 1}

port CopyEntry OBJECT- TYPE

SYNTAX Por t CopyEntry
MAX- ACCESS not -accessi bl e
STATUS current

DESCRI PTI ON

"Describes a particular port copy entry."
| NDEX { port CopySource, port CopyDest }
::={ portCopyTable 1}

Port CopyEntry ::= SEQUENCE {
por t CopySour ce
I nt erfacel ndex,
por t CopyDest
I nterfacel ndex,
port CopyDest Dr opEvent s
Count er 32,
port CopyDirection
| NTEGER,
port CopySt at us
RowSt at us
}
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port CopySource OBJECT- TYPE

SYNTAX I nt er f acel ndex
MAX- ACCESS not - accessi bl e
STATUS current

DESCRI PTI ON

"The iflndex of the source which will have all packets
redirected to the destination as defined by port CopyDest."
::={ portCopyEntry 1 }

port CopyDest OBJECT- TYPE

SYNTAX I nt er f acel ndex
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"Defines the iflndex destination for the copy operation."”
::={ portCopyEntry 2}

port CopyDest Dr opEvent s OBJECT- TYPE
SYNTAX Count er 32
UNI TS "events”
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"The total nunber of events in which port copy packets were
dropped by the switch at the destination port due to | ack of
resour ces

Note that this nunber is not necessarily the nunber of
packets dropped; it is just the nunmber of times this
condi tion has been detected.

A single dropped event counter is maintained for each

port CopyDest. Thus all instances associated with a given
port CopyDest will have the same port CopyDest Dr opEvent s
val ue. "

::={ portCopyEntry 3}

port CopyDirecti on OBJECT- TYPE
SYNTAX | NTEGER {
copyRxOnl y(1),
copyTxOnl y(2),
copyBot h(3)

}
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
"This object affects the way traffic is copied froma swtch
source port, for the indicated port copy operation
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If this object has the value ’'copyRxOnly(1)’', then only
traffic received on the indicated source port will be copied
to the indicated destination port.

If this object has the value ’'copyTxOnly(2)', then only
traffic transmtted out the indicated source port will be
copied to the indicated destination port.

If this object has the value 'copyBoth(3)', then all traffic
received or transmtted on the indicated source port will be
copied to the indicated destination port.

The creation and del etion of instances of this object is
controll ed by the port CopyRowSt atus object. Note that there
is no guarantee that changes in the value of this object
performed while the associ ated port CopyRowSt at us object is
equal to active will not cause traffic discontinuities in the
packet stream"

DEFVAL { copyBoth }

::={ portCopyEntry 4 }

port CopySt at us OBJECT- TYPE

SYNTAX RowSt at us
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"Defines the status of the port copy entry.

In order to configure a source to destination port Copy

rel ati onship, both source and destination interfaces MJST be
present as an ifEntry in the ifTable and their respective

i f Adm nStatus and ifOper Status val ues MIST be equal to
"up(l)’. If the value of any of those two objects changes
after the portCopyEntry is activated, portCopyStatus will
transition to ’'notReady(3)’.

The capability of an interface to be source or destination of
a port copy operation is described by the 'copySourcePort(0)’
and 'copyDestPort (1)’ bits in dataSourceCopyCaps. Those bits
SHOULD be appropriately set by the agent, in order to all ow
for a portCopyEntry to be created.”

::={ portCopyEntry 5 }

-- snonRegi strationPoints
-- defines a set of ODs for registration purposes of entities
-- supported by the SMON M B.

snonVI anDat aSour ce
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OBJECT I DENTI FIER ::= { snonRegistrationPoints 1}

-- Defined for use as an SnonDat aSource. A single integer paraneter
-- is appended to the end of this O D when actually encountered in
-- the dataSourceCapsTabl e, which represents a positive, non-zero
-- VLAN identifier val ue.

-- Confornmance Macros

snonM BConpl i ances OBJECT I DENTI FI ER ::= { rnonConformance 3}
snonM BG oups OBJECT I DENTI FI ER :: = { rnonConformance 4}
snonM BConpl i ance MODUL E- COMPLI ANCE

STATUS current

DESCRI PTI ON

"Describes the requirenents for full conformance with the SMON

M B"

MODULE -- this nodule

MANDATORY- GROUPS {dat aSour ceCapsGroup,

snonVl anSt at sGroup,
snonPri oSt at sGroup,
port CopyConfi gG&G oup,
snonl nf or mat i onG oup}

GROUP snonHcTo100mbGr oup

DESCRI PTI ON

"This group of VLAN statistics counter are nandatory only for
those network interfaces for which the correspondi ng if Speed
can be greater than 10MB/ sec and | ess than or equal to
100MB/ sec. "

GROUP snonHc100nbPl usGr oup

DESCRI PTI ON

"This group of VLAN statistics counters are mandatory only for
those network interfaces for which the corresponding if Speed
can be nore than 100MB/sec. This group of VLAN statistics is
al so mandatory for snonDat aSources of type VLAN or

ent Physi cal Entry. "

::={ snmonM BConpliances 1 }

snmonM BVI anSt at sConpl i ance MODUL E- COVPLI ANCE
STATUS current
DESCRI PTI ON

"Describes the requirenents for confornmance with the SMON M B
wi th support for VLAN Statistics. Mandatory for a SMON probe
in environnent where | EEE 802.1Q bridging is inplenmented."”
MODULE -- this nodule
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MANDATORY- GROUPS {dat aSour ceCapsGr oup,
snonVl anSt at sGroup,
snonl nf or mat i onG- oup}

GROUP hcVl anTo100mb G oup

DESCRI PTI ON

"This group of VLAN statistics counter are nandatory only

for those network interfaces for which the corresponding
i f Speed can be up to and including 100MB/ sec. "

GROUP hcVl an100mbPl usG oup

DESCRI PTI ON

"This group of VLAN statistics counters are nmandatory only for
those network interfaces for which the correspondi ng if Speed
is greater than 100MB/sec. This group of VLAN statistics is
al so mandatory for snonDat aSources of type VLAN or

ent Physi cal Entry. "

::= { snmonM BConpliances 2 }

snonM BPri oSt at sConpl i ance MODUL E- COMPLI ANCE
STATUS current
DESCRI PTI ON

"Describes the requirenents for confornmance with the SMON M B
with support for priority level Statistics. Mandatory for a
SMON probe in a environment where | EEE 802. 1p
priority-switching is inplenented.”

MODULE -- this nodul e

MANDATORY- GROUPS {dat aSour ceCapsG oup,

snonPri oSt at sG oup,
snonl nf or mat i onGr oup}

GROUP hcPri oTo100mbG oup

DESCRI PTI ON

"This group of VLAN priority statistics counters are nandatory
only for those network interfaces for which the correspondi ng
i f Speed can be up to and including 100MB/ sec. "

GROUP hcPri 0100nmbPl usGr oup

DESCRI PTI ON

"This group is mandatory only for those network
interfaces for which the corresponding ifSpeed is greater
than 100MB/ sec. This group of VLAN priority

statistics is also mandatory for snonDataSources of type
VLAN or ent Physical Entry"

::={ snmonM BConpl i ances 3 }

port CopyConpl i ance MODUL E- COVPLI ANCE
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STATUS current
DESCRI PTI ON
"Describes the requirenents for confornmance with the port copy
functionality defined by the SMON M B"
MODULE -- this nodule
MANDATORY- GROUPS {dat aSour ceCapsG oup,
port CopyConfi gG oup,
snonl nf or mat i onGr oup}

::={ snmonM BConpl i ances 4}

dat aSour ceCapsG oup OBJECT- GROUP
OBJECTS { dat aSour ceRmonCaps,
dat aSour ceCopyCaps,
dat aSour ceCapsl f | ndex}
STATUS current
DESCRI PTI ON
"Defines the objects that describe the capabilities of RMON
data sources."
::= {smonM BG oups 1 }

snonVl anSt at sG oup OBJECT- GROUP
OBJECTS { snonVl anSt at sCont r ol Dat aSour ce,
snmonVl anSt at sCont r ol Creat eTi ne,
snonVl anSt at sCont r ol Oaner,
snmonVl anSt at sCont r ol St at us,
snmonVl anl dSt at sTot al Pkt s,
snmonVI anl dSt at sTot al Cctet s,
snmonVI anl dSt at sNUcast Pkt s,
snonVl anl dSt at sCr eat eTi ne}
STATUS current
DESCRI PTI ON
"Defines the switch nonitoring specific statistics - per VLAN
Id on interfaces of 10MB or | ess."
::={ smonM BG oups 2 }

snonPri oSt at sGroup OBJECT- GROUP

OBJECTS { smonPri oSt at sCont r ol Dat aSour ce,
snmonPri oSt at sCont rol Creat eTi ne,
snmonPri oSt at sCont r ol Omner,
snmonPri oSt at sCont r ol St at us,
snmonPri oSt at sPkt s,
snonPri oSt at sCct et s}

STATUS current

DESCRI PTI ON

"Defines the switch nonitoring specific statistics - per VLAN

Id on interface."
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::={ smonM BG oups 3}

snonHcTo100mbGr oup OBJECT- GROUP
OBJECTS { snonVl anl dSt at sTot al Over fl owCct et s,
snonVI anl dSt at sTot al HCCct et s,
smonPri oSt at sOver f | owCct et s,
snonPri oSt at sHCCct et s}
STATUS current
DESCRI PTI ON
"Defines the additional high capacity statistics needed to be
kept on interfaces with ifSpeed greater than 10MB/ sec and
| ess than or equal to 100MB/ sec."
::={ smonM BG oups 4 }

snonHc100nbPl usGr oup OBJECT- GROUP
OBJECTS { snonVI anl dSt at sTot al Over f | owPkt s,
snonVI anl dSt at sTot al HCPkt s,
smonVl anl dSt at sTot al Overfl owCct et s,
smonVl anl dSt at sTot al HCCct et s,
snonVI anl dSt at sNUcast Over f | owPkt s,
snonVI anl dSt at sNUcast HCPkt s,
snonPri oSt at sOver f| owPkt s,
snonPri oSt at sHCPkt s,
smonPri oSt at sOver f | owCct et s,
snonPri oSt at sHCCct et s}
STATUS current
DESCRI PTI ON
"Defines the additional high capacity statistics needed to be
kept on interfaces with ifSpeed of nore than 100MB/ sec. These
statistics MJST al so be kept on snonDat aSources of type VLAN
or ent Physical Entry. "
::={ smonM BG oups 5 }

hcVl anTo100mb G oup OBJECT- GROUP
OBJECTS { snonVl anl dSt at sTot al Over fl owCct et s,
snonVl anl dSt at sTot al HCOct et s}
STATUS current
DESCRI PTI ON

"Defines the additional high capacity VLAN statistics
needed to be kept on interfaces with ifSpeed greater than
10MB/ sec and | ess than or equal to 100MB/sec.”

::={ snmonM BG oups 6 }

hcVl an100nmbPl usGr oup OBJECT- GROUP
OBJECTS { snonVI anl dSt at sTot al Over f | owPkt s,
snmonVI anl dSt at sTot al HCPkt s,
snmonVI anl dSt at sTot al Over fl owCct et s,
snonVl anl dSt at sTot al HCCct et s,
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smonVl anl dSt at sNUcast Over f | owPkt s,
snonVI anl dSt at sNUcast HCPkt s}
STATUS current
DESCRI PTI ON
"Defines the additional high capacity VLAN statistics
needed to be kept on interfaces with ifSpeed of nore than
100MB/ sec. These statistics MJIST al so be kept on
snmonDat aSour ces of type VLAN or entPhysical Entry."
::={ smonM BG oups 7 }

hcPri oTo100mbG oup OBJECT- GROUP
OBJECTS { snonPrioStatsOverfl owCctets,
snonPri oSt at sHCCct et s }
STATUS current
DESCRI PTI ON

"Defines the additional high capacity VLAN priority
statistics needed to be kept on interfaces with
i f Speed of greater than 10MB/ sec and | ess than or equal
to 100MB/ sec. "

::={ snmonM BG oups 8 }

hcPri 0100mbPl usG oup OBJECT- GROUP
OBJECTS { snonPrioStatsOverfl owPkts,
smonPri oSt at sHCPkt s,
smonPri oSt at sOver f | owCct et s,
snonPri oSt at sHCCct et s}
STATUS current
DESCRI PTI ON
"Defines the additional high capacity VLAN priority
statistics needed to be kept on interfaces with
i f Speed of greater than 100MB/ sec. These statistics MJST
al so be kept on snonDat aSources of type VLAN or
ent Physi cal Entry. "
::={ smonM BG oups 9 }

snmonVI anSt at sExt Group OBJECT- GROUP
OBJECTS {snmonVI anl dSt at sNUcast Cct et s,
snonVI anl dSt at sNUcast Over f | owCct et s,
snonVI anl dSt at sNUcast HCCOct et s}
STATUS current
DESCRI PTI ON
"Defines the switch nonitoring specific statistics for systens
capabl e of counting non-unicast octets for a given dataSource
(as described in the dataSourceRmonCaps object).”
::={ snmonM BG oups 10 }

snonl nf or mati onG oup OBJECT- GROUP
OBJECTS { snonCapabilities }
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STATUS current
DESCRI PTI ON
"An indication of the SMON capabilities supported by this
agent . "
::={ snmonM BG oups 11 }

port CopyConfi gG& oup OBJECT- GROUP
OBJECTS { port CopyDest Dr opEvent s,
port CopyDi recti on,
port CopySt at us

STATUS current

DESCRI PTI ON

"Defines the control objects for copy port operations."
::={ smonM BG oups 12 }

END
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m ght or might not be available; neither does it represent that it
has made any effort to identify any such rights. [Information on the
| ETF' s procedures with respect to rights in standards-track and
standards-rel ated docunentation can be found in BCP-11. Copi es of
clains of rights nade avail able for publication and any assurances of
licenses to be nade available, or the result of an attenpt nmade to
obtain a general |icense or permission for the use of such
proprietary rights by inplenentors or users of this specification can
be obtained fromthe | ETF Secretari at.

The 1ETF invites any interested party to bring to its attention any
copyrights, patents or patent applications, or other proprietary
rights which nmay cover technol ogy that nay be required to practice
this standard. Please address the infornation to the | ETF Executive
Director.

8. Security Considerations

There are a nunber of nanagenent objects defined in this MB that
have a MAX- ACCESS cl ause of read-wite and/or read-create. Such
obj ects may be considered sensitive or vulnerable in some network
environnments. The support for SET operations in a non-secure

envi ronment w t hout proper protection can have a negative effect on
net wor k operati ons.
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There are a nunber of nanaged objects in this MB that may contain
sensitive informati on. These are:

snonCapabilities
dat aSour ceCapsTabl e
port CopyTabl e

It is thus inportant to control even GET access to these objects and
possibly to even encrypt the val ues of these object when sending them
over the network via SNMP. Not all versions of SNWP provide features
for such a secure environment.

SNWPv1 by itself is not a secure environnent. Even if the network
itself is secure (for exanple by using |IPSec), even then, there is no
control as to who on the secure network is allowed to access and

CET/ SET (read/ change/create/delete) the objects in this MB.

It is RECOWENDED that the inplenentors consider the security
features as provided by the SNMPv3 framework. Specifically, the use
of the User-based Security Mdel RFC 2574 [12] and the Vi ew based
Access Control Mdel RFC 2575 [15] is RECOVMENDED

It is then a custoner/user responsibility to ensure that the SNW
entity giving access to an instance of this MB, is properly
configured to give access to the objects only to those principals
(users) that have legitimate rights to indeed GET or SET

(change/ create/ del ete) them
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