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Abstract

This docunent was originally subnitted as an internet draft in
Novenber of 1997. As one of the docunents predating the formation of
the IETF s Differentiated Services Wrking Goup, nany of the ideas
presented here, in concert with Dave O ark’s subsequent presentation
to the Decenber 1997 neeting of the I ETF Integrated Services Wrking
Group, were key to the work which led to RFCs 2474 and 2475 and the
section on allocation remains a tinely proposal. For this reason, and
to provide a reference, it is being submitted in its original form
The forwarding path portion of this docunment is intended as a record
of where we were at in late 1997 and not as an indication of future
direction.

The postscript version of this docunent includes Cark's slides as an
appendi x. The postscript version of this docunent also includes nany
figures that aid greatly in its readability.

1. Introduction

This docunent presents a differentiated services architecture for the
internet. Dave O ark and Van Jacobson each presented work on
differentiated services at the Munich I ETF neeting [2,3]. Each
expl ai ned how to use one bit of the I P header to deliver a new kind
of service to packets in the internet. These were two very different
kinds of service with quite different policy assunptions. Ensuing

di scussi on has convinced us that both service types have nerit and
that both service types can be inplenented with a set of very sinilar
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mechani snms. W propose an architectural framework that pernmits the
use of both of these service types and exploits their simlarities in
forwardi ng path mechani sms. The major goals of this architecture are
each shared with one or both of those two proposals: keep the
forwardi ng path sinple, push conplexity to the edges of the network
to the extent possible, provide a service that avoids assunptions
about the type of traffic using it, enploy an allocation policy that
will be conpatible with both |ong-termand short-term provisioning,
make it possible for the dominant Internet traffic nodel to remain
best-effort.

The major contributions of this docunment are to present two distinct
service types, a set of general nmechanisns for the forwardi ng path
that can be used to inplenment a range of differentiated services and
to propose a flexible framework for provisioning a differentiated
services network. It is precisely this kind of architecture that is
needed for expedi ent deploynent of differentiated services: we need a
framework and set of primtives that can be inplenented in the
short-term and provi de interoperable services, yet can provide a
"sandbox" for experinentation and el aboration that can lead in tinme
to nore levels of differentiation within each service as needed.

At the risk of bel aboring an anal ogy, we are notivated to provide
services tiers in somewhat the sanme fashion as the airlines do with
first class, business class and coach class. The latter also has
tiering built in due to the various restrictions put on the purchase.
A part of the analogy we want to stress is that best effort traffic,
i ke coach class seats on an airplane, is still expected to make up
the bulk of internet traffic. Business and first class carry a smal
nunber of passengers, but are quite inportant to the econonics of the
airline industry. The various econonic forces and realities conbine
to dictate the relative allocation of the seats and to try to fil

the airplane. W don't expect that differentiated services wll
conprise all the traffic on the internet, but we do expect that new
services will lead to a healthy econom c and service environment.

This docunent is organized into sections describing service
architecture, nechanisns, the bandwi dth allocation architecture, how
this architecture mght interoperate with RSVP/int-serv work, and

gi ves recomendati ons for depl oynment.
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2. Architecture
2.1 Background

The current internet delivers one type of service, best-effort, to
all traffic. A nunber of proposals have been nmade concerning the
addi tion of enhanced services to the Internet. W focus on two
particul ar nmethods of adding a differentiated | evel of service to |IP
each designated by one bit [1,2,3]. These services represent a

radi cal departure fromthe Internet’s traditional service, but they
are also a radical departure fromtraditional "quality of service"
architectures which rely on circuit-based nodels. Both these
proposal s seek to define a single conmon nechanismthat is used by
interior network routers, pushing nost of the conplexity and state of
differentiated services to the network edges. Both use bandw dth as
the resource that is being requested and allocated. dark and

W ocl awski defined an "Assured"” service that foll ows "expected
capacity" usage profiles that are statistically provisioned [3]. The
assurance that the user of such a service receives is that such
traffic is unlikely to be dropped as long as it stays within the
expected capacity profile. The exact meaning of "unlikely" depends on
how wel | provisioned the service is. An Assured service traffic fl ow
may exceed its Profile, but the excess traffic is not given the sane
assurance | evel. Jacobson defined a "Prenmi unl service that is

provi sioned according to peak capacity Profiles that are strictly not
oversubscribed and that is given its own high-priority queue in
routers [2]. A Premiumservice traffic flowis shaped and hard-
limted to its provisioned peak rate and shaped so that bursts are
not injected into the network. Prem um service presents a "virtua
wire" where a flow s bursts may queue at the shaper at the edge of
the network, but thereafter only in proportion to the indegree of
each router. Despite their many sinmilarities, these two approaches
result in fundanentally different services. The forner uses buffer
managenent to provide a "better effort” service while the latter
creates a service with little jitter and queuei ng delay and no need
for queue managenent on the Prem um packets’s queue.

An Assured service was introduced in [3] by dark and Wocl awski ,

t hough we have made sone alterations in its specification for our
architecture. Further refinenments and an "Expected Capacity"
framework are given in Cark and Fang [10]. This framework is
focused on "providing different |evels of best-effort service at
times of network congestion" but also nmentions that it is possible to
have a separate router queue to inplenent a "guaranteed" |evel of
assurance. W believe this framework and our Two-bit architecture
are conpatible but this needs further exploration. As Prem um
service has not been docunented el sewhere, we describe it next and
followthis with a description of the two-bit architecture.
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2.2 Prem um service

In [2], a Premiumservice was presented that is fundanmentally
different fromthe Internet’s current best effort service. This
service is not nmeant to replace best effort but primarily to neet an
energi ng demand for a comercial service that can share the network
with best effort traffic. This is desirable econonically, since the
same network can be used for both kinds of traffic. It is expected
that Premiumtraffic would be allocated a small percentage of the
total network capacity, but that it would be priced rmuch higher. One
use of such a service mght be to create "virtual |eased |ines”
saving the cost of building and naintaining a separate network.
Prenmi um service, not unlike a standard tel ephone line, is a capacity
whi ch the custoner expects to be there when the receiver is lifted,
al though it may, depending on the household, be idle a good deal of
the tine. Provisioning Premiumtraffic in this way reduces the
capacity of the best effort internet by the anount of Prem um

all ocated, in the worst case, thus it would have to be priced
accordingly. On the other hand, whenever that capacity is not being
used it is available to best effort traffic. In contrast to nornal
best effort traffic which is bursty and requires queue managenent to
deal fairly with congestive episodes, this Prem um service by design
creates very regular traffic patterns and small or nonexi stent
gueues.

Prenmium service levels are specified as a desired peak bit-rate for a
specific flow (or aggregation of flows). The user contract with the
network is not to exceed the peak rate. The network contract is that
the contracted bandwidth will be avail able when traffic is sent.
First-hop routers (or other edge devices) filter the packets entering
the network, set the Premiumbit of those that match a Prenium
service specification, and performtraffic shaping on the flow that
smooths all traffic bursts before they enter the network. This
approach requires no changes in hosts. A conpliant router along the
path needs two |levels of priority queueing, sending all packets with
the Premiumbit set first. Best-effort traffic is unmarked and queued
and sent at the lower priority. This results in two "virtua
networks": one which is identical to today’s Internet with buffers
designed to absorb traffic bursts; and one where traffic is linted
and shaped to a contracted peak-rate, but packets nove through a
networ k of queues where they experience al nbst no queuei ng del ay.

In this architecture, forwarding path deci sions are nade separately
and nore sinply than the setting up of the service agreenents and
traffic profiles. Wth the exception of policing and shapi ng at

adm nistrative or "trust" boundaries, the only actions that need to
be handled in the forwarding path are to classify a packet into one
of two queues on a single bit and to service the two queues using
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sinmple priority. Shaping nust include both rate and burst paraneters;
the latter is expected to be small, in the one or two packet range.
Pol i ci ng at boundari es enforces rate conpliance, and may be

i npl emented by a sinple token bucket. The adni ssion and set-up
procedures are expected to evolve, in tinme, to be dynam cally
configurable and fairly conplex while the nechanisnms in the
forwardi ng path remain sinple.

A Premiumservice built on this architecture can be deployed in a
useful way once the forwardi ng path nechani sns are in place by making
static allocations. Traffic flows can be designated for special
treatment through network managenent configuration. Traffic flows
shoul d be designated by the source, the destination, or any
conbination of fields in the packet header. First-hop (of |eaf)
routers will filter flows on all or part of the header tuple

consi sting of the source |IP address, destination |IP address, protocol
identifier, source port nunber, and destination port nunmber. Based on
this classification, a first-hop router perforns traffic shaping and
sets the designated Premiumbit of the precedence field. End-hosts
are thus not required to be "differentiated services aware", though

i f and when end-systens becone universally "aware", they nmight do
their own shaping and first-hop routers nerely police.

Adherence to the subscribed rate and burst size nust be enforced at
the entry to the network, either by the end-systemor by the first-
hop router. Wthin an intranet, administrative domain, or "trust
region" the packets can then be classified and serviced solely on the
Premi um bit. \Were packets cross a boundary, the policing function is
critical. The entered region will check the prioritized packet fl ow
for conformance to a rate the two regi ons have agreed upon

di scardi ng packets that exceed the rate. It is thus in the best
interests of a region to ensure conformance to the agreed-upon rate
at the egress. This requirenent neans that Premiumtraffic is burst-
free and, together with the no oversubscription rule, |leads directly
to the observation that Prem um queues can easily be sized to prevent
the need to drop packets and thus the need for a queue nanagenent
policy. At each router, the largest queue size is related to the in-
degree of other routers and is thus quite snall, on the order of ten
packets.

Prem um bandwi dth al |l ocations nust not be oversubscribed as they
represent a commtnent by the network and should be priced
accordingly. Note that, in this architecture, Premiumtraffic wll
al so experience considerably |l ess delay variation than either best
effort traffic or the Assured data traffic of [3]. Premiumrates

m ght be configured on a subscription basis in the near-term or on-
demand when dynamic set-up or signaling is avail able.
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Fi gure 1 shows how a Premi um packet flow is established within a
particul ar admi nistrative donmain, Conpany A, and sent across the
access link to Conpany A's I SP. Assume that the host’'s first-hop
router has been configured to match a flow fromthe host’s | P address
to a destination IP address that is reached through I SP. A Prem um
flowis configured froma host with a rate which is both snaller than
the total Premium allocation Conpany A has fromthe ISP, r bytes per
second, and smaller than the anpbunt of that allocation has been
assigned to other hosts in Conpany A Packets are not marked in any
speci al way when they |eave the host. The first-hop router clears the
Premiumbit on all arriving packets, sets the Premiumbit on all
packets in the designated flow, shapes packets in the Premiumflow to
a configured rate and burst size, queues best-effort unnmarked packets
in the low priority queue and shaped Preni um packets in the high
priority queue, and sends packets from those two queues at sinple
priority. Internediate routers internal to Conpany A enqueue packets
in one of two output queues based on the Premium bit and service the
queues with sinple priority. Border routers performquite different
tasks, dependi ng on whether they are processing an egress flow or an
ingress flow. An egress border router may perform sone reshapi ng on
the aggregate Premumtraffic to conformto rate r, depending on the
nunber of Premi um fl ows aggregated. |ngress border routers only need
to performa sinple policing function that can be inplenented with a
token bucket. In the exanple, the | SP accepts all Prem um packets
fromA as long as the flow does not exceed r bytes per second.

Figure 1. Premiumtraffic flow fromend-host to organization’s | SP
2.3 Two-bit differentiated services architecture

O ark’s and Jacobson’s proposals are markedly simlar in the |ocation
and type of functional blocks that are needed to inplenent them

Furt hernmore, they inplenent quite different services which are not

i nconpatible in a network. The Prem um service inplenents a
guar ant eed peak bandwi dth service with negligible queueing del ay that
cannot starve best effort traffic and can be allocated in a fairly
straightforward fashion. This service would seemto have a strong
appeal for commercial applications, video broadcasts, voice-over-IP
and VPNs. On the other hand, this service nmay prove both too
restrictive (inits hard limts) and overdesi gned (no overall ocation)
for sone applications. The Assured service inplenments a service that
has the sane del ay characteristics as (undropped) best effort packets
and the firmess of its guarantee depends on how well i ndividua

links are provisioned for bursts of Assured packets. On the other
hand, it pernmits traffic flows to use any additional available
capacity w thout penalty and occasional dropped packets for short
congestive periods may be acceptable to many users. This service

m ght be what an | SP woul d provide to individual custoners who are
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willing to pay a bit nore for internet service that seens unaffected
by congestive periods. Both services are only as good as their

adm ssion control schenes, though this can be nore difficult for
traffic which is not peak-rate all ocated.

There nay be sone additional benefits of deploying both services. To
the extent that Premiumservice is a conservative allocation of
resources, unused bandw dth that had been allocated to Prem um nm ght
provi de some "headroont for underallocated or burst periods of
Assured traffic or for best effort. Network el enents that deploy both
services will be perform ng RED queue managenent on all non-Prem um
traffic, as suggested in [4], and the effects of mixing the Prem um
streans with best effort night serve to reduce burstiness in the
latter. A strength of the Assured service is that it allows bursts to
happen in their natural fashion, but this also nakes the

provi sioni ng, adm ssion control and allocation problemnore difficult
so it my take nore tine and experinentation before this adm ssion
policy for this service is conpletely defined. A Prenium service
coul d be deployed that enploys static allocations on peak rates with
no statistical sharing.

As there appear to be a nunber of advantages to an architecture that
permts these two types of service and because, as we shall see, they
can be nade to share nmany of the sane nechani sns, we propose
designating two bit-patterns fromthe | P header precedence field. W
| eave the explicit designation of these bit-patterns to the standards
process thus we use the shorthand notation of denoting each pattern
by a bit, one we will call the Prem umor P-bit, the other we cal

the assurance or A-bit. It is possible for a network to inpl enent
only one of these services and to have network el enents that only

| ook at the one applicable bit, but we focus on the two service
architecture. Further, we assune the case where no changes are nade
in the hosts, appropriate packet marking all being done in the
network, at the first-hop, or leaf, router. W describe the
forwardi ng path architecture in this section, assum ng that the
service has been allocated through nechanisns we will discuss in
section 4.

In a nore general sense, Prenmium service denotes packets that are
enqueued at a higher priority than the ordinary best-effort queue.
Simlarly, Assured service denotes packets that are treated
preferentially with respect to the dropping probability within the
"nornmal " queue. There are a nunber of ways to add nore service |levels
within each of these service types [7], but this docunent takes the
position of specifying the base-level services of Prenium and

Assur ed.
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The forwardi ng path nmechani sns can be broken down into those that
happen at the input interface, before packet forwarding, and those
that happen at the output interface, after packet forwarding.
Internediate routers only need to inplenent the post packet
forwardi ng functions, while |eaf and border routers nmust perform
functions on arriving packets before forwardi ng. W describe the
mechani snms this way for illustration; other ways of conposing their
functions are possible.

Leaf routers are configured with a traffic profile for a particular
flow based on its packet header. This functionality has been defined
by the RSVP Wirking Group in RFC 2205. Figure 2 shows what happens to
a packet that arrives at the leaf router, before it is passed to the
forwardi ng engine. Al arriving packets nust have both the A-bit and
the P-bit cleared after which packets are classified on their header
If the header does not match any configured values, it is imediately
forwarded. Matched fl ows pass through individual Mrkers that have
been configured fromthe usage profile for that flow service class
(Prem um or Assured), rate (peak for Prem um "expected" for
Assured), and permni ssible burst size (may be optional for Premiunj.
Assured fl ow packets energe fromthe Marker with their A-bits set
when the flowis in confornmance to its Profile, but the flowis

ot herwi se unchanged. For a Premiumflow, the Marker wll hold packets
when necessary to enforce their configured rate. Thus Prem um fl ow
packets enmerge fromthe Marker in a shaped flowwith their P-bits
set. (It is possible for Prem um fl ow packets to be dropped inside of
the Marker as we describe below ) Packets are passed to the
forwardi ng engi ne when they energe from Markers. Packets that have
either their Por Abits set we will refer to as Marked packets.

Figure 2. Block diagramof |eaf router input functionality

Fi gure 3 shows the inner workings of the Marker. For both Assured and
Prem um packets, a token bucket "fills" at the flow rate that was
specified in the usage profile. For Assured service, the token bucket
depth is set by the Profile’'s burst size. For Prem um service, the

t oken bucket depth nust be Iimted to the equival ent of only one or
two packets. (W suggest a depth of one packet in early deploynents.)
Wien a token is present, Assured flow packets have their A-bit set to
one, otherw se the packet is passed to the forwardi ng engi ne. For
Prem um configured Marker, arriving packets that see a token present
have their P-bits set and are forwarded, but when no token is
present, Prem um flow packets are held until a token arrives. If a
Prenmi um fl ow bursts enough to overflow the hol di ng queue, its packets
wi |l be dropped. Though the flow set up data can be used to configure
a sizelimt for the holding queue (this would be the neaning of a
"burst” in Premumservice), it is not necessary. Unconfigured
hol di ng queues shoul d be capabl e of holding at | east two bandw dt h-
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del ay products, adequate for TCP connections. A snaller value night
be used to suit delay requirenments of a specific application

Figure 3. Markers to inplenent the two different services

In practice, the token bucket should be inplenented in bytes and a
token is considered to be present if the nunber of bytes in the
bucket is equal or larger to the size of the packet. For Prem um the
bucket can only be allowed to fill to the maxi num packet size; while
Assured may fill to the configured burst paraneter. Premiumtraffic
is held until a sufficient byte credit has accunul ated and this
hol di ng buffer provides the only real queue the flow sees in the
networ k. For Assured, traffic, we just test if the bytes in the
bucket are sufficient for the packet size and set Aif so. If not,
the only difference is that Ais not set. Assured traffic goes into a
queue following this step and potentially sees a queue at every hop
along its path.

Each output interface of a router nust have two queues and nust

i mpl enent a test on the P-bit to select a packet’s output queue. The
two queues nust be serviced by sinple priority, Prem um packets
first. Each output interface nust inplenment the RED based R O
mechani sm described in [3] on the lower priority queue. R O uses two
t hreshol ds for when to begin droppi ng packets, a | ower one based on
total queue occupancy for ordinary best effort traffic and one based
on the nunber of packets enqueued that have their A-bit set. This
means that any action preferential to Assured service traffic will
only be taken when the queue’s capacity exceeds the threshold val ue
for ordinary best effort service. In this case, only unmarked packets
wi |l be dropped (using the RED al gorithn) unless the threshold val ue
for Assured service is also reached. Keeping an accurate count of the
nunber of A-bit packets currently in a queue requires either testing
the A-bit at both entry and exit of the queue or some additiona

state in the router. Figure 4 is a bl ock diagram of the output
interface for all routers.

Figure 4. Router output interface for two-bit architecture

The packet output of a leaf router is thus a shaped stream of packets
with P-bits set nmingled with an unshaped best effort stream of
packets, some of which may have A-bits set. Prem um service clearly
cannot starve best effort traffic because it is both burst and

bandwi dth controlled. Assured service mght rely only on a
conservative allocation to prevent starvation of unmarked traffic,

but bursts of Assured traffic mght then cl ose out best-effort
traffic at bottl eneck queues during congestive periods.
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3.

After [3], we designate the forwarding path objects that test flows
agai nst their usage profiles "Profile Meters". Border routers wll
require Profile Meters at their input interfaces. The bilatera
agreement between adjacent administrative domai ns nmust specify a peak
rate on all P traffic and a rate and burst for Atraffic (and
possibly a start tine and duration). A Profile Meter is required at
the ingress of a trust region to ensure that differentiated service
packet flows are in conpliance with their agreed-upon rates. Non-
conpliant packets of Premiumflows are discarded while non-conpliant
packets of Assured flows have their A-bits reset. For exanple, in
figure 1, if the ISP has agreed to supply Conpany A with r bytes/sec
of Prem um service, P-bit narked packets that enter the ISP through
the link from Conpany A will be dropped if they exceed r. If instead,
the service in figure 1 was Assured service, the packets would sinply
be unmarked, forwarded as best effort.

The sinpl est border router input interface is a Profile Meter
constructed froma token bucket configured with the contracted rate
across that ingress link (see figure 5). Each type, Prenium or
Assured, and each interface nust have its own profile neter
corresponding to a particular class across a particul ar boundary.
(This is in contrast to nodels where every flow that crosses the
boundary must be separately policed and/or shaped.) The exact
mechani sns required at a border router input interface depend on the
al | ocation policy deployed; a nore conplex approach is presented in
section 4.

Figure 5. Border router input interface Profile Meters

Mechani sns

3.1 Forwarding Path Prinitives

Section 2.3 introduced the forwardi ng path objects of Markers and
Profile Meters. In this section we specify the primtive building

bl ocks required to conpose them The primtives are: genera
classifier, bit-pattern classifier, bit setter, priority queues,
policing token bucket and shapi ng token bucket. These prinitives can
conpose a Marker (either a policing or a shaping token bucket plus a
bit setter) and a Profile Meter (a policing token bucket plus a
dropper or bit setter).

Ceneral Cassifier: Leaf or first-hop routers nust performa
transport-1level signature matching based on a tuple in the packet
header, a functionality which is part of any RSVP-capable router. As
descri bed above, packets whose tuples match one of the configured
flows are conformance tested and have the appropriate service bit

set. This function is nmenory- and processing-intensive, but is kept
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at the edges of the network where there are fewer flows.

Bit-pattern classifier: This primtive conprises a sinple two-way
deci si on based on whether a particular bit-pattern in the |IP header
is set or not. As in figure 4, the P-bit is tested when a packet
arrives at a non-leaf router to determ ne whether to enqueue it in
the high priority output queue or the low priority packet queue. The
A-bit of packets bound for the low priority queue is tested to 1)

i ncrenent the count of Assured packets in the queue if set and 2)
determ ne which drop probability will be used for that packet.
Packets exiting the low priority queue nust also have the A-bit
tested so that the count of enqueued Assured packets can be
decrenented if necessary.

Bit setter: The A-bits and P-bits nust be set or cleared in severa
pl aces. A functional block that sets the appropriate bits of the IP
header to a configured bit-pattern would be the nost general

Priority queues: Every network el enent nust include (at least) two
levels of sinple priority queueing. The high priority queue is for
the Premiumtraffic and the service rule is to send packets in that
queue first and to exhaustion. Recall that Premiumtraffic nust never
be oversubscribed, thus Premumtraffic should see little or no
gueue.

Shapi ng token bucket: This is the token bucket required at the | eaf
router for Premumtraffic and shown in figure 3. As we shall see
shaping is also useful at egress points of a trust region. An
arriving packet is imediately forwarded if there is a token present
in the bucket, otherw se the packet is enqueued until the bucket
contai ns tokens sufficient to send it. Shaping requires cl ocking
mechani sms, packet nmenory, and sone state block for each flow and is
thus a nmenory and conputation-intensive process.

Pol i ci ng token bucket: This is the token bucket required for Profile
Meters and shown in figure 5. Policing token buckets never hold
arriving packets, but check on arrival to see if a token is available
for the packet’s service class. If so, the packet is forwarded

i medi ately. If not, the policing action is taken, dropping for
Prem um and recl assifying or unmarking for Assured.

3.2 Passing configuration information

C early, nechanisns are required to conmunicate the information
about the request to the leaf router. This configuration information
is the rate, burst, and whether it is a Prem umor Assured type.
There may al so need to be a specific field to set or clear this
configuration. This information can be passed in a nunmber of ways,
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i ncluding using the semantics of RSVP, SNWP, or directly set by a
network administrator in sone other way. There nust be sone
mechani sms for authenticating the sender of this information. W
expect configuration to be done in a variety of ways in early

depl oynents and a protocol and mechanismfor this to be a topic for
future standards work.

3.3 Di scussion

The requirenents of shapers notivate their placenent at the edges of
the network where the state per router can be snmaller than in the

m ddl e of a network. The greatest burden of flow nmatching and shaping
will be at |eaf routers where the speeds and buffering required
shoul d be less than those that night be required deeper in the
network. This functionality is not required at every network el enent
on the path. Routers that are internal to a trust region will not
need to shape traffic. Border routers may need or desire to shape the
aggregate flow of Marked packets at their egress in order to ensure
that they will not burst into non-conpliance with the policing
mechani smat the ingress to the other domain (though this nmay not be
necessary if the in-degree of the router is low). Further, the
shapi ng woul d be applied to an aggregation of all the Prem um fl ows
that exit the domain via that path, not to each flow individually.

These nechanisns are within reach of today’'s technology and it seens
pl ausi ble to us that Preni um and Assured services are all that is
needed in the Internet. If, in tinme, these services are found
insufficient, this architecture provides a migration path for
delivering other kinds of service levels to traffic. The A- and P-
bits woul d continue to be used to identify traffic that gets Marked
service, but further filter matching could be done on packet headers
to differentiate service levels further. Using the bits this way
reduces the nunber of packets that have to have further matching done
on themrather than filtering every incom ng packet. Mre queue

| evel s and nore conpl ex scheduling could be added for P-bit traffic
and nore levels of drop priority could be added for A-bit traffic if
experi ence shows themto be necessary and processi ng speeds are
sufficient. We propose that the services described here be considered
as "at least" services. Thus, a network el ement should at |east be
capabl e of mapping all P-bit traffic to Premi um service and of
mapping all A-bit traffic to be treated with one level of priority in
the "best effort” queue (it appears that the single level of A-bit
traffic should map to a priority that is equivalent to the best |eve
inanulti-level elenent that is also in the path).

On the other hand, what is the downside of deploying an architecture

for both classes of service if |later experience convinces us that
only one of themis needed? The functional bl ocks of both service
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classes are simlar and can be provided by the sane nechani sm
paraneterized differently. If Assured service is not used, very
little is lost. A RED managed best effort queue has been strongly
recomended in [4] and, to the extent that the deploynment of this
architecture pushes the depl oynent of RED managed best effort queues,
it is clearly a positive. If Prem um service goes unused, the two-
queues with sinple priority service is not required and t he shaping
function of the Marker may be unused, thus these would i npose an
unnecessary i npl enentation cost.

4. The Architectural Framework for Marked Traffic Allocation

Thus far we have focused on the service definitions and the
forwardi ng path mechani sms. W now turn to the problemof allocating
the I evel of Marked traffic throughout the Internet. W observe that
nost organi zations have fixed portions of their budgets, including
data conmuni cations, that are determ ned on an annual or quarterly
basis. Sone additional nonies mght be attached to specific projects
for discretionary costs that arise in the shorter term In turn,
service providers (ISPs and NSPs) nust do their planning on annua
and quarterly bases and thus cannot be expected to provide
differentiated services purely "on call". Provisioning sets up static
| evel s of Marked traffic while call set-up creates an allocation of
Marked traffic for a single flow s duration. Static |evels can be
provi sioned with tine-of-day specifications, but cannot be changed in
response to a dynani c nessage. W expect both kinds of bandwi dth

all ocation to be inmportant. The purchasers of Marked services can
generally be expected to work on | onger-term budget cycles where
these services will be accounted for simlarly to many information
services today. A nmil-order house may w sh to purchase a fixed

al | ocation of bandwidth in and out of its web-server to give
potential custoners a "fast" feel when browsing their site. This

al l ocation m ght be based on hit rates of the previous quarter or
some sort of industry-based averages. In addition, there needs to be
a dynam c allocation capability to respond to particul ar events, such
as a denonstration, a network broadcast by a conpany’'s CEQ or a
particular network test. Furthernore, a dynanic capability may be
needed in order to neet a preconmitted service | evel when the
particul ar source or destination is allowd to be "anywhere on the
Internet". "Dynanic" covers the range froma tel ephoned or e-muiled
request to a signalling type nodel. A strictly statically all ocated
scenario is expected to be useful in initial deploynent of
differentiated services and to nake up a major portion of the Marked
traffic for the forseeable future

Wthout a "per call" dynamic set up, the preconfiguring of usage

profiles can al ways be construed as "paying for bits you don't use"
whet her the type of service is Premiumor Assured. We prefer to think
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of this as paying for the |level of service that one expects to have
avai l able at any time, for exanple paying for a telephone Iine. A
customer m ght pay an additional flat fee to have the privil ege of
calling a wide | ocal area for no additional charge or night pay by
the call. Although a custoner mght pay on a "per call" basis for
every call made anywhere, it generally turns out not to be the nost
economni cal option for nbst custoners. It’'s possible simlar pricing
structures mght arise in the internet.

We use Allocation to refer to the process of naking Marked traffic
commi t nents anywhere along this continuumfromstrictly preallocated
to dynanic call set-up and we require an Allocation architecture
capabl e of enconpassing this entire spectrumin any nmix. We further
observe that Allocation nust follow organizational hierarchies, that
i s each organization nmust have conplete responsibility for the

Al'l ocation of the Marked traffic resource within its domain. Finally,
we observe that the only chance of success for increnental deploynent
lies in an Allocation architecture that is made up of bilatera
agreenents, as nultilateral agreenents are nuch too conplex to

admini ster. Thus, the Allocation architecture is made up of
agreenments across boundaries as to the anount of Marked traffic that
will be allowed to pass. This is simlar to "settlenment" nodels used
t oday.

4.1 Bandwi dth Brokers: Allocating and Controlling Bandw dth Shares

The goal of differentiated services is controlled sharing of sone
organi zation’s Internet bandwi dth. The control can be done

i ndependently by individuals, i.e., users set bit(s) in their packets
to distinguish their nost inportant traffic, or it can be done by
agents that have sone know edge of the organization's priorities and
policies and allocate bandwidth with respect to those policies.

I ndependent | abeling by individuals is sinple to inplenment but
unlikely to be sufficient since it’s unreasonable to expect all

i ndividuals to know all their organization's priorities and current
network use and always nark their traffic accordingly. Thus this
architecture is designed with agents call ed bandw dth brokers (BB)
[2], that can be configured with organizational policies, keep track
of the current allocation of marked traffic, and interpret new
requests to mark traffic in light of the policies and current

al | ocati on.

We note that such agents are inherent in any but the nost trivia
noti ons of sharing. Neither individuals nor the routers their
packets transit have the informati on necessary to deci de which
packets are nost inportant to the organization. Since these agents
nmust exi st, they can be used to allocate bandw dth for end-to-end
connections with far less state and sinpler trust relationships than
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depl oying per flow or per filter guarantees in all network el enments
on an end-to-end path. BBs nake it possible for bandwi dth allocation
to foll ow organi zati onal hierarchies and, in concert with the
forwardi ng path nechani sns di scussed in section 3, reduce the state
required to set up and maintain a flow over architectures that
require checking the full flow header at every network el enent.

Organi zationally, the BB architecture is notivated by the observation
that nultilateral agreements rarely work and this architecture allows
end-to-end services to be constructed out of purely bilatera
agreenments. BBs only need to establish relationships of limted trust
with their peers in adjacent domains, unlike schenmes that require the
setting of flow specifications in routers throughout an end-to-end
path. In practical technical terns, the BB architecture nakes it
possible to keep state on an adninistrative domain basis, rather than
at every router and the service definitions of Prenm umand Assured
service make it possible to confine per flow state to just the |eaf
routers.

BBs have two responsibilities. Their primary one is to parcel out
their region’s Marked traffic allocations and set up the |eaf routers
within the [ ocal domain. The other is to manage the nessages that are
sent across boundaries to adjacent regions’ BBs. A BB is associated
with a particular trust region, one per domain. A BB has a policy

dat abase that keeps the information on who can do what when and a

met hod of using that database to authenticate requesters. Only a BB
can configure the leaf routers to deliver a particular service to
flows, crucial for deploying a secure system |f the depl oynment of
Differentiated Services has advanced to the stage where dynamically
al | ocated, marked flows are possible between two adj acent domai ns,
BBs al so provide the hook needed to inplenent this. Each domain’'s BB
establ i shes a secure association with its peer in the adjacent donain
to negotiate or configure a rate and a service class (Preni um or
Assured) across the shared boundary and through the peer’s donain. As
we shall see, it is possible for sonme types of service and
particularly in early inplenentations, that this "secure association”
is not autonatic but acconplished through hunan negotiation and
subsequent manual configuration of the adjacent BBs according to the
negoti ated agreenent. This negotiated rate is a capability that a BB
controls for all hosts in its region

When an allocation is desired for a particular flow, a request is
sent to the BB. Requests include a service type, a target rate, a
maxi mum burst, and the tine period when service is required. The
request can be nade nanually by a network administrator or a user or
it might cone fromanother region’s BB. A BB first authenticates the
credentials of the requester, then verifies there exists unall ocated
bandwi dth sufficient to neet the request. If a request passes these
tests, the available bandwi dth is reduced by the requested anount and
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the flow specification is recorded. In the case where the flow has a
destination outside this trust region, the request nmust fall within
the class allocation through the "next hop" trust region that was
established through a bilateral agreenment of the two trust regions.
The requester’s BB inforns the adjacent region’s BB that it will be
using sonme of this rate allocation. The BB configures the appropriate
| eaf router with the information about the packet flow to be given a
service at the time that the service is to comence. This
configuration is "soft state" that the BB will periodically refresh
The BB in the adjacent region is responsible for configuring the
border router to permt the allocated packet flow to pass and for any
addi ti onal configurations and negotiations within and across its
borders that will allowthe flowto reach its final destination

At DWZs, there rmust be an unanbi guous way to determ ne the |oca
source of a packet. An interface’s source could be determ ned from
its MAC address which would then be used to classify packets as

comng across a logical link directly fromthe source donmain
corresponding to that MAC address. Thus with this understandi ng we
can continue to use figures illustrating a single pipe between two

di fferent domai ns.

In this way, all agreenments and negoti ati ons are perforned between
two adj acent donmmins. An initial request might cause communi cation
bet ween BBs on several donmmins along a path, but each comruni cation
is only between two adjacent BBs. Initially, these agreenents will be
prenegotiated and fairly static. Some may becone nore dynamic as the
service evol ves.

4.2 Exanpl es

Thi s section gives exanples of BB transactions in a non-trivial

mul ti-transit-domain Internet. The BB franmework all ows operating
poi nts across a spectrumfrom "no signalling across boundaries" to
"each flow set up dynami cally". W m ght expect to nove across this
spectrum over tinme, as the necessary mechani sns are ubiquitously
depl oyed and BBs becone nore sophisticated, but the statically

al | ocated portions of the spectrum should al ways have uses. W
believe the ability to support this wi de spectrum of choices

simul taneously will be inportant both in increnmental deploynent and
inallowing ISPs to nake a wi de range of offerings and pricings to
users. The exanples of this section roughly foll ow the spectrum of

i ncreasi ng sophistication. Note that we assune that donai ns contract
for sone anmount of Marked traffic which can be requested as either
Assured or Premiumin each individual flow setup transaction. The
exanpl es say "Marked" although actual transactions would have to
specify either Assured or Prem um
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A statically configured exanple with no BB nessages exchanged: Here
all allocations are statically preallocated through purely bilatera
agreements between users (individual TCPs, individual hosts, canpus
net wor ks, or whole ISPs) [6]. The allocations are in the form of
usage profiles of rate, burst, and a tinme during which that profile
is to be active. Users and providers negotiate these Profiles which
are then installed in the user donmain BB and in the provider donain
BB. No BB nessages cross the boundary; we assune this negotiation is
done by human representatives of each domain. In this case, BBs only
have to performone of their two functions, that of allocating this
Profile within their local domain. It is even possible to set all of
this suballocations up in advance and then the BB only needs to set
up and tear down the Profile at the proper tinme and to refresh the
soft state in the |eaf routers. Fromthe user domain BB, the Profile
is sent as soft state to the first hop router of the flow during the
specified tinme. These Profiles might be set using RSVP, a variant of
RSVP, SNWP, or sone vendor-specific mechanism Al though this static
approach can work for all Marked traffic, due to the strictly not
oversubscribed requirenent, it is only appropriate for Prem um
traffic as long as it is kept to a small percentage of the bottl eneck
path through a domain or is otherw se constrained to a well-known
behavior. Simlar restrictions nmight hold for Assured dependi ng on
the expectation associated with the service.

In figure 6, we show an exanple of setting a Profile in a |eaf

router. A usage profile has been negotiated with the | SP for the
entire domain and the BB parcels it out anong individual flows as
requested. The | eaf router mechanismis that shown in figure 3, with
the token bucket set to the paraneters fromthe usage profile. The
ISP's BB would configure its owmn Profile Meter at the ingress router
fromthat customer to ensure the Profile was naintained. This

nmechani smwas shown in figure 5. W assume that the tine duration and
start tinmes for any Profile to be active are maintained in the BB.
The Profile is sent to the ingress device or cleared fromthe ingress
device by messages sent fromthe BB. In this exanple, we assune that
van@bl wants to talk to ddc@rit. The LBL-BB is sent a request from
Van asking that prenium service be assigned to a flowthat is

desi gnat ed as havi ng source address "V: 4" and going to destination
address "D: 8". This flow should be configured for a rate of 128kb/sec
and allocated fromlpmto 3pm The request nust be "signed" in a
secure, verifiable manner. The request m ght be sent as data to the
LBL-BB, an e-nail nessage to a network admi nistrator, or in a phone
call to a network adninistrator. The LBL-BB receives this nessage,
verifies that there is 128kb/sec of unused Premi um service for the
domain from 1-3pm then sends a nessage to Leafl that sets up an
appropriate Profile Meter. The nmessage to Leafl m ght be an RSVP
message, or SNWP, or sone proprietary nethod. Al the domai ns passed
nmust have sufficient reserve capacity to neet this request.
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Fi gure 6. Bandw dth Broker setting Profiles in |eaf routers

A statically configured exanple with BB nessages exchanged: Next we
present an exanple where all allocations are statically preallocated
but BB nessages are exchanged for greater flexibility. Figure 7 shows
an end-to-end exanple for Marked traffic in a statically allocated
internet. The nunbers at the trust region boundaries indicate the
total statically allocated Marked packet rates that will be accepted
across those boundaries. For exanple, 100kbps of Marked traffic can
be sent fromLBL to ESNet; a Profile Meter at the ESNet egress
boundary woul d have a token bucket set to rate 100kbps. (There MAY be
a shaper set at LBL's egress to ensure that the Marked traffic
conforns to the aggregate Profile.) The tables inside the transit
networ k "bubbl es" show their policy databases and reflect the val ues
after the transaction is conplete. In Figure 7, V wants to transnit a
flowfromLBL to Dat MT at 10 Kbps. As in figure 6, a request for
this profile is nade of LBL’'s BB. LBL's BB authenticates the request
and checks to see if there is 10kbps left in its Marked allocation
going in that direction. There is, so the LBL-BB passes a nessage to
the ESNet-BB saying that it would like to use 10kbps of its Marked
all ocation for this flow ESNet authenticates the nmessage, checks its
dat abase and sees that it has a 10kbps Marked all ocation to NEARNet
(the next region in that direction) that is being unused. The policy
is that ESNet-BB nust always inform ("ask") NEARNet-BB when it is
about to use part of its allocation. NEARNET-BB aut henticates the
nmessage, checks its database and di scovers that 20kbps of the
allocation to MT is unused and the policy at that boundary is to not
informMT when part of the allocation is about to be used ("<50 ok"
where the total allocation is 50). The dotted lines indicate the
"inmplied" transaction, that is the transaction that woul d have
happened if the policy hadn't said "don't ask ne". Now each BB can
pass an "ok" nmessage to this request across its boundary. This allows
V to send to D, but not vice versa. It would also be possible for the
request to originate fromD.

Figure 7. End-to-end exanple with static allocation

Consi der the same exanple where the ESNet-BB finds all of its Marked
all ocation to NEARNet, 10 kbps, in use. Wth static allocations,

ESNet must transmit a "no" to this request back to the LBL-BB.
Presumably, the LBL-BB would record this information to conplain to
ESNet about the overbooking at the end of the nonth! One solution to
this sort of "busy signal" is for ESNet to get better at anticipating
its customers needs or require |ong advance bookings for every flow,
but it’s also possible for bandw dt h brokerage deci sions to becone
dynani c.
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Figure 8. End-to-end static allocation exanple with no renaining
al | ocation

Dynamic All ocation and additional nechanism As we shall see, dynanic
al l ocation requires nore conplex BBs as well as nore conpl ex border
policing, including the necessity to keep nore state. However, it
enabl es an inportant service with a snmall increase in state.

The next set of figures (starting with figure 9) show what happens in
the case of dynamic allocation. As before, V requests 10kbps to talk
to Dat MT. Since the allocation is dynam c, the border policers do
not have a preset value, instead being set to reflect the current
peak value of Marked traffic pernmitted to cross that boundary. The
request is sent to the LBL-BB.

Figure 9. First step in end-to-end dynami c allocation exanple.

In figure 10, note that ESNet has no allocation set up to NEARNet.
This systemis capable of dynanmic allocations in addition to static,
so it asks NEARNet if it can "add 10" to its allocation from ESNet.
As in the figure 7 exanple, MT s policy is set to "don’t ask" for
this case, so the dotted lines represent "inplicit transactions"
where no nessages were exchanged. However, NEARNet does update its
table to indicate that it is now using 20kbps of the Marked
allocation to MT.

Fi gure 10. Second step in end-to-end dynanic allocation exanple

In figure 11, we see the third step where M T s "virtual ok" allows
the NEARNet-BB to tell its border router to increase the Marked
al | ocation across the ESNet- NEARNet boundary by 10 kbps.

Figure 11. Third step in end-to-end dynanic allocation exanple

Figure 11 shows NEARNet-BB s "ok" for that request transmtted back
to ESNet-BB. This causes ESNet-BB to send its border router a nessage
to create a 10 kbps subclass for the flow "V->D'. This is required in
order to ensure that the 10kpbs that has just been dynanically

al l ocated gets used only for that connection. Note that this does
require that the per flow state be passed from LBL-BB to ESNet - BB

but this is the only boundary that needs that |evel of flow
information and this further classification will only need to be done
at that one boundary router and only on packets coming from LBL. Thus
dynanic all ocation requires nore conplex Profile Metering than that
shown in figure 5.

Figure 12. Fourth step in end-to-end dynam c allocation exanple.
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In figure 12, the ESNet border router gives the "ok" that a subclass
has been created, causing the ESNet-BB to send an "ok" to the LBL-BB
which lets V know the request has been approved.

Figure 13. Final step in end-to-end dynam c allocation exanple

For dynanic all ocation, a basic version of a CBQ scheduler [5] would
have all the required functionality to set up the subcl asses. RSVP
currently provides a way to nmove the TSpec for the flow

For multicast flows, we assune that packets that are bound for at

| east one egress can be carried through a domain at that |evel of
service to all egress points. If a particular nmulticast branch has
been subscribed to at best-effort when upstream branches are Marked,
it will have its bit settings cleared before it crosses the boundary.
The information required for this flowidentification is used to
augnment the existing state that is already kept on this fl ow because
it is amulticast flow W note that we are already "catching" this
flow, but now we nust potentially clear the bit-pattern

5. RSVP/int-serv and this architecture

Much work has been done in recent years on the definition of related
integrated services for the internet and the specification of the
RSVP signalling protocol. The two-bit architecture proposed in this
work can easily interoperate with those specifications. In this
section we first discuss how the forwardi ng nmechani sns described in
section 3 can be used to support integrated services. Second, we

di scuss how RSVP could interoperate with the adm nistrative structure
of the BBs to provide better scaling.

5.1 Providing Controlled-Load and CGuaranteed Service

We believe that the forwarding path nmechani snms described in section 3
are general enough that they can al so be used to provide the
Control | ed-Load service [8] and a version of the Guaranteed Quality
of Service [9], as devel oped by the int-serv Wa First note that
Preni um servi ce can be thought of as a constrai ned case of
Control | ed-Load service where the burst size is limted to one packet
and where non-conformni ng packets are dropped. A network el enent that
has i npl emented the nechani sns to support prem um service can easily
support the nore general controlled-|oad service by naking one or
nore ninor paraneter adjustnments, e.g. by lifting the constraint on
the token bucket size, or configuring the Premumservice rate with
the peak traffic rate parameter in the Controll ed-Load specification
and by changing the policing action on out-of-profile packets from
dropping to sending the packets to the Best-effort queue.
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It is also possible to inplenment Guaranteed Quality of Service using
t he mechani sms of Premium service. From RFC 2212 [9]: "The definition
of guaranteed service relies on the result that the fluid delay of a
fl ow obeyi ng a token bucket (r, b) and being served by a line with
bandwi dth R is bounded by b/R as long as Ris no less than r.
Guaranteed service with a service rate R where now Ris a share of
bandwi dth rather than the bandwi dth of a dedicated |ine approxinmates
this behavior." The service nodel of Premiumclearly fits this nodel.
RFC 2212 states that "Non-conformn ng datagrans SHOULD be treated as
best-effort datagrans."” Thus, a policing Profile Meter that drops
non- conf or m ng dat agranms woul d be acceptable, but it’s also possible
to change the action for non-conpliant packets froma drop to sending
to the best-effort queue.

5.2 RSVP and BBs

In this section we discuss how RSVP signaling can be used in
conjunction with the BBs described in section 4 to deliver a nore
scal abl e end-to-end resource set up for Integrated Services. First we
note that the BB architecture has three major differences with the
original RSVP resource set up nodel

1. There exist apriori bilateral business relations between BBs of
adj acent trust regions before one can set up end-to-end resource

all ocation; real-tinme signaling is used only to activate/confirmthe
availability of pre-negotiated Marked bandwi dth, and to dynamically
readj ust the allocation anmount when necessary. W note that this

real -tine signaling across domains is not required, but depends on
the nature of the bilateral agreement (e.g., the agreenment mi ght
state "I'lIl tell you whenever |'mgoing to use sone of ny allocation"
or not).

2. Afewbits in the packet header, i.e. the P-bit and A-bit, are
used to mark the service class of each packet, therefore a ful

packet classification (by checking all relevant fields in the header)
need be done only once at the leaf router; after that packets will be
served according to their class bit settings.

3. RSVP resource set up assunes that resources will be reserved hop-
by-hop at each router along the entire end-to-end path.

RSVP nessages sent to leaf routers by hosts can be intercepted and
sent to the local donmain’s BB. The BB processes the nessage and, if
the request is approved, forwards a nessage to the | eaf router that
sets up appropriate per-flow packet classification. A nmessage should
al so be sent to the egress border router to add to the aggregate
Marked traffic allocation for packet shaping by the Profile Meter on
out bound traffic. (Its possible that this is always set to the ful
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al l ocation.) An RSVP nessage nmust be sent across the boundary to

adj acent | SP's border router, either fromthe |ocal donmain’s border
router or fromthe local domain's BB. If the ISP is also inplenenting
the RSVP with a BB and diff-serv framework, its border router
forwards the nessage to the ISP s local BB. A simlar process (to
what happened in the first donain) can be carried out in the ISP
domai n, then an RSVP nessage gets forwarded to the next ISP along the
path. Inside a domain, packets are served solely according to the
Marked bits. The local BB knows exactly how nuch Premiumtraffic is
permitted to enter at each border router and from whi ch border router
packets exit.

6. Recommendati ons

Thi s docunent has presented a reference architecture for
differentiated services. Several variations can be envi sioned,
particularly for early and partial deploynents, but we do not
enunerate all of these variations here. There has been a great market
demand for differentiated services lately. As one of the many efforts
to meet that demand this nenpo sketches out the franmework of a
flexible architecture for offering differential services, and in
particul ar defines a sinple set of packet forwarding path mechani sns
to support two basic types of differential services. Al though there
remai n a nunber of issues and paraneters that need further
exploration and refinenent, we believe it is both possible and
feasible at this tine to start deploynent of differentiated services
incrementally. First, given that the basic nechanisns required in the
packet forwarding path are clearly understood, both Assured and
Prem um servi ces can be inplenented today with manual ly confi gured
BBs and static resource allocation. Initially we recommend
conservative choices on the anmount of Mrked traffic that is adnitted
into the network. Second, we plan to continue the effort started with
this neno and the experinmental work of the authors to define and
depl oy increasingly sophisticated BBs. W hope to turn the experience
gained fromin-progress trial inplenentations on ESNet and CAIRN into
future proposals to the | ETF.

Future revisions of this meno will present the receiver-based and
multicast flow allocations in detail. After this step is finished,
we believe the basic picture of an scal able, robust, secure resource
managenent and all ocation systemw ||l be conpleted. In this meno, we
descri bed how the proposed architecture supports two services that
seemto us to provide at |east a good starting point for tria

depl oynent of differentiated services. Qur main intent is to define
an architecture with three services, Prem um Assured, and Best
effort, that can be deternined by specific bit- patterns, but not to
preclude additional levels of differentiation within each service. It
seens that nore experinentation and experience is required before we
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coul d standardi ze nore than one | evel per service class. Qur base-

| evel approach says that everyone has to provide "at least" Premnm um
service and Assured service as docunented. W feel rather strongly
about both 1) that we should not try to define, at this tine,
sonet hi ng beyond the mininmalist two service approach and 2) that the
architecture we define nust be open-ended so that nore |evels of
differentiation mght be standardized in the future. W believe this
architecture is conpletely conpatible with approaches that woul d
define nore levels of differentiation within a particular service, if
the benefits of doing so beconme well understood.
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Appendi x: A Conbi ned Approach to Differential Service in the Internet by
David D. dark

After the draft-nichol s-diff-svc-00 was submtted, the co-authors had
a discussion with Dave O ark and John Wocl awski which resulted in
Cark’s using the presentation slot for the draft at the Decenber
1997 I ETF Integrated Services Wrking Goup neeting. A reading of the
slides shows that it was Cark’s proposal on "nechanisns",

"services", and "rules" and how to proceed in the standards process

t hat has guided nuch of the process in the subsequently formed | ETF
Differentiated Services Wrking Goup. W believe Dave Clark’s talk
gave us a solid approach for bringing quality of service to the
Internet in a manner that is conpatible with its strengths.

The slides presented at the Decenmber 1997 | ETF Integrated Services
Wirking Goup are included with the Postscript version
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ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
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the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng Internet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into | anguages other than
Engl i sh.

The linited perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LIM TED TO ANY WARRANTY THAT THE USE OF THE | NFORMATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE.
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