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Abstract

VC nerging allows many routes to be nmapped to the sanme VC | abel

t hereby providing a scal abl e mappi ng nethod that can support

t housands of edge routers. VC nerging requires reassenbly buffers so
that cells belonging to different packets intended for the sane
destination do not interleave with each other. This docunent

i nvestigates the inpact of VC nerging on the additional buffer
required for the reassenbly buffers and other buffers. The nmain
result indicates that VC nerging incurs a nmininmal overhead conpared
to non-VC nerging in terns of additional buffering. Mreover, the
overhead decreases as utilization increases, or as the traffic
becones nore bursty.

1.0 Introduction

Recently sonme radi cal proposals to overhaul the |egacy router
architectures have been presented by several organizations, notably
the Ipsilon"s IP switching [1], Cisco’'s Tag switching [2], Toshiba's
CSR [3], IBMs ARIS [4], and IETF s MPLS [5]. Although the details
of their inplenentations vary, there is one fundanmental concept that
is shared by all these proposals: map the route information to short
fixed-length | abels so that next-hop routers can be determnined by

di rect indexing.

Al t hough any | ayer 2 switching mechanismcan in principle be applied,
the use of ATM switches in the backbone network is believed to be a
very attractive solution since ATM hardware swi tches have been
extensively studied and are widely available in many different
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architectures. In this docunment, we will assunme that |ayer 2

swi tching uses ATM technology. In this case, each | P packet nmay be
segrmented to multiple 53-byte cells before being swtched.
Traditionally, AAL 5 has been used as the encapsul ation nethod in
data conmmuni cations since it is sinple, efficient, and has a powerful
error detection nmechanism For the ATMswitch to forward inconing
cells to the correct outputs, the IP route information needs to be
mapped to ATM | abel s which are kept in the VPl or/and VCl fields.

The relevant route information that is stored semi-permanently in the
IP routing table contains the tuple (destination, next-hop router).
The route information changes when the network state changes and this
typically occurs slowy, except during transient cases. The word
"destination" typically refers to the destination network (or CIDR
prefix), but can be readily generalized to (destination network,

QS), (destination host, QS), or many other granularities. In this
docunent, the destination can nean any of the above or other possible
granul arities.

Several nethods of mapping the route information to ATM | abel s exi st.
In the sinplest form each source-destination pair is mapped to a

uni que VC value at a switch. This method, called the non-VC nerging
case, allows the receiver to easily reassenble cells into respective
packets since the VC val ues can be used to distinguish the senders.
However, if there are n sources and destinations, each switch is
potentially required to manage Q(n*2) VC | abels for full-neshed
connectivity. For exanple, if there are 1,000 sources/destinations,
then the size of the VCrouting table is on the order of 1,000, 000
entries. Clearly, this method is not scalable to large networks. In
the second nethod called VP nerging, the VP |abels of cells that are
i ntended for the sane destination would be translated to the sane

out goi ng VP val ue, thereby reduci ng VP consunpti on downstream For
each VP, the VC value is used to identify the sender so that the
receiver can reconstruct packets even though cells fromdifferent
packets are allowed to interleave. Each switch is nowrequired to
manage Q(n) VP | abels - a considerable saving fromQ(n*2). Although
the nunber of I abel entries is considerably reduced, VP nerging is
limted to only 4,096 entries at the network-to-network interface.

Mor eover, VP nerging requires coordination of the VC values for a

gi ven VP, which introduces nore conplexity. A third nethod, called
VC nergi ng, maps incomng VC |abels for the same destination to the
same outgoing VC label. This nmethod is scal abl e and does not have the
space constraint problemas in VP nerging. Wth VC nerging, cells for
the sane destination is indistinguishable at the output of a switch
Therefore, cells belonging to different packets for the sane
destination cannot interleave with each other, or else the receiver
will not be able to reassenble the packets. Wth VC nerging, the
boundary between two adj acent packets are identified by the "End-of-
Packet" (EOP) marker used by AAL 5.
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It is worthy to nention that cell interleaving nay be allowed if we
use the AAL 3/4 Message ldentifier (MD) field to identify the sender
uni quel y. However, this nethod has some serious drawbacks as: 1) the
M D size may not be sufficient to identify all senders, 2) the
encapsul ati on nethod is not efficient, 3) the CRC capability is not
as powerful as in AAL 5, and 4) AAL 3/4 is not as wi dely supported as
AAL 5 in data comuni cati ons.

Before VC nmerging with no cell interleaving can be qualified as the
nmost prom sing approach, two main issues need to be addressed.
First, the feasibility of an ATMswitch that is capable of merging
VCs needs to be investigated. Second, there is w despread concern
that the additional anount of buffering required to inplenent VC
merging i s excessive and thus maki ng the VC nergi ng nethod

i mpractical. Through analysis and sinulation, we will dispel these
concerns in this docunment by showi ng that the additional buffer
requirenent for VC nerging is mnimal for nost practical purposes.
O her perfornmance rel ated i ssues such as additional delay due to VC
merging will also be discussed.

2.0 A VC Merge Capable MPLS Switch Architecture

In principle, the reassenbly buffers can be placed at the input or
output side of a switch. If they are located at the input, then the
switch fabric has to transfer all cells belonging to a given packet
in an atomi ¢ manner since cells are not allowed to interleave. This
requires the fabric to performframe switching which is not flexible
nor desirable when multiple QSs need to be supported. On the other
hand, if the reassenbly buffers are |ocated at the output, the switch
fabric can forward each cell independently as in normal ATM
switching. Placing the reassenbly buffers at the output nmakes an

out put -buffered ATM switch a natural choice.

We consider a generic output-buffered VC nerge capable MPLS switch
with VCI translation performed at the output. O her possible
architectures may al so be adopted. The switch consists of a non-

bl ocking cell switch fabric and nmultiple output nodules (OWs), each
is associated with an output port. Each arriving ATMcell is
appended with two fields containing an output port nunber and an

i nput port nunber. Based on the output port nunber, the swtch
fabric forwards each cell to the correct output port, just as in
normal ATM switches. |If VC nerging is not inplenented, then the OV
consists of an output buffer. |If VC nerging is inplenented, the OM
contains a nunmber of reassenbly buffers (RBs), followed by a nerging
unit, and an output buffer. Each RB typically corresponds to an
incomng VC value. It is inportant to note that each buffer is a

| ogi cal buffer, and it is envisioned that there is a common pool of
menory for the reassenbly buffers and the output buffer
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The purpose of the RBis to ensure that cells for a given packet do
not interleave with other cells that are nerged to the sane VC. This
mechani sm (cal l ed store-and-forward at the packet |evel) can be
acconpl i shed by storing each inconming cell for a given packet at the
RB until the last cell of the packet arrives. Wen the |ast cel
arrives, all cells in the packet are transferred in an atom c nanner
to the output buffer for transmssion to the next hop. It is worth
pointing out that perfornming a cut-through node at the RB is not
reconmended since it would result in wastage of bandwidth if the
subsequent cells are delayed. During the transfer of a packet to the
out put buffer, the incomng VCl is translated to the outgoing VC by
the merging unit. To save VC translation table space, different
incomng VCls are nerged to the sanme outgoing VCl during the
translation process if the cells are intended for the sane
destination. If all traffic is best-effort, full-nerging where all

i ncom ng VCs destined for the sanme destination network are napped to
t he sane outgoing VC, can be inplenented. However, if the traffic is
conposed of nultiple classes, it is desirable to inplenment partia
mer gi ng, where inconing VCs destined for the same (destination
network, QoS) are napped to the same outgoing VC

Regar dl ess of whether full merging or partial merging is inplenmented,
the out put buffer may consist of a single FIFO buffer or multiple
buffers each corresponding to a destination network or (destination
network, QS). |If a single output buffer is used, then the switch
essentially tries to enulate frame switching. |f multiple output
buffers are used, VC nerging is different fromfranme sw tching since
cells of a given packet are not bound to be transmitted back-to-back
In fact, fair queueing can be inplemented so that cells fromtheir
respective output buffers are served according to sone QS
requirenents. Note that cell-by-cell scheduling can be inplenented
with VC nergi ng, whereas only packet-by-packet scheduling can be

i mpl emented with frame switching. In sunmary, VC nerging is nore
flexible than frame swi tching and supports better QS control

3.0 Performance | nvestigation of VC Merging
This section conpares the VC-nerging switch and t he non-VC nergi ng

switch. The non-VC nerging switch is anal ogous to the traditiona
out put - buf fered ATM switch, whereby cells of any packets are all owed

to interleave. Since each cell is a distinct unit of information
the non-VC nerging switch is a work-conserving system at the cel
level. On the other hand, the VG nerging switch is non-work

conserving so its performance is always |ower than that of the non-VC
nmerging switch. The main objective here is to study the effect of VC
nmer gi ng on performance inplications of MPLS sw tches such as
addi ti onal delay, additional buffer, etc., subject to different
traffic conditions.

Wdjaja & Elwalid I nf or mat i onal [ Page 4]



RFC 2682 I ssues in VC Merge Capabl e ATM LSRs Sept ember 1999

In the sinulation, the arrival process to each reassenbly buffer is
an i ndependent ON-OFF process. Cells within an ON period forma
singl e packet. During an OFF periof, the slots are idle. Note that
the ON-OFF process is a general process that can nodel any traffic
process.

3.1 Effect of Utilization on Additional Buffer Requirenent

W first investigate the effect of switch utilization on the
addi ti onal buffer requirenent for a given overflow probability. To
carry the conparison, we analyze the VC nerging and non-VC nergi ng
case when the average packet size is equal to 10 cells, using
geonetrically distributed packet sizes and packet interarrival tines,
with cells of a packet arriving contiguously (later, we consider
other distributions). The results show, as expected, the VC nerging
switch requires nore buffers than the non-VC nerging switch. \Wen the
utilization is low, there may be relatively many inconpl ete packets
in the reassenbly buffers at any given tine, thus wasting storage
resource. For exanple, when the utilization is 0.3, VC merging

requi res an additional storage of about 45 cells to achieve the sane
overflow probability. However, as the utilization increases to 0.9,
the additional storage to achieve the sane overfl ow probability drops
to about 30 cells. The reason is that when traffic intensity

i ncreases, the VC nerging system becones nore work-conservi ng.

It is inmportant to note that ATM swi tches nust be di nensioned at high
utilization value (in the range of 0.8-0.9) to wthstand harsh
traffic conditions. At the utilization of 0.9, a VC-nerge ATM switch
requires a buffer of size 976 cells to provide an overfl ow
probability of 10°{-5}, whereas an non-VC nerge ATM switch requires a
buffer of size 946. These nunbers translate the additional buffer
requirenent for VC nerging to about 3% - hardly an additiona
buffering cost.

3.2 Effect of Packet Size on Additional Buffer Requirenent

We now vary the average packet size to see the inpact on the buffer
requirenent. We fix the utilization to 0.5 and use two different
aver age packet sizes; that is, B=10 and B=30. To achi eve the sane
overfl ow probability, VC nerging requires an additional buffer of
about 40 cells (or 4 packets) conpared to non-VC mergi ng when B=10.
When B=30, the additional buffer requirenent is about 90 cells (or 3
packets). As expected, the additional buffer requirenent in ternms of
cells increases as the packet size increases. However, the additiona
buffer requirement is roughly constant in ternms of packets.
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3.3 Additional Buffer Overhead Due to Packet Reassenbly

There nay be sonme concern that VC nerging nmay require too nuch

buf feri ng when the nunber of reassenbly buffers increases, which
woul d happen if the switch size is increased or if cells for packets
going to different destinations are allowed to interleave. W will
show that the concern is unfounded since buffer sharing becones nore
efficient as the nunber of reassenbly buffers increases.

To denonstrate our argunment, we consider the overflow probability for
VC nerging for several values of reassenbly buffers (N); i.e., N=4,

8, 16, 32, 64, and 128. The utilization is fixed to 0.8 for each
case, and the average packet size is chosen to be 10. For a given
overflow probability, the increase in buffer requirenment becones |ess
pronounced as N increases. Beyond a certain value (N=32), the
increase in buffer requirenment becones insignificant. The reason is
that as N increases, the traffic gets thinned and eventually
approaches a limting process.

3.4 Effect of Interarrival tinme Distribution on Additional Buffer

We now turn our attention to different traffic processes. First, we
use the sane ON period distribution and change the OFF period

di stribution fromgeonetric to hypergeonetric which has a | arger
Square Coefficient of Variation (SCV), defined to be the ratio of the
variance to the square of the nmean. Here we fix the utilization at
0.5. As expected, the switch performance degrades as the SCV

i ncreases in both the VG nerging and non-VC nergi ng cases. To
achieve a buffer overflow probability of 10°{-4}, the additiona
buffer required is about 40 cells when SCv=1, 26 cells when SCv=1.5,
and 24 cells when SCV=2.6. The result shows that VC nergi ng becones
nore wor k-conserving as SCV increases. In summary, as the
interarrival tine between packets becones nore bursty, the additiona
buffer requirement for VC merging dinnishes.

3.5 Effect of Internet Packets on Additional Buffer Requirenent

Up to now, the packet size has been nodel ed as a geonetric
distribution with a certain paraneter. W nodify the packet size
distribution to a nore realistic one for the rest of this document.
Since the initial deploynment of VC nerge capable ATM switches is
likely to be in the core network, it is nore realistic to consider
the packet size distribution in the Wde Area Network. To this end,
we refer to the data given in [6]. The data collected on Feb 10,
1996, in FI X-West network, is in the formof probability nass
function versus packet size in bytes. Data collected at other dates
closely resenble this one.
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The distribution appears bi-nodal with two big masses at 40 bytes
(about a third) due to TCP acknow edgnent packets, and 552 bytes
(about 22 percent) due to Maxi mum Transni ssion Unit (MIU) linitations
in many routers. O her promni nent packet sizes include 72 bytes (about
4.1 percent), 576 bytes (about 3.6 percent), 44 bytes (about 3
percent), 185 bytes (about 2.7 percent), and 1500 bytes (about 1.5
percent) due to Ethernet MIU. The nean packet size is 257 bytes, and
the variance is 84,287 bytes”2. Thus, the SCV for the Internet packet
size is about 1.1.

To convert the I P packet size in bytes to ATMcells, we assume AAL 5
using null encapsul ati on where the additional overhead in AAL 5 is 8
bytes long [7]. Using the null encapsul ati on techni que, the average
packet size is about 6.2 ATMcells.

We exani ne the buffer overflow probability against the buffer size
using the Internet packet size distribution. The OFF period is
assuned to have a geonetric distribution. Again, we find that the
same behavi or as before, except that the buffer requirenent drops
with I nternet packets due to snaller average packet size

3.6 Effect of Correlated Interarrival Tinmes on Additional Buffer
Requi r ement

To nodel correlated interarrival tines, we use the DAR(p) process
(discrete autoregressive process of order p) [8], which has been used
to accurately nodel video traffic (Star Wars novie) in [9]. The
DAR(p) process is a p-th order (lag-p) discrete-tinme Markov chain.
The state of the process at time n depends explicitly on the states
at tinmes (n-1), ..., (n-p).

W exanine the overflow probability for the case where the
interarrival tine between packets is geonetric and i ndependent, and
the case where the interarrival tinme is geonetric and correlated to
the previous one with coefficient of correlation equal to 0.9. The
enpirical distribution of the Internet packet size fromthe | ast
section is used. The utilizationis fixed to 0.5 in each case.

Al t hough, the overflow probability increases as p increases, the
addi ti onal anmount of buffering actually decreases for VC nmerging as
p, or equivalently the correlation, increases. One can easily
concl ude that higher-order correlation or |ong-range dependence,

whi ch occurs in self-simlar traffic, will result in simlar
qualitative perfornmance
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3.7 Sl ow Sources

The di scussions up to now have assunmed that cells within a packet
arrive back-to-back. Wen traffic shaping is inplenented, adjacent
cells within the sane packet would typically be spaced by idle slots.
We call such sources as "slow sources". Adjacent cells within the
sanme packet nay al so be perturbed and spaced as these cells trave
downstream due to the nerging and splitting of cells at preceding
nodes.

Here, we assune that each source transnmits at the rate of r_s (0 <
r s <1), inunits of link speed, to the ATMswitch. To capture the
mergi ng and splitting of cells as they travel in the network, we wll

al so assunme that the cell interarrival time within a packet is ran-
domy perturbed. To nodel this perturbation, we stretch the origina
ON period by 1/r_s, and flip a Bernoulli coin with paraneter r_s

during the stretched ON period. In other words, a slot would contain
a cell with probability r_s, and would be idle with probability 1-r_s
during the ON period. By doing so, the average packet size renains
the same as r_s is varied. W sinulated slow sources on the VC nerge
ATM swi tch using the Internet packet size distribution with r_s=1 and
r_s=0.2. The packet interarrival tine is assuned to be geonetrically
di stributed. Reducing the source rate in general reduces the
stresses on the ATM switches since the traffic becomes snoot her

Wth VC nerging, slow sources also have the effect of increasing the
reassenbly time. At utilization of 0.5, the reassenbly tinme is nore
donmi nant and causes the slow source (with r_s=0.2) to require nore
buffering than the fast source (with r_s=1). At utilization of 0.8,
the smoother traffic is nore dom nant and causes the sl ow source
(with r_s=0.2) to require less buffering than the fast source (wth

r s=1). This result again has practical consequences in ATM switch
desi gn where buffer dinensioning is perforned at reasonably high
utilization. In this situation, slow sources only help.

3.8 Packet Del ay

It is of interest to see the inpact of cell reassenbly on packet

del ay. Here we consider the delay at one node only; end-to-end del ays
are subject of ongoing work. W define the delay of a packet as the
time between the arrival of the first cell of a packet at the switch
and the departure of the last cell of the same packet. W study the
average packet delay as a function of utilization for both VC nerging
and non-VC nerging switches for the case r_s=1 (back-to-back cells in
a packet). Again, the Internet packet size distribution is used to
adopt the nore realistic scenario. The interarrival time of packets
is geonetrically distributed. Although the difference in the worst-
case del ay between VC-nerging and non-VC nergi ng can be theoretically
very large, we consistently observe that the difference in average
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del ays of the two systens to be consistently about one average packet
time for a wide range of utilization. The difference is due to the
average tinme needed to reassenbl e a packet.

To see the effect of cell spacing in a packet, we again sinulate the
average packet delay for r_s=0.2. W observe that the difference in
average del ays of VC nerging and non-VC nerging increases to a few
packet times (approximately 20 cells at high utilization). It should
be noted that when a VG nerge capable ATM switch reassenbl es packets,
in effect it perforns the task that the receiver has to do otherw se
From practical point-of-view, an increase in 20 cells translates to
about 60 mcro seconds at OC-3 |link speed. This additional delay
shoul d be insignificant for nost applications.

4.0 Security Considerations

There are no security considerations directly related to this
docunent since the docunent is concerned with the perfornmance

i mplications of VC nerging. There are al so no known security
considerations as a result of the proposed nodification of a | egacy
ATM LSR to incorporate VC nerging.

5.0 D scussion

Thi s docunent has investigated the inpacts of VC nerging on the
performance of an ATM LSR W experinmented with various traffic
processes to understand the detailed behavior of VC nmerge capable ATM
LSRs. CQur main finding indicates that VC nerging incurs a mninal
over head conpared to non-VC nerging in terns of additional buffering.
Moreover, the overhead decreases as utilization increases, or as the
traffic becones nore bursty. This fact has inportant practica
consequences since swtches are dinensioned for high utilization and
stressful traffic conditions. W have considered the case where the
out put buffer uses a FI FO scheduling. However, based on our

i nvestigation on slow sources, we believe that fair queueing will not
i ntroduce a significant inpact on the additional anmount of buffering.
O hers may wish to investigate this further.
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Acknowl edgenent

Funding for the RFC Editor function is currently provided by the
I nternet Society.

Wdjaja & Elwalid I nf or mat i onal [ Page 12]



