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Abst ract

Routing is essential to a network. Routing scalability is essential
to a large network. Wen routing does not scale, there is a direct

i mpact on the stability and performance of a network. Therefore,
routing scalability is an inportant issue, especially for a large
network. This document identifies major factors affecting routing
scalability as well as basic principles of designing scalable routing
for | arge networks.
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I nt roducti on

Routing is essential to a network. Wthout routing, packets cannot be
delivered to desired destinations and the network would be non-
functional. The chall enge of designing the routing for a large
networ k, such as a large | SP backbone network, is not only to nake it
work, but also to nake it scale. Wthout a scalable routing system a
network may suffer from severe performance penalties, as
unfortunately proven by disastrous events in large networks. This
docunent attenpts to anal yze routing scalability issues and define a
set of principles for designing scalable routing systemfor |arge

net wor ks.

The organi zation of this docunent is as follows: Section 2 describes
routing functions and design goals. Sections 3 and 4 discuss the
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characteristics of today’'s |arge networks and the associated routing
scaling issues. Section 5 explores routing protocol scalability, and
Section 6 presents scalable routing design principles. Section 7
provi des a conclusion to the docunent.

Conmmon Routing Design Goal s
The basic goals a routing systemshould achi eve are as foll ows:

o Stability

0 Redundancy and robustness

o0 Reasonabl e convergency tine

0 Routing information integrity

0 Sensi bl e and nanageabl e routing policy

The chal |l enge of designing routing in a large network is not only to
achi eve these basic goals but also to nmake the routing system scal e.

Characteristics of Today's Large Networks
Today’s |l arge networks typically possess the followi ng features:

0 They are conposed of a |arge nunber of nodes (routers and/or
switches), typically in the hundreds. Sone provider networks
i nclude custonmer CPE routers within their adm nistrative donmain,
whi ch increases the nunber of nodes to thousands.

0 They have rich connectivity to neet redundancy and robustness
requi renents, and they consequently have conpl ex topol ogi es.

0 They are default-free; that is, they carry all the routes known
to the entire Internet. Currently, the total nunber is
approxi mately 70, 000.

o0 The custonmer aggregation routers inside the |arge networks
connect sonetines hundreds of custoner routers.

These characteristics inpose a direct challenge to the routing
scalability of the network.

Routing Scaling |Issues

Today, the nmain issues surrounding routing scaling are: i) excessive
router resource consunption, which can potentially increase routing
convergency difficulties thus destabilize a network; and ii) routing
conmplexity, resulting in poor nanagenment of network, producing |ow
service quality.
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4.1. Router Resource Consunption
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The routing process puts bursty loads on routers, especially under
unst abl e network conditions. In the extrene case, the routing process
takes all available resources fromthe routers, which results in slow
routi ng convergence or no convergence. A network is paralyzed when it
cannot converge internal routing infornmation.

It’s worthy noting that routers with internal architectures that
tightly couple forwarding and routing processes tend to handl e the
excessive routing | oad poorly. The emergi ng new generation of routers
with the architecture of separating resource used for forwarding and
routing could provide better routing scalability.

Today, a large network typically enploys IS-1S[1,2] or OSPF [3] as
an Interior Routing Protocol (I1G) and BGP [4] as an Exterior Routing
Protocol (EGP), respectively. The | GP cal cul ates paths across the
interior of the network. BGP facilitates routing exchange between
routi ng donai ns, or Autononous Systens (AS). BGP al so processes and
propagates external routing information within the network. The
presence of a |large nunber of routers and adjacencies in a network,
coupled with frequent topol ogy changes due to link instability, wll
contribute to excessive resource consunption by the interior routing.
In the case of exterior routing, a large quantity of routers in a BGP
system plus frequent routing updates (route flapping) would put a
heavy burden on the routers. Section 5 describes scaling issues with
IS 1S, OSPF and BGP in detail.

In addition, having many destinations in a routing system conbined
with nmultiple paths associated with these routes, inpose the
foll owi ng scaling i ssues on BGP

o A large nunber of routes conbined with nultiple paths for each
i ncreases the cost of routing processing for route sel ection
routing policy application and filtering.

0 Too nmany routes conbined with multiple paths requires |arge
anounts of menory on routers for storage. The demand is even
hi gher at | nter Exchange Poi nts such as NAPs.

o The larger the nunber of routes, the greater the chance route
flapping will occur and the nore BGP routing updates will happen
as a result. Based on statistics collected by [5], thousands of
BGP updates in a neasured 15 minute interval can occur on a
typical default-free router at a NAP.
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Route flapping refers to frequent routing updates occurring due
to network instability, for exanple, when the state of a
physical link in the network is fluctuating, or when a BGP
session is torn down and re-established numerous tine within a
short period of tine.

To facilitate fast convergence, topol ogy change infornation nust
be propagated in a tinmely fashion. Wen a route becones

unavai lable and is withdrawn, the information is typically sent
i Mmediately. If the affected routes have been announced to the
gl obal Internet, the update information is likely to be
propagated to the entire Internet.

Rout e fl apping has a profound inpact on routers running BGP. The
routers have to process routing information frequently and this
consumes a trenendous amounts of the available resources. Wen a
local route or link is oscillating, interior routing is affected
as well by excessive topology information floodi ng and
subsequent shortest path cal cul ati ons. However, OSPF (or 1S-1S)

i mposes rate limts on such activity to reduce the burden on the
routers. For exanple, OSPF specifies that an individual SLA can
be updated at nost once every 5 seconds. This essentially
dampens the fl apping.

Mor eover, |arge nunbers of E-BGP sessions processed by a single
router create another potential scaling issue. Large networks usually
have huge custoner subscriptions and connections. To scale the

har dware and t he nunber of nodes in the network, providers tend to
dedi cate a group of custoner aggregation routers, each connecting as
many custoner CPE routers as possible. As a result, it’s not unconmon
for a custoner aggregation router to handl e hundreds of E-BGP
sessions, which inposes potential problens, such as BGP session
processi ng and nai ntenance, route processing, filtering and route

st or age.

4.2. Routing Conplexity

Yu

Routing conplexity can |lead to network managenent difficulties, which
wi |l have an inpact on trouble shooting and qui ck problemresol ution
It can result in a less than desirable service quality across the
networ k. Conplicated routing policies and special cases or exceptions
in arouting design can contribute to routing conplexity in a large
system

Routing Policy refers to the adm nistrative criteria for handling
routing information, conmonly in the formof routing path selection
and route filtering. The way routing information is handled has a
direct inpact on traffic flowwithin a network and across donmi ns. As
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aresult, it affects business agreenents anong di fferent networks.
Therefore, the deternmination of routing policy is largely dom nated
by non-technical concerns, such as business considerations. Routing
policy can be very conplex, which would make managenent and
configuration an unscal abl e task.

The keys to reducing routing conplexity are systematic as well as
consi stent routing scheme and a routing policy that is sinple but
neets the requirement of administrative polices

Anot her factor contributing to the conplexity of routing nmanagenent
is prefix-based route filtering. As is well known, prefix-based
filtering is necessary in order to protect the integrity of the
routing system This becones a chall enge when the nunmber of routes
known to the Internet is as large as it is today.

Routing Protocol Scalability

Today’ s commonly depl oyed routing protocols are 1S-1S or OSPF for
Interior routing (aka I GP) and BGP for exterior routing (aka EGP). In
terns of scaling and ot her aspects, these protocols are already an

i mprovenent over the previous generation of protocols, such as RP
and EGP. However, scalability is still a mjor issue when a network
is large, when a routing design is insensitive to scaling issues, or
the protocol inplenentation is inefficient.

5.1. 1S-1S and OSPF

Yu

As described earlier in the docunent, 1S-1S and OSPF are Link State
routing protocols. The basic conponents of a link state routing
protocol are i) generation and nai ntenance of a Link-State-DataBase
(LSDB) that describes the routing topology of a given routing area;
and ii) route calcul ation based on the topology information in the
dat abase. Each node in a routing area is responsible for describing
its local routing topology in a Link State Advertisenment or LSA (LSP
in the case of IS-1S.) Each individually generated LSA will be
distributed or flooded to all the routers in the area. Each router
receives LSAs fromall the other routers, fornmng a |ink-state-

dat abase that reflects the routing topology of the entire routing
ar ea.

The main associated scaling i ssues are the conplexity of the link
state flooding and routing cal culation, plus the size of the LSDB
whi ch contributes to the cost of routing calculation and router
menory consunption
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Fl ooding is the process by which a router distributes its self-
originated LSA to the rest of the routers in the area in case of any

link state change. A router will send the LSA via all its interfaces.
When receiving an LSA update, a router validates the information and
updates its |local LSDB before sending it out via all its own

interfaces, except the one fromwhich it received the original LSA
update. G ven the nature of IS 1S or OSPF flooding, a full-nesh
network with N routers would have Q N*2) of LSAs flooded in the
network when a single link failure occurs. A single router outage
woul d cause LSA in the order of QON'3) to be flooded in the system

In the case of OSPF, the protocol will refresh or flood every 30
nm nutes even under stable network conditions, which could increase
the problemfor an already highly | oaded router

From t he above discussion, one can easily observe that the nore
routers and adjacencies in a Link State 1GP routing area, the nore
CPU burden there are for each router to bear. Wen a network is
unstable, the load will be anplified.

A link-state protocol typically uses Dijkstra's Shortest Path First
(SPF) algorithmfor route calculation. The Dijkstra algorithm scal es
to the order of Q(N'2), where N is the nunber of nodes. The al gorithm
could be inproved to the order of O(I*logN) where | is the nunber of
links in the network and N is the nunber of destinations or routers

[6].

Consequently, link state routing protocols do not scale to a network
topol ogy with many routers and excessive adjacencies in an area. \Wen
the network topology is unstable, the conputation, processing and
bandwi dth costs are nagnified, which causes excessive consunption of
router resources. Wien the instability prevents IS IS or OSPF from
mai nt ai ni ng adj acenci es, a network routing neltdown occurs.

Node adj acenci es are di scovered and nai ntai ned t hrough t he exchange
of HELLO nessages sent periodically fromeach node. Wien a node fails
to receive HELLO nessages fromits neighbor within a certain period
of time (40 seconds for OSPF and less for IS-1S), it considers the
nei ghbor down. \WWen heavy flooding, re-calcul ation and ot her
activities happen that make router CPU a scarce resource, a router
may not be able to allocate CPU time to send or process HELLO
packets. Routers in the network then | ose adjacency, which magnifies
the instability. As a result, an isolated instability can escalate to
arouting failure across the entire network.

Li nk-state 1 GPs al so do not scale well to carry a | arge nunber of

routes such as the 70,000 routes known to the Internet today. Since
external routes are included in the |ink-state-database and in LSA
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(LSP for 1S-1S) updates, the link bandwi dth and router nenory
consunption will be trenendous. Moreover, due to the |large size of
LSA updates, it woul d aggravate router resource consunption in the
process of LSA flooding, especially under unstable network condition

To sumari ze, a scal abl e design should avoid inclusion of too nmany
routers in an |GP routing area, a large external routes carried by
| GP and, nore inportant, excessive adjacencies in the area.

5.2. BGP

Yu

BGP is an inter-domain routing protocol allow ng the exchange of
routing or reachability information between different Autononous-
System networks. Functionally, BGP is conposed of External BGP(E-BGP)
and Internal BGP(I-BGP). E-BGP is used for exchanging external routes
while 1-BGP is typically used for distributing externally | earned
routes within an AS

The general costs of BGP are as foll ows:

0 CPU consunption in BGP session establishment, route selection
routing information processing, and handling of routing updates

0 Router nenory to install routes and nultiple paths associated
with the routes.

The maj or scaling issue associated with BGP lie in the full mesh |-
BGP connections. Since it does not scale for an IGP to carry
externally |l earned prefixes, as nmentioned in the previous section

| -BGP assunes this duty. In order to prevent routing |oops, prefixes
| earned via |-BGP are prohibited frombeing advertised to another |-
BGP speaker. As a result, a full mesh of |-BGP sessions anong the
routers within an ASis required. In an AS with N routers, each
router will have to establish I-BGP sessions with N1 routers, and
the systemconplexity is in the order of Q(N*2). Therefore, BGP
scal es poorly when the nunber of routers involved in |-BG nesh is

| ar ge.

A large network normally learns all the routes known to the Internet,
which is approximtely 70,000. |-BG° will need to carry all these
routes.

The | arge nunber of |-BGP sessions and routes consunes trenendous

resources fromeach router, especially during BGP session
establ i shment and during periods of heavy route fl apping.
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Frequent routing updates are another potential scaling problemin

| arge networks. BGP uses increnental updates and sends out routing

i nformati on about unreachable routes quickly for fast convergence.
This is a great inprovenent from EGP, in which the whole routing
table is updated at a fixed tinme interval. However, when a network is
unstabl e the updates, especially those containing route wthdrawals,
are sent inmmedi ately, causing gl obal BGP updates. As a result,
network instability initiated anywhere in a network triggers updates
all over the Internet. This effect is nagnified when | arge anounts of
routes are visible to the Internet, putting a heavy load on routers
that participate in BGP

The introduction of a routing hierarchy in BGP, through |I-BGP Route
Reflectors [7] and BGP Confederations [8], for exanple, will help
all eviate the scaling problemcaused by the requirenent of full nesh
| - BGP establishnent.

Anot her potential solution is to avoid the requirenent of full nesh
pai rwi se | -BGP connections. This will change the way that BGP
distributes routing infornmation anong the |-BGP peers. Mechani sns
worth considering are using nulticast to distribute information or
adopting fl ooding mechani sns sinmlar to those used in IS 1S or OSPF.
Furt her investigation of the inplication of using such nechani smfor
BGP route distribution is needed.

Rout e danpening [9] is one way to reduce excessive updates triggered
by route flapping. The trade-off between fast convergence and
stability of the network should be considered, as discussed in
section 6. 3.

6. Scal abl e Routing Design Principles

The routing design for a |arge-scale network shoul d achi eve the basic
goal s of accuracy, stability, redundancy and convergence as descri bed
in Section 2 and noreover should achieve it in a scal able fashion

How routing scales is influenced by protocol design decisions,
protocol inplenentation decisions, and network design decisions. A
networ k engi neer has direct control over network design decisions and
can have substantial influence over protocol design and

i npl ement ation. The focus of this docunent is network design
deci si ons.
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Following is a set of design principles for naking a | arge network
routi ng system nore scal abl e:

Bui | di ng hi erarchy

Compartment al i zati on

Maki ng proper trade-offs

Reduci ng route processi ng burdens

Defining scalable routing policies and inpl enentation
Utilizing out-of-band routing assistance

O O0OO0O0O0O0

6.1. Building Hierarchy

Yu

As discussed in Section 5.1, OSPF and |1S-1S scale poorly when a
network has a |l arge nunmber of routers and in particular, a |arge
quantity of adjacencies. This has unfortunately been proven by
networ ks that deploy IP over ATMwi th full mesh adjacenci es anong the
routers. The full mesh overlay design conbined with the inefficient
protocol inplenentation led to disastrous network outages. A | esson

| earned fromthis is to avoid full nmesh overlay topology in a large
network with a large, flat network routing structure.

Bui I di ng hierarchical routing structures in the network is the key to
achieving routing scalability in a |arge network. As discussed
earlier in this docunent, |large networks are usually conposed of nany
routers with a conplex topology, which results in a | arge nunber of
adj acencies. As al so discussed earlier, currently available routing
protocol s scale poorly for handling a | arge nunber of routers in a
routi ng domai n or many adj acencies anong the routers. Therefore, it
is sensible to build a routing hierarchy to reduce the nunber of
routers as well as the nunber of adjacencies in a routing donain.

The current conmon practice is to build a two-tiered hierarchy in a
network with a center conmponent (or transit core network) to which a
nunber of outskirt components (or access networks) attach. The
transit core network covers the entire geographical area the network
serves; each access network (aka regi onal network) covers one region
There are usually no direct link connections anong the regiona
components. Traffic fromone regional network to another traverses
the transit core. Custoner networks connect only to access or

regi onal networks. There are a nunber of ways to build a routing

hi erarchy in the above described hierarchical network topol ogy.

1) Conpl etely Separate Routing Donai ns
This design treats the transit core network and each regi ona
network as conpletely independent ASs with respect to routing, and

each AS runs an independent |GP. Each regional network E-BGP with
the transit core for exchanging routing know edge. Full 1-BGP
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connections need to be established only within each conponent
network. Wth this design, the nmaxi num nunber of routers in an | GP
domain is the total nunber of routers in each conponent. As a
result, the I GP processing load is reduced, and the nunber of
routers in an |-BGP nesh in the network routing systemis
decreased dranatically.

Anot her advantage of this design is that it conpartnmentalizes the
routing systemso that instability in one such conponent has |ess
i mpact on the entire system See the discussion in section 6. 2.

The main di sadvantage of this schene is that it inserts one extra
AS in the routing path when routes are advertised to the Internet
via BGP. This extra AS in the path nay cause route sel ection
difficulties for other providers.

2) One Domain with | GP and BGP Hierarchy

This method i ncludes the transit core and each regional network
into one AS domain. The routing hierarchy is realized by utilizing
multi-level IS-1S or OSPF areas and either BGP Confederation or

| -BGP Reflector or a conbination of the two.

Thi s nechani sm avoi ds the introduction of an extra ASin the
routing path, which is an advantage over the nethod described in
Point 1). However, nulti-area hierarchical I1GP is rarely used

now a-days in |large networks since nost of themare using IS-1S
for internal routing, which does not have sufficient nulti-Ieve
support. Although I1S-1S supports nmulti-area routing, it inposes a
strict hierarchy between backbone and sub-areas and all ows only
the advertisenent of a default route fromthe backbone area to the
sub-areas instead of specific prefixes. This restriction may be
suitable for a network with a sinple sub-area topol ogy. A sub-area
in a large network, typically a regional or access network, itself
has a conplicated topol ogy. Receiving highly abstract routing

i nfformation, such as a default route, would affect the sub-area’s
ability to make route selections required for traffic engineering.
It would also linit the information passed to external ASs, for
exanple, | GP-derived BGP Multi-Exit-Discrimnator (MED)

i nformati on.

Efforts are being made to nodify the 1S-1S protocol to allow the
di stribution of specific route from backbone area to sub-areas. A
nmechani smfacilitates such distribution is specified in [15]. Wen
i mpl erent ati on of such nechani sm becone avail abl e, inpl enenting
multi-level IGP will be an attractive option for building routing
hierarchy within a | arge network
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3) One IGP Area with BGP Hierarchy

Inlieu of multi-area I1S-1S, the routing hierarchy could be

achi eved by defining one I1GP domain for the entire network while
enpl oyi ng a BGP hierarchy. Fortunately, the hierarchical topology
of the network in this case hel ps reduce adjacencies in the
routing donain (recall there are no connections anong t he second-
| evel network conmponents). |In addition, inprovenents could be nade
to further reduce the adjacency by carefully arranging the

adj acencies to keep themat a m nimumbut still achi eve good
redundancy. However, this is |l ess than ideal since the nunber of
routers renai ns unchanged, which increases the I oad on the SPF
cal culation. Moreover, instability within any regi onal network
woul d still affect the entire network (that is, there would be no
fault isolation).

Even with one 1GP domain, it is possible to build BGP hierarchy to
make | -BGP nore scalable in the network. BGP Refl ectors and BGP
Conf ederati ons are existing nmechani sns to address the scaling
probl em of full-mesh |-BGP

Further, a BGP reflector provides the ability to build nore than
two | evels of hierarchy, as long as the interactions anong the
different levels of the hierarchy are carefully arranged to avoid
the possibility of creating routing |oops.

Questions worth asking are: "Are two | evels of routing hierarchy
sufficient for handling scaling issues?" "lIs there really a need for
nmore than two | evels of hierarchy?”

When a second-tier sub-donmain of a |l arge network, such as a regiona
network, grows too big for routing protocols to handle, either

anot her layer of hierarchy needs to be introduced or the sub-donmain
needs to be split into nultiple second-tiered sub-donains.

Keeping two |l evels of hierarchy and addi ng nore sub-domai ns appears
to be nore nanageabl e than addi ng another |evel to the hierarchy.
However, one concern is to avoid adding nore nodes to the top-Ieve
or transit core network to nmake it |ess scal able. Connecting the
split sub-areas to the sane core router would elininate the need to
add nore nodes in the core area than is recommended.

Havi ng nore than two | evels of hierarchy would exceed the capability
of 1GPs as they are defined today. In OSPF, for exanple, all the
areas nust be connected via the backbone area, which elininates the
possibility of having nmore than two levels of hierarchy. 1S 1S has
the sane limtation. Therefore, the protocols need to be redefined
should nore than two hierarchical layers in | GP be desirable.
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The conplexity of protocols and nanagenent will increase with the
nunber of levels added to the hierarchy. According to [6], nobst of
t he OSPF protocol bugs found over the years are related to routing
area support. Because the interaction anmong the nultiple |levels

i ncreases managenment and debuggi ng conmplexity, it is desirable to
keep the levels within a hierarchy to a m ni num

6.2. Conpartmentalization

A scal able routing design of a large network should be able to

| ocal i ze problens or failures, thus preventing themfrom spreading to
the entire network, consunming resources of network routers, and
causing network wide instability. This is conpartnentalization

Net wor k conpartmental i zati on makes fault isolation possible which
contributes the stability of a | arge network.

To achieve conpartnentalization in routing design for a large
networ k, one needs to avoid a design where the whole large network is
one flat routing systemor routing domain. This is the reason for the
architecture of dividing interior and exterior routing in the globa
routing system Wthin a network, it is best to divide the network
into multiple routing domains or nultiple routing areas. For exanple,
in OSPF, only summary route SLAs, rather than individual area routes,
are fl ooded beyond the area. When an area border router aggregates
the routes in its sub-area, instability of any route included in the
summary route would not cause flooding of SLAs to other areas. As a
result, router resources in other areas would not be consuned for
handl i ng fl ooding and the SPF recal culation. In other words,
instability within each individual area would be prevented from
spreading to the entire routing donain.

Since building a routing hierarchy essentially divides a big routing
area into smaller areas or domains, it help achieve the goal of
conpartnental i zati on.

6.3. Making Proper Trade-offs

When designing routing for a |large network, the overall goal should
be set with considerations of routing scalability and stability. The
trade-of fs between conflicting goals should be taken into account.
Exanpl es of such trade-offs are redundancy vs. scalability and
convergence vs. stability.

Redundancy i ntroduces conpl exity and increased adjacencies to the

net wor k t opol ogy. Redundancy al so i nposes the need for as many
alternative paths as possible for each route, which increases route
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processi ng and storage burdens. Because of these problens, it nay be
necessary to sacrifice absolute redundancy in favor of a reasonable
| evel that scales better for the routing system

Fast convergence requires that changes in network topol ogy be
propagated to the network as quickly as possible. Such action

i ncreases routing updates and, consequently, the route processing
burden. The burden is aggravated when a network carries full |nternet
routing information, as |large networks usually do, and topol ogy
changes happen frequently. Route danpening may be necessary to
achieve stability at the expense of absolute fast convergence.

6. 4. Reduce Burdens of Routing Information Processing

The tasks of reducing routing processing burdens includes: i)
strategically place the routing intelligence within the network, ii)
avoid carrying unnecessary routing information and iii) reduce the

i mpact of route flapping.

6.4.1. Routing Intelligence Placenent

Yu

A router that executes routing policies, perforns route filtering and
danmpening is said to posses routing intelligence. Routing
intelligence is needed for a network i) to enforce the business
agreenent between network entities in the formof routing policies;
ii) to protect the integrity of the routing information within the
network and sonetimes iii) to shield a network frominstability
happeni ng el sewhere in the Internet.

The nore routing intelligence a router has, the nore resources of the
router are needed to performthose tasks. It is logical, then, to
place as little routing intelligence as possible on routers that

al ready are heavily burdened with other tasks.

Usual ly, traffic is heavily concentrated in the core of the network.
Because traffic aggregates fromthe edge of the network toward the
core, traffic is | ess concentrated near the edge of the network.
Consequently, to build a scalable routing system it is wise to place
routing intelligence at the edge of the network, especially in the
net wor ks depl oyed with routers that do not sufficiently decouple
forwardi ng and routing. In addition, pushing routing intelligency as
close to the edge of the network as possible also serves the purpose
of distributing conputational and configuration burdens across al
routers.

It is also desirable to nove the heavy burden of processing routes to

out - of - band processors, freeing nore resources in network routers for
packet forwardi ng and handl i ng.
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6.4.2. Reduce Routes and Routing Infornation

As discussed in Section 4.1, a large nunber of routes in the system
is one of the major culprits in route scaling problens. Therefore, it
is best to reduce the nunber of routes in the systemw thout | osing
necessary routing infornation

6.4.2.1. CIDR and Route Aggregation

CIDR as specified in [10] provides a nmechanismto aggregate routes

for efficiently utilizing |IP address space as well as reducing the

nunber of routes in the global routing table. CIDR offers a way to

summari ze routing information, which is one of the keys for routing
scalability in today’ s Internet.

Rout e aggregati on would not only help global Internet scalability but
woul d al so contribute to scalability in | ocal networks. The overal
goal is to keep the routes in the backbone to a m ni num

To achi eve better aggregation within the network; that is, to reduce
t he nunber of routes in the network, a block of consecutive IP
addresses should be allocated to each access or regional network so
that when a regional network announces its routes to the transit core
networ k, they can be aggregated. This way, the core and other

regi onal networks woul d not need to know the specific prefixes of any
particul ar access network. Although assignment of customer addresses
froma provider block woul d have to be planned to support

aggregation, the effort would be worthwhile.

6.4.2.2. Uilize Default Routing Wen Possible

The use of a default route achieves ultimate route summari zation

whi ch reduces routing information to minimum Route sunmarization

al so masks the instability associated with an individual route, for
exanple, in the case of route flapping. It’s beneficial for a network
to utilize default routing when appropriate. For exanple, if a
second-tiered regional network is a stub and there is no connected
customer requesting full Internet routing information, the regiona
network can sinply point default to its connected core network.
However, over-sunmarization of routing information has the danger of
losing routing granularity and as a result, nanagenent of network
such as traffic engineering would be adversely affected. Therefore,
caution needs to be exercised when using default routing.
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6.4.2.3. Reduce Alternative Paths

Due to the requirement of reliability, the connectivity in the
Internet is rich, resulting in nmany paths toward a particul ar
destination. In other words, there are many alternate paths in the
BGP routing table towards the same destination, which consunmes router
menory and adds to the routing processing burden

To make routing scale, it is desirable to reduce alternate paths
whi | e preserving reasonabl e redundancy. For exanple, on a given
border router (such as a NAP router), one prinmary path plus an
alternate path should provide reasonabl e redundancy. In this case, a
third or a fourth alternate route could be discarded for the sake of
scaling. This is a trade-off decision every network admini strator
needs to make based on the particul ar needs of her network.

6.4.3. Use Static Route at Edges

As nentioned earlier, one of the scaling issues in |large networks is
that a single router may fan out to hundreds of custoner routers. As
a result, resource consunption will be very intensive if all the
customer routers comruni cate via BGP with the edge router. Is it
necessary for the edge router to BGP with all of its attached
custoner routers?

At first glance, it seens necessary for a custonmer network in a

di fferent Autononmous Systen(AS) to exchange routing information wth
the provider network via BGP. However, this is not necessarily the
case. \When a customer network is single-honmed (that is, if the sole
networ k connection for a custoner is via its provider network), BGP
is not necessary and static routing can work. Since the customner
network is single-honed, static routing will not have any negative

i mpact on services. The advantages are that the custoner aggregation
router will have fewer E-BGP sessions to handle, and no route
flapping can result fromthe statically configured custoner routes.

Configuration of the custoner’s static routes on the provider’s
aggregation router may add nmanagenent overhead, especially if a
customer advertises a | arge nunber of routes. On the other hand, the
set of routes a custonmer announces to the provider usually changes
infrequently; thus it requires | ow mai ntenance once it is configured.

6.4.4. Mnimze the Inpact of Route Flapping
As discussed earlier, route flapping is largely caused by |ink
instability and/or BGP session instability that results in excessive

routi ng updates across the Internet. Route flapping can originate
anywhere in the global Internet and affect every network in the
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Internet routing nesh (BGP nesh). Gven that there are over 70,000
routes known to the Internet and there is little isolation for route
flappi ng, handling route flapping could be overwhelnming to routers in
any network.

One way to reduce the effect of route flapping is to turn on route
danmpeni ng as specified in [10]. Essentially, danpening suppresses an
unstable route until it becomes stable. The current practice is for
each ISP to enable route danpening on its border routers. This way,
excessi ve routing updates can be stopped at the border.

An ideal nodel is to suppress the announcenent of a flapping route
right at the source. One way to inplenent this is to have a router
recogni ze instability associated with its directly connected |inks
and suppress the announcenent of the route. So far, there is no such
i npl ement ati on. This approach shoul d be expl ored.

Rout e aggregati on often nmasks route flapping since conponents of an
aggregated route (nore specific routes) would not cause the
aggregated route to flap. Therefore using CIDR can also help to

al l eviate route flapping.

6.5. Scal able Routing Policy and Scal abl e | npl enent ati on
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Routing policy involves routing decisions about acceptance and
advertisement of certain routes to or from other networks and about
routing preference when nore than one route beconmes avail abl e.
Routing policy enforces business agreenents between network entities
and is largely governed by non-technical criteria. In essence,
routing policy involves defining criteria for route filtering and
route sel ection.

One aspect of route filtering has to do with traffic control between
routi ng domai ns or between different provider networks. Mking policy
based on individual prefixes should be avoided in this case because,
with the large nunber of prefixes in the Internet, it does not scale.
Maki ng policy based on ASs that administratively represent a set of
prefixes scales better.

Anot her purpose of route filtering is to protect the integrity of
routing information by preventing the acceptance of falsely
advertised routing information that would lead traffic to ' black
holes’. In this case, only prefix-based filtering will sufficiently
achi eve the goal. Prefix-based filtering needs to occur at the
borders between a network and its direct customers or peer networKks.
The filtering is harder to nanage at the boundary of the peer

net wor ks since a peer network usually advertises a | arge anount of
prefixes. As nentioned earlier, there are about 70,000 routes known
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to the Internet. This neans a |l arge default-free network woul d need
to filter on the order of hundred of thousands of prefixes or even
nmore since a route could be advertised by nore than one sources. The
sheer amount of the prefixes to be filtered inposes chall enges for
router configuration menory and configurati on nanagenent. To make it
scal e, one would need to rely on the help froman out-of-band process
to sort out which prefixes should be accepted or denied from which
source. IRR [11] and DNS [12] are anobng the current proposed
nmechani sms for inplenenting prefix-based filtering.

Rout e selection policy determ nes which path should be used to send
traffic toward a certain destination. This is inportant, for exanple,
when a network has two connections to another network and |earns
routes from both connections. The decision involves which path to
select to send traffic to the custoners behind the other network. The
choi ces are typically:

o Directing traffic to the closest interconnection point for
traffic to exit the network. This policy is also known as Hot -
Pot at o- Rout i ng

o Directing traffic to the optimal network exit point. The opti mal
exit point is determ ned based on certain criteria by the
network adnministrator and is not necessary the closest exit
poi nt

o Always preferring routes advertised by directly connected
custoners

o0 Allowi ng other network or custoner to determ ne the path

Wien a policy is defined, its inplications for scal able

i mpl enent ati on need to be considered. For exanple, if the policy

all ows custoners to deternine which paths traffic follows, custoners
not the provider, should be required to set routing paraneters to
make the routing favor their preferred path. Custonmers can use the
BGP community or nechani sns such as MED to set routing preferences in
a much nore scal able way. This avoids putting such routing nanagenent
burdens solely on the provider. Distributing the routing managenent
burden nakes the policy inplenmentation nore scal abl e.

Anot her scaling neasure is to avoid maki ng conpl ex policy. Wen
routing policy is conplex, managenent, such as configuration of the
router and debuggi ng, would be a problem The ultimate goal is to
make the network manageabl e.

The follow ng basic principles would help scale the routing policy
managenent .
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0 Making policies as sinple as possible but neet the requirenents

0 Automating as rmuch as possible to avoid error-prone nanual work

0 Avoi ding policy based on individual prefixes as nuch as possible
with the exception of prefix-based route filtering for
protecting routing integrity

o Avoi di ng maki ng exceptions

0 Using out-of-band routing policy processing where possible

6. 6. Qut-of-Band Process
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A typical router assunes both routing and forwardi ng functions.
However, conceptually, routing and forwarding are two separate
processes. Arouter’s ultimate task is to forward packets based on
its forwarding table, which is derived fromrouting information. One
of the main causes of route scaling problens is that routers run out
of processing power because routing requires too nuch processing.
While a router has to forward packets, it does not necessarily have
to exchange and process routing information or execute routing
policy; these tasks can be perforned el sewhere. Thus the question
should be: Wuld it be possible to renove the routing process froma
router to reduce its burden? Moving the routing process fromthe
routers to other systens is referred to as out-of-band route
processi ng.

CQut - of - band route processes would, in short, performthe heavy-duty
routing tasks. They would build a forwarding table for the router

sel ect routes based on pre-defined policy, filter routes, and shield
the router fromroute flapping attacks.

The shortcom ngs of out-of-band route processing are the possible

i ntroduction of delays in routing changes; the de-coupling of routing
and forwardi ng paths, which could introduce inaccurate routing

i nformati on; and the cost of extra equipnent.

Appendi x A presents a current exanple of out-of-band route
processing. It also suggests other possible solutions.

Concl usi on and Di scussi on
How routing scales has a direct inpact on network stability and

performance. Wth the fast growh of the Internet and consequent
expansi on of providers’ networks, routing scaling becone increasingly

I nf or mat i onal [ Page 19]



RFC 2791 Scal abl e Routing Design Principles July 2000

Yu

an inportant issue to address. This docunent identifies the ngjor
factors that affect route scalability and establishes basic
principles for designing scalable routing in |arge networks.

The major routing scaling issues we are facing today are excessive
router resource consunption due to routing processing burdens causing
routing convergency difficulties thus introducing network
instability; and routing conplexity resulting in difficulties of
managenent and troubl e shooting causi ng degradation of service.

The outlined principles for designing a scal able routing systemare
bui l di ng routing hierarchy; introducing fault isolation; reducing
routing processing burden where possible; defining manageabl e routing
policies and using the assistance of avail abl e out-of-band routing

pr ocess.

The use of out-of-band resources to assist routing processing is a
concept only been used in the Internet Exchange Points (I XPs).
However, it could potentially be used to advantage within a network
to hel p addressing routing scaling issues. This is a topic worthy of
further exploration.

Routing protocols and/or their inplenmentations can still be inproved
or enhanced for better handling of the scaling issues. For exanple,
the 1S 1S multiple | evel nmechanismis needed in order to scale the
IGP in large network. Also, using nulticast or a reliable flooding
mechani smfor |-BGP updates instead of pairwise full mesh peering is
sonet hing worth investigating.

It is our belief that even with the depl oynent of new technol ogies
such as DADM MPLS and others in the future, the fundanmental routing
schene will remain the current | GP/BGP paradigm Therefore, the
scal abl e routing design principles outlined in this docunent shoul d
still apply with the depl oynent of new technol ogi es.

Security Considerations

This docunent deals with routing scaling issues and thus is unlikely
to have a direct inpact on security.

However, certain routing scaling inprovenment nmechani snms suggested in
t he docunent, such as network conpartnentalization, will possibly

al | evi at e network outages caused by deni al -of -service attacks since
it would help prevent such outages fromspreading to the entire

net wor k.
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Al t hough t he nmechani sns described in this docunent do not enhance or
weaken the security aspect of routing protocols, it is worth

i ndi cating here that security enhancenment of routing protocols or
routi ng mechani sms may inpact routing scalability. Therefore, when
appl yi ng security enhancenent in routing, one has to be aware of the
i mplications on scalability.

For exanple, TCP MD5 signature option is proposed to be a nechani sm
to protect BGP sessions frombeing spoofed [13]. It is done on a
per - sessi on basis and the overhead of MD-5 extensions are mininal
thus has no direct inpact on scalability. There have been concerns
about doing per-prefix AS path verification as any one ISP along a
path coul d have forged or nodified information (maliciously or not).
One extreme solution is to have a signature for each prefix which
gives very strong security but presents enornmous scaling issues in
terns of processing, nenory and adm nistrative overhead.
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Appendi x A, Qut-of-Band Routing Processes
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The use of a Route Server(RS) at NAPs is an exanple of achieving
routing scalability through an out-of-band routing process. A NAP is
a public inter-connection point where ISP networks exchange traffic.
ISP routers at a NAP establish BGP peer sessions with each other. The
result is full nesh E-BGP peering with a conplexity of Q N'2) system
wi de. When the RS is in place, each router peers only with the RS
(and its backup) to obtain necessary routing information (or nore
preci sely, the necessary forwarding information). In addition, the RS
also filters routes and executes policy for each provider’s router

whi ch further reduces the burden on all routers invol ved.

The concept of the Route Server can al so be used to hel p address
routing scalability in a | arge network.

1) RS Assisted Peering between Custoner Aggregation Router and
Custoner Routers

Currently, in a typical large provider network, it’'s not unusual that
a custoner aggregation router connects up to hundreds of custoner
routers. That nmeans the router has to handl e hundreds of E-BGP
sessions and filter a | arge nunber of prefixes. These tasks inpose a
heavy burden on the aggregation router. Reducing the nunber of
custoner routers per aggregation router is not an optinal option
since this would introduce nore routers in the routing system of the
whol e network, which is neither scal able for backbone routing, nor
cost efficient. Using an RS between custoners and the providers
customer aggregation router becone an attractive option to reduce the
burden on the router.

Figure 1 shows one way of incorporating an RS router between a
provi der’s customer aggregation router and customer routers.

--------------------------- LAN Media in a PCP

Figure 1: RS serving custoner aggregation router connecting
custoner routers

I nf or mat i onal [ Page 23]



RFC 2791 Scal abl e Routing Design Principles July 2000

Yu

In a scenario without an RS, the custoner aggregation router(CR) has
to peer with customer routers Cl, C2 ... Cn (where n could be in the
hundreds). VWhen an RS router is introduced, CR Cl, C2 ... Cn peer
with the RS router instead, and the RS passes the processed routing
information (or forwarding information) to all of them according to
policy and filters.

The advant ages are obvi ous:

o0 The custonmer aggregation router peers only with the RS router
instead of with hundreds of custoner routers.

0 The custoner aggregation router does not need to filter prefixes
or process routing policies, which frees resources for packet
forwardi ng and handl i ng.

One general concern with the use of an RS router is the possibility
of a mismatch of routing connectivity and the physical connectivity.
For exanple, if the link between the CR and Cl is down and if the RS
router is not aware of the outage, it will continue to pass routes
fromCl to the CR, and the traffic following these routes will be

bl ack hol ed. However, this is not a problemin the specific
application described here. This is because the RS router has to go
through the CRto peer with Cl1, C2 ... Cn. Wen the link is down, Cl
is inaccessible fromthe RS router, and no routing information can be
exchanged between the two. Consequently, the RS will announce no
routes related to CI1.

Anot her concern is the creation of single point of failure. If the RS
router is down, no routing informati on can be exchanged between the
custoner aggregation router and ClL, C2 ... Cn, and no traffic wll

fl ow between them This problemcould be addressed by addi ng a second
RS router as a backup

In this scenario, since RS peers with C1 ... Cn via CR it requires
that when the RS router passes routing information to ClL...Cn, it
designates the I P address of the CR as the next hop. Likew se, when
the RS router passes routes from each custoner router to the custoner
aggregation router, it needs to place the correct next hop on the
route. Mdifications need to be nmade to the RS code to include this
function.

2) Private RS Router at |nterExchange Point
A large provider network often has many BGP peers at the

I nt erexchange Point, NAP or private interconnection. This neans a
border router has to handl e nmany E-BGP sessions. Since an
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I nterconnect points is usually the admi nistrative boundary between
I SPs, policy and route filtering are very demandi ng. This inposes a
scaling problem on the border router

Depl oying many routers to distribute the |oad anong themis an
expensi ve solution: extra hardware and extra ports cost nobney.
Shifting the routing burden to an RS router is a pronising
alternative solution. In the case of using RS for multiple peers at a
private interexchange point, the scenario is sinmlar to RS used

bet ween custoner aggregation router and custoner routers as described
in 1) above. In the case of such peering at a NAP, the private RS
could be placed either on the sanme NAP nedia or a private nedia
between the 1SP's NAP router and the RS

3) RS Routers at Each POP in a Large Network

Even in a network with a hierarchical routing structure, a sub-area
may beconme too large, and |-BGP full neshing nmay i npose a scaling
problem One way to address this would be to split the sub-area or
add yet another tier of |-BGP reflector structure. Another possible
solution would be to use an RS router as an |-BGP Server. Dependi ng
on the topology of a POP, this solution nmay or may not be suitable.
The use of RS routers at network POPs need to be investigated
further.
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