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Abstract

This meno describes a framework for supporting | ETF Integrated
Services on shared and sw tched LAN infrastructure. It includes
background nmaterial on the capabilities of |EEE 802 Iike networks
with regard to paranmeters that affect Integrated Services such as
access |l atency, delay variation and queui ng support in LAN sw tches.
It discusses aspects of IETF s Integrated Services nodel that cannot
easily be accomopdated in different LAN environnents. |t outlines a
functional nodel for supporting the Resource Reservation Protoco
(RSVP) in such LAN environments. Details of extensions to RSVP for
use over LANs are described in an acconpanying nmeno [14]. Mappi ngs
of the various Integrated Services onto | EEE 802 LANs are descri bed
in another neno [13].
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1. Introduction

The Internet has traditionally provided support for best effort
traffic only. However, with the recent advances in link |ayer

technol ogy, and with nunmerous energing real tinme applications such as
vi deo conferencing and I nternet tel ephony, there has been nuch

i nterest for devel opi ng mechani snms whi ch enable real time services
over the Internet. A framework for meeting these new requirenents
was set out in RFC 1633 [8] and this has driven the specification of
various classes of network service by the Integrated Services working
group of the I ETF, such as Controlled Load and Guaranteed Service
[6,7]. Each of these service classes is designed to provide certain
Quality of Service (QS) to traffic conforming to a specified set of
paraneters. Applications are expected to choose one of these cl asses
according to their QS requirenents. One nechanismfor end stations
to utilize such services in an | P network is provided by a QS
signaling protocol, the Resource Reservation Protocol (RSVP) [5]

devel oped by the RSVP working group of the |IETF. The | EEE under its
Project 802 has defined standards for many different |ocal area
networ k technol ogi es. These all typically offer the same MAC | ayer
dat agram service [1] to higher layer protocols such as |IP although
they often provide different dynam c behavi or characteristics -- it
is these that are inportant when considering their ability to support
real tine services. Later in this neno we describe sonme of the

rel evant characteristics of the different MAC | ayer LAN technol ogi es.
In addition, | EEE 802 has defined standards for bridging nultiple LAN
segnment s together using devices known as "NMAC Bridges" or "Switches"”
[2]. Recent work has also defined traffic classes, nulticast
filtering, and virtual LAN capabilities for these devices [3,4].

Such LAN technol ogi es often constitute the |ast hop(s) between users
and the Internet as well as being a primary building block for entire

campus networks. It is therefore necessary to provide standardized
mechani sns for using these technol ogies to support end-to-end rea
time services. |In order to do this, there nust be sone mechani smfor

resource managenent at the data link layer. Resource nanagenment in
this context enconpasses the functions of admni ssion control
scheduling, traffic policing, etc. The ISSLL (Integrated Services
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over Specific Link Layers) working group in the | ETF was chartered
with the purpose of exploring and standardi zi ng such nechani sns for
various link layer technol ogi es.

2. Docunment CQutline

This docunent is concerned with specifying a franework for providing
Integrated Services over shared and switched LAN technol ogi es such as
Et hernet/ | EEE 802.3, Token Ring/I|EEE 802.5, FDDI, etc. W begin in
Section 4 with a discussion of the capabilities of various |EEE 802
MAC | ayer technologies. Section 5 lists the requirenents and goal s
for a nechani sm capable of providing Integrated Services in a LAN
The resource managenent functions outlined in Section 5 are provided
by an entity referred to as a Bandw dth Manager (BM. The
architectural nodel of the BMis described in Section 6 and its

vari ous conponents are discussed in Section 7. Sone inplenentation

i ssues with respect to link |ayer support for Integrated Services are
exam ned in Section 8. Section 9 discusses a taxonony of topol ogies
for the LAN technol ogi es under consideration with an enphasis on the
capabilities of each which can be | everaged for enabling |Integrated
Services. This framework nmakes no assunptions about the topol ogy at
the link layer. The franework is intended to be as exhaustive as
possible; this neans that it is possible that all the functions

di scussed may not be supportable by a particul ar topol ogy or

technol ogy, but this should not preclude the usage of this nodel for
it.

3. Definitions

The following is a list of terns used in this and other |SSLL
docunent s.

- Link Layer or Layer 2 or L2: Data link |ayer technol ogies such as
Et hernet/ | EEE 802. 3 and Token Ring/| EEE 802.5 are referred to as
Layer 2 or L2.

- Link Layer Dormain or Layer 2 Donmain or L2 Donmin: Refers to a set
of nodes and links interconnected wi thout passing through a L3
forwarding function. One or nore |P subnets can be overlaid on a
L2 donai n.

- Layer 2 or L2 Devices: Devices that only inplenent Layer 2
functionality as Layer 2 or L2 devices. These include | EEE 802. 1D
[2] bridges or switches.

- Internetwork Layer or Layer 3 or L3: Refers to Layer 3 of the |ISO

OSlI nodel. This neno is primarily concerned with networks that
use the Internet Protocol (IP) at this |ayer
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- Layer 3 Device or L3 Device or End Station: These include hosts
and routers that use L3 and higher | ayer protocols or application
prograns that need to make resource reservations.

- Segnent: A physical L2 segnent that is shared by one or nore
senders. Exanples of segnents include: (a) a shared Ethernet or
Token Ring wire resolving contention for nedia access using CSMA
or token passing; (b) a half duplex |ink between two stations or
switches; (c) one direction of a switched full duplex Iink

- Managed Segnent: A managed segnent is a segment with a DSBM
(desi gnat ed subnet bandw dth nanager, see [14]) present and
responsi bl e for exercising adni ssion control over requests for
resource reservation. A nmanaged segnent includes those
i nterconnected parts of a shared LAN that are not separated by
DSBMs .

- Traffic Cass: Refers to an aggregation of data flows which are
given simlar service within a switched network.

- Subnet: Used in this neno to indicate a group of L3 devices
sharing a conmon L3 network address prefix along with the set of
segnments naking up the L2 domain in which they are | ocat ed.

- Bridge/Switch: A Layer 2 forwarding device as defined by |EEE
802.1D [2]. The terms bridge and switch are used synonynously in
thi s neno.

4. Frane Forwarding in | EEE 802 Networks
4.1. General |EEE 802 Service Mde

The user_priority is a value associated with the transnission and

reception of all franes in the | EEE 802 service nodel. It is
supplied by the sender that is using the MAC service and is provided
along with the data to a receiver using the MAC service. |t may or

may not be actually carried over the network. Token Ring/|EEE 802.5
carries this value encoded in its FC octet while basic Ethernet/|EEE
802.3 does not carry it. |EEE 802.12 nay or nmay not carry it
depending on the frame format in use. Wen the frane format in use
is |EEE 802.5, the user_priority is carried explicitly. Wen |EEE
802.3 frane format is used, only the two levels of priority
(high/low) that are used to determ ne access priority can be
recovered. This is based on the value of priority encoded in the
start delinmter of the | EEE 802.3 frane.
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NOTE: The original |EEE 802.1D standard [2] contains the
specifications for the operation of MAC bridges. This has recently
been extended to include support for traffic classes and dynamc
multicast filtering [3]. 1In this docunent, the reader should be
aware that references to the | EEE 802. 1D standard refer to [3],

unl ess explicitly noted otherw se.

| EEE 802. 1D [3] defines a consistent way for carrying the val ue of
the user_priority over a bridged network consisting of Ethernet,
Token Ring, Demand Priority, FDDI or other MAC | ayer nedia using an
extended franme format. The usage of user_priority is summarized
below. We refer the interested reader to the | EEE 802. 1D
specification for further information.

If the user _priority is carried explicitly in packets, its utility is
as a sinple | abel enabling packets within a data streamin different
cl asses to be discrimnated easily by downstream nodes w thout having
to parse the packet in nore detail

Apart from making the job of desktop or wiring closet sw tches
easier, an explicit field nmeans they do not have to change hardware
or software as the rules for classifying packets evolve; e.g. based
on new protocols or new policies. Mre sophisticated Layer 3

swi tches, perhaps deployed in the core of a network, may be able to
provi de added val ue by perform ng packet classification nore
accurately and, hence, utilizing network resources nore efficiently
and providing better isolation between flows. This appears to be a
good economi ¢ choice since there are likely to be very many nore
desktop/wiring closet switches in a network than switches requiring
Layer 3 functionality.

The | EEE 802 specifications make no assunpti ons about how
user_priority is to be used by end stations or by the network.

Al t hough | EEE 802. 1D defines static priority queuing as the default
node of operation of switches that inplenment nultiple queues, the
user_priority is really a priority only in a |oose sense since it
depends on the nunber of traffic classes actually inplenmented by a
switch. The user _priority is defined as a 3 bit quantity with a

val ue of 7 representing the highest priority and a value of 0 as the
| owest. The general switch algorithmis as follows. Packets are
queued within a particular traffic class based on the received
user_priority, the value of which is either obtained directly from
the packet if an | EEE 802.1Q header or | EEE 802.5 network is used, or
i s assigned according to sonme |local policy. The queue is selected
based on a mapping fromuser_priority (0 through 7) onto the nunber
of available traffic classes. A switch may inplenment one or nore
traffic classes. The advertised IntServ paraneters and the switch’'s
adm ssion control behavior may be used to determnmine the napping from
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user _priority to traffic classes within the switch. A switch is not
precluded frominpl enenting other scheduling algorithms such as
wei ghted fair queuing and round robin.

| EEE 802. 1D nakes no recomendati ons about how a sender shoul d sel ect
the value for user _priority. One of the prinmary purposes of this
docunent is to propose such usage rules, and to discuss the

conmuni cation of the semantics of these val ues between sw tches and
end stations. |In the remainder of this docunent we use the term
traffic class synonynmously with user_priority.

4.2. Ethernet/|EEE 802. 3

There is no explicit traffic class or user_priority field carried in
Et hernet packets. This neans that user_priority nmust be regenerated
at a downstreamreceiver or switch according to sone defaults or by
parsing further into higher |ayer protocol fields in the packet.

Al ternatively, |EEE 802.1Q encapsul ation [4] nmay be used which
provides an explicit user_priority field on top of the basic MAC
frame fornmat

For the different |IP packet encapsul ations used over Ethernet/I|EEE
802.3, it will be necessary to adjust any adm ssion contro

cal cul ations according to the franm ng and paddi ng requirenents as
shown in Table 1. Here, "ip_len" refers to the length of the IP
packet including its headers.

Tabl e 1: Ethernet encapsul ations

Encapsul ati on Franmi ng Overhead |P MIU
byt es/ pkt byt es
| P Et her Type (ip_l en<=46 bytes) 64-ip_len 1500
(1500>=i p_| en>=46 bytes) 18 1500
| P Et her Type over 802.1D/ Q (i p_l en<=42) 64-ip_len 1500*
(1500>=i p_| en>=42 byt es) 22 1500*
| P Et her Type over LLC/ SNAP (i p_l en<=40) 64-ip_len 1492
(1500>=i p_| en>=40 bytes) 24 1492

*Note that the packet length of an Ethernet frane using the | EEE
802. 1Q specification exceeds the current |EEE 802.3 maxi num packet
| ength values by 4 bytes. The change of maxi mum MIU si ze for | EEE
802. 1Q frames i s bei ng acconmopdat ed by | EEE 802. 3ac [21].
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4. 3. Token Ring/l|EEE 802.5

The Token Ring standard [6] provides a priority mechani smthat can be
used to control both the queuing of packets for transm ssion and the
access of packets to the shared nmedia. The priority mechanisns are
i npl emented using bits within the Access Control (AC) and the Frame
Control (FC) fields of a LLC frane. The first three bits of the AC
field, the Token Priority bits, together with the last three bits of
the AC field, the Reservation bits, regulate which stations get
access to the ring. The last three bits of the FC field of a LLC
frane, the User Priority bits, are obtained fromthe higher layer in
the user _priority paranmeter when it requests transm ssion of a
packet. This paraneter also establishes the Access Priority used by
the MAC. The user _priority value is conveyed end-to-end by the User
Priority bits in the FC field and is typically preserved through
Token Ring bridges of all types. 1In all cases, 0 is the | owest
priority.

Token Ring al so uses a concept of Reserved Priority which relates to
the value of priority which a station uses to reserve the token for
its next transmission on the ring. Wen a free token is circul ating,
only a station having an Access Priority greater than or equal to the
Reserved Priority in the token will be allowed to seize the token for
transm ssion. Readers are referred to [14] for further discussion of
this topic.

A Token Ring station is theoretically capable of separately queuing
each of the eight levels of requested user _priority and then
transmtting franes in order of priority. A station sets Reservation
bits according to the user _priority of frames that are queued for
transmission in the highest priority queue. This allows the access
mechanismto ensure that the frame with the highest priority

t hroughout the entire ring will be transnitted before any | ower
priority frane. Annex | to the | EEE 802.5 Token Ri ng standard
recommends that stations send/relay frames as foll ows.
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Tabl e 2: Recommended use of Token Ring User Priority

Appl i cation User Priority

0
- 1

- 2

- 3
LAN managenent 4
Ti me-sensitive data 5
Real -tine-critical data 6
MAC franes 7

To reduce frame jitter associated with high priority traffic, the
annex al so recommends that only one frame be transnmitted per token
and that the maxi muminformation field size be 4399 octets whenever
delay sensitive traffic is traversing the ring. Most existing

i mpl ement ati ons of Token Ring bridges forward all LLC frames with a
default access priority of 4. Annex | reconmends that bridges
forward LLC frames that have a user_priority greater than 4 with a
reservation equal to the user_priority (although | EEE 802. 1D [ 3]
pernmits network management override this behavior). The capabilities
provi ded by the Token Ring architecture, such User Priority and
Reserved Priority, can provide effective support for Integrated
Services flows that require QoS guarantees.

For the different I P packet encapsul ati ons used over Token Ri ng/| EEE

802.5, it will be necessary to adjust any adni ssion control
cal cul ations according to the franing requirenments as shown in Table

Tabl e 3: Token Ring encapsul ati ons

Encapsul ati on Franmi ng Overhead |P MIU

byt es/ pkt byt es
| P Et her Type over 802.1D/Q 29 4370*
| P Et her Type over LLC/ SNAP 25 4370*

*The suggested MIU from RFC 1042 [13] is 4464 bytes but there are

i ssues related to discovering the maxi num supported MIU between any
two points both within and between Token Ri ng subnets. The MIU
reported here is consistent with the | EEE 802.5 Annex |

reconmendat i on.
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4.4, Fiber Distributed Data Interface

The Fiber Distributed Data Interface (FDDI) standard [16] provides a
priority mechanismthat can be used to control both the queuing of
packets for transm ssion and the access of packets to the shared
media. The priority nmechanisns are inplenented using simlar
mechani snms to Token Ring descri bed above. The standard al so makes
provision for "Synchronous" data traffic with strict nmedia access and
del ay guarantees. This node of operation is not discussed further
here and represents area within the scope of the |ISSLL working group
that requires further work. In the remainder of this docunent, for

t he di scussion of QS nechanisns, FDDI is treated as a 100 Mips Token
Ri ng technol ogy using a service interface conpatible with | EEE 802
net wor ks.

4.5. Demand Priority/|EEE 802.12

| EEE 802.12 [19] is a standard for a shared 100 Mips LAN. Data
packets are transmitted using either the | EEE 802.3 or | EEE 802.5
frame format. The MAC protocol is called Demand Priority. |Its main
characteristics with respect to QoS are the support of two service
priority levels, normal priority and high priority, and the order of
service for each of these. Data packets fromall network nodes (end
hosts and bridges/sw tches) are served using a sinple round robin

al gorithm

If the EEE 802.3 frame format is used for data transmi ssion then the
user_priority is encoded in the starting delinmter of the | EEE 802. 12
data packet. If the IEEE 802.5 frane format is used then the
user_priority is additionally encoded in the YYY bits of the FC field
in the | EEE 802.5 packet header (see also Section 4.3). Furthernore,
the | EEE 802. 1Q encapsul ation with its own user_priority field may

al so be applied in | EEE 802.12 networks. In all cases, switches are
able to recover any user_priority supplied by a sender.

The sane rules apply for | EEE 802.12 user _priority mapping in a
bridge as with other nedia types. The only additional information is
that normal priority is used by default for user _priority values 0
through 4 inclusive, and high priority is used for user_priority
levels 5 through 7. This ensures that the default Token Ring
user_priority level of 4 for I EEE 802.5 bridges is mapped to nornal
priority on | EEE 802. 12 segnents.

The medi um access in | EEE 802.12 LANs is deterministic. The Dermand
Priority mechani smensures that, once the normal priority service has
been preenpted, all high priority packets have strict priority over
packets with normal priority. 1In the event that a normal priority
packet has been waiting at the head of Iine of a MAC transmit queue
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for a tine period |onger than PACKET PROMOTION (200 - 300 ns) [19],
its priority is automatically pronoted to high priority. Thus, even
normal priority packets have a maxi mum guaranteed access tine to the
medi um

Integrated Services can be built on top of the | EEE 802. 12 nedi um
access nechanism When conbined with adm ssion control and bandw dth
enf orcenent nechani sns, delay guarantees as required for a Quaranteed
Service can be provided w thout any changes to the existing | EEE

802. 12 MAC protocol.

Since the | EEE 802. 12 standard supports the | EEE 802.3 and | EEE 802.5
frane formats, the sane franming overhead as reported in Sections 4.2
and 4.3 nust be considered in the adm ssion control conputations for

| EEE 802. 12 1i nks.

5. Requirenments and Goal s

This section discusses the requirenents and goals which should drive
the design of an architecture for supporting Integrated Services over
LAN technol ogies. The requirenments refer to functions and features
whi ch must be supported, while goals refer to functions and features
whi ch are desirable, but are not an absolute necessity. Mny of the
requirenents and goals are driven by the functionality supported by

I ntegrated Services and RSVP

5.1. Requirenents

- Resource Reservation: The nechani smnust be capabl e of reserving
resources on a single segnent or nultiple segnents and at
bri dges/switches connecting them It nust be able to provide
reservations for both unicast and multicast sessions. It should
be possible to change the I evel of reservation while the session
is in progress.

- Admission Control: The nmechani smnmust be able to estimate the
| evel of resources necessary to neet the QS requested by the
session in order to decide whether or not the session can be
admitted. For the purpose of nanagenment, it is useful to provide
the ability to respond to queries about availability of resources.
It nmust be able to make adm ssion control decisions for different
types of services such as Quaranteed Service, Controlled Load,
etc.
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-  Flow Separation and Scheduling: It is necessary to provide a
mechani smfor traffic flow separation so that real tinme flows can
be given preferential treatment over best effort flows. Packets
of real time flows can then be isolated and schedul ed according to
their service requirenents.

- Policing/ Shaping: Traffic nust be shaped and/or policed by end
stations (workstations, routers) to ensure conformance to
negotiated traffic paraneters. Shaping is the recomended
behavior for traffic sources. A router initiating an I SSLL
session nmust have inplemented traffic control nechani sns accordi ng
to the IntServ requirenents which would ensure that all flows sent
by the router are in conformance. The |ISSLL nechani sns at the
link layer rely heavily on the correct inplenentation of
pol i ci ng/ shapi ng nmechani sns at hi gher |ayers by devices capabl e of
doing so. This is necessary because bridges and sw tches are not
typically capable of maintaining per flow state which would be
required to check flows for conformance. Policing is left as an
option for bridges and switches, which if inplenented, nay be used
to enforce tighter control over traffic flows. This issue is
further discussed in Section 8.

- Soft State: The nmechani smnust maintain soft state information
about the reservations. This neans that state information nust
periodically be refreshed if the reservation is to be naintained;
otherwi se the state informati on and correspondi ng reservations
will expire after some pre-specified interval

- Centralized or Distributed Inmplenentation: |In the case of a
centralized inplenentation, a single entity nanages the resources
of the entire subnet. This approach has the advantage of being
easier to deploy since bridges and switches nmay not need to be
upgraded with additional functionality. However, this approach
scal es poorly with geographical size of the subnet and the nunber
of end stations attached. In a fully distributed inplenentation
each segnent will have a local entity nanaging its resources
Thi s approach has better scalability than the fornmer. However, it
requires that all bridges and switches in the network support new
mechani sms. It is also possible to have a semi-distributed
i npl ement ati on where there is nore than one entity, each nanagi ng
the resources of a subset of segnents and bridges/sw tches within
the subnet. Ideally, inplenentation should be flexible; i.e. a
centralized approach nmay be used for snall subnets and a
di stributed approach can be used for |arger subnets. Exanples of
centralized and distributed inplenentations are discussed in
Section 6.

CGhanwani, et al. I nf or mat i onal [ Page 12]



RFC 2816 Framework for Int-Serv Over | EEE 802 LAN May 2000

- Scalability: The nmechani smand protocols should have a | ow
overhead and should scale to the largest receiver groups likely to
occur within a single link | ayer domain.

- Fault Tol erance and Recovery: The nechani smnust be able to
function in the presence of failures; i.e. there should not be a
single point of failure. For instance, in a centralized
i mpl enent ati on, sone mechani sm nust be specified for back-up and
recovery in the event of failure.

- Interaction with Existing Resource Managenment Controls: The
interaction with existing infrastructure for resource nanagenent
needs to be specified. For exanple, FDDI has a resource
managenent mechani smcall ed the "Synchronous Bandw dt h Manager".
The mechani sm nust be designed so that it takes advantage of, and
specifies the interaction with, existing controls where avail abl e.

5.2. Goals

- Independence from higher |ayer protocols: The nechani sm shoul d,
as far as possible, be independent of higher |layer protocols such
as RSVP and I P. |Independence from RSVP is desirable so that it can
interwork with other reservation protocols such as ST2 [10].

I ndependence fromIP is desirable so that it can interwork with
other network |ayer protocols such as IPX, NetBICS, etc

- Receiver heterogeneity: this refers to nulticast conmunication
where different receivers request different |evels of service.
For exanple, in a nulticast group with many receivers, it is
possi bl e that one of the receivers desires a | ower delay bound
than the others. A better delay bound may be provided by
i ncreasing the anmount of resources reserved along the path to that
receiver while leaving the reservations for the other receivers

unchanged. In its nost conplex form receiver heterogeneity
inplies the ability to sinultaneously provide various |evels of
service as requested by different receivers. 1In its sinplest

form receiver heterogeneity will allow a scenari o where sone of
the receivers use best effort service and those requiring service
guar antees make a reservation. Receiver heterogeneity, especially
for the reserved/best effort scenario, is a very desirable
function. Mre details on supporting receiver heterogeneity are
provided in Section 8.

- Support for different filter styles: It is desirable to provide
support for the different filter styles defined by RSVP such as
fixed filter, shared explicit and wildcard. Sone of the issues
with respect to supporting such filter styles in the Iink | ayer
domain are exam ned in Section 8.
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- Path Selection: 1In source routed LAN technol ogi es such as Token
Ri ng/ | EEE 802.5, it may be useful for the mechanismto incorporate
the function of path selection. Using an appropriate path
sel ecti on mechani sm may optinize utilization of network resources.

5.3. Non-goal s

Thi s docunent describes service nappings onto existing | EEE and ANS
defined standard MAC | ayers and uses standard MAC | ayer services as
in |EEE 802.1 bridging. It does not attenpt to make use of or
describe the capabilities of other proprietary or standard MAC | ayer
protocol s although it should be noted that published work regarding
MAC | ayers suitable for QoS mappi ngs exists. These are outside the
scope of the I SSLL working group charter

5.4. Assunptions

This framework assunes that typical subnetworks that are concerned
about QS will be "switch rich"; i.e. npbst conmunication between end
stations using integrated services support is expected to pass
through at |east one switch. The nechani sns and protocols described
will be trivially extensible to conmunicating systems on the same
shared nmedium but it is inportant not to all ow probl em
general i zation which nmay conplicate the targeted practica
application to switch rich LAN topol ogies. There have al so been
devel opnents in the area of MAC enhancements to ensure del ay
deterministic access on network links e.g. |EEE 802.12 [19] and al so
proprietary schenes.

Al though we illustrate nost exanples for this nodel using RSVP as the
upper layer QoS signaling protocol, there are actually no rea
dependenci es on this protocol. RSVP could be replaced by sone other

dynani ¢ protocol, or the requests could be nade by network nanagenent
or other policy entities. The SBM signaling protocol [14], which is
based upon RSVP, is designed to work seam essly in the architecture
described in this neno.

There nay be a heterogeneous mx of switches with different
capabilities, all conpliant with | EEE 802.1D [2, 3], but inplenenting
vari ed queui ng and forwardi ng mechani sms ranging from sinple systens
with two queues per port and static priority scheduling, to nore
conpl ex systens with nmultiple queues using WFQ or ot her algorithns.

The problemis deconposed into snaller independent parts which may
|l ead to sub-optimal use of the network resources but we contend that
such benefits are often equivalent to very small inprovenent in
network efficiency in a LAN environment. Therefore, it is a goa
that the switches in a network operate using a nmuch sinpler set of
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informati on than the RSVP engine in a router. |In particular, it is
assumed that such switches do not need to inplement per flow queuing
and policing (although they are not precluded from doing so).

A fundanmental assunption of the IntServ nodel is that flows are

i sol ated fromeach other throughout their transit across a network.

I nt ernedi at e queui ng nodes are expected to shape or police the
traffic to ensure conformance to the negotiated traffic flow
specification. |In the architecture proposed here for mapping to
Layer 2, we diverge fromthat assunption in the interest of
simplicity. The policing/shaping functions are assunmed to be

i npl enented in end stations. |In some LAN environnents, it is
reasonabl e to assunme that end stations are trusted to adhere to their
negoti ated contracts at the inputs to the network, and that we can
afford to over-allocate resources during adm ssion control to
conmpensate for the inevitable packet jitter/bunching introduced by
the switched network itself. This divergence has sone inplications
on the types of receiver heterogeneity that can be supported and the
statistical nultiplexing gains that may be exploited, especially for
Controlled Load flows. This is discussed in Section 8.7 of this
docunent .

6. Basic Architecture

The functional requirenents described in Section 5 will be perforned
by an entity which we refer to as the Bandw dth Manager (BM. The BM
is responsi ble for providing mechanisns for an application or higher
| ayer protocol to request QS fromthe network. For architectura
pur poses, the BM consists of the follow ng conponents.

6.1. Conponents
6.1.1. Requester Mbdul e

The Requester Module (RVM) resides in every end station in the subnet.
One of its functions is to provide an interface between applications
or higher layer protocols such as RSVP, ST2, SNWP, etc. and the BM
An application can invoke the various functions of the BM by using
the primtives for conmunication with the RMand providing it with
the appropriate paranmeters. To initiate a reservation, in the link

| ayer domain, the foll ow ng paraneters nmust be passed to the RM the
service desired (Guaranteed Service or Controlled Load), the traffic
descriptors contained in the TSpec, and an RSpec specifying the
anount of resources to be reserved [9]. Mrre infornmation on these
paraneters may be found in the relevant Integrated Services docunents
[6,7,8,9]. When RSVP is used for signaling at the network |ayer,
this information is avail able and needs to be extracted fromthe RSVP
PATH and RSVP RESV nessages (See [5] for details). In addition to
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these paraneters, the network | ayer addresses of the end points nust
be specified. The RMnust then translate the network | ayer addresses
to link layer addresses and convert the request into an appropriate
format which is understood by other conmponents of the BM responsible
adm ssion control. The RMis also responsible for returning the
status of requests processed by the BMto the invoking application or
hi gher | ayer protocol

6.1.2. Bandwi dth All ocator

The Bandwi dth Allocator (BA) is responsible for perform ng adm ssion
control and naintaining state about the allocation of resources in
the subnet. An end station can request various services, e.qg.
bandwi dt h reservation, nodification of an existing reservation
queries about resource availability, etc. These requests are
processed by the BA. The comuni cati on between the end station and
the BA takes place through the RM The |ocation of the BA will depend
largely on the inplenentation nethod. 1In a centralized

i mpl enentation, the BA nay reside on a single station in the subnet.
In a distributed inplementation, the functions of the BA may be
distributed in all the end stations and bridges/sw tches as
necessary. The BA is also responsible for deciding howto |abe
flows, e.g. based on the adm ssion control decision, the BA may
indicate to the RMthat packets belonging to a particular flow be
tagged with sone priority value which maps to the appropriate traffic
cl ass.

6. 1. 3. Communi cation Protocols

The protocols for conmuni cati on between the various conponents of the
BM system nust be specified. These include the follow ng:

- Communi cati on between the higher |ayer protocols and the RM The
BM nust define primtives for the application to initiate
reservations, query the BA about avail abl e resources, change
change or delete reservations, etc. These primtives could be
i mpl enented as an APl for an application to invoke functions of
the BMvia the RM

- Communi cation between the RM and the BA: A signaling nechanism
nmust be defined for the conmunicati on between the RM and the BA
This protocol will specify the nmessages which nust be exchanged
between the RMand the BA in order to service various requests by
t he higher layer entity.

- Comuni cation between peer BAs: |If there is nore than one BA in

the subnet, a neans nust be specified for inter-BA conmunication
Specifically, the BAs nust be able to decide anong thensel ves
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about which BA woul d be responsible for which segnents and bridges
or switches. Further, if a request is nade for resource
reservation along the domain of nultiple BAs, the BAs nust be able

to handl e such a scenario correctly. Inter-BA comunication will
al so be responsible for back-up and recovery in the event of
failure.

6.2. Centralized vs. Distributed Inplenentations

Exanpl e scenari os are provided showing the | ocation of the conponents
of the bandwi dth nmanager in centralized and fully distributed

i npl enentations. Note that in either case, the RM nust be present in
all end stations that need to nake reservations. Essentially,
centralized or distributed refers to the inplenentation of the BA,

t he conponent responsible for resource reservation and adm ssion
control. In the figures below, "App" refers to the application
maki ng use of the BM It could either be a user application, or a

hi gher | ayer protocol process such as RSVP

e +
--> BA | <--
/ e + \
/[ .-->| Layer 2 |<--. \
[ Fomem- - + Vo
/! \
/1 VA
Fomm e - - + [/ A\ Fomm e - - +
| AP < [ = \-\---ee> App |
e + !/ A\ e +
| RM | <----. / \ .---> RM |
S RS + ] +--eeeeaas + S RS + \ S RS +
| Layer 2 |<------ >| Layer 2 |<------ >| Layer 2 |<------ >| Layer 2 |
oo - + oo - + oo - + oo - +
RSVP Host / I nt er nedi at e I nt er nedi at e RSVP Host /
Rout er Bri dge/ Switch Bri dge/ Switch Rout er

Fi gure 1: Bandw dt h Manager with centralized Bandw dth All ocator

Figure 1 shows a centralized inplenentati on where a single BAis
responsi bl e for adm ssion control decisions for the entire subnet.
Every end station contains a RM Internediate bridges and switches in
the network need not have any functions of the BMsince they will not
be actively participating in adnission control. The RMat the end
station requesting a reservation initiates communication with its BA
For larger subnets, a single BA may not be able to handle the
reservations for the entire subnet. |In that case it would be
necessary to deploy nultiple BAs, each nmanagi ng the resources of a
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non- over |l appi ng subset of segnents. |n a centralized inplenentation
the BA nust have sone know edge of the Layer 2 topol ogy of the subnet
e.g., link layer spanning tree information, in order to be able to
reserve resources on appropriate segnents. Wthout this topol ogy

i nformati on, the BM woul d have to reserve resources on all segnents
for all flows which, in a switched network, would |ead to very
inefficient utilization of resources.

oo - + oo - +
| App | <emmmremomer e >l Aop |
Fomm e e o + Fomm e e o + Fomm e e o + Fomm e e o +
| RMBA |[<------ >  BA | <------ >  BA | <------ > RMBA |
e oo + e oo + e oo + e oo +
| Layer 2 | <------ >| Layer 2 |<------ >| Layer 2 |<------ >| Layer 2 |
oo - + oo - + oo - + oo - +
RSVP Host / I nt er nedi at e I nt er nedi at e RSVP Host /
Rout er Bri dge/ Switch Bri dge/ Switch Rout er

Fi gure 2: Bandw dth Manager with fully
di stri buted Bandw dth All ocat or

Figure 2 depicts the scenario of a fully distributed bandw dth
manager. In this case, all devices in the subnet have BM
functionality. Al the end hosts are still required to have a RM In
addition, all stations actively participate in adnission control

Wth this approach, each BA would need only | ocal topology
information since it is responsible for the resources on segnents
that are directly connected to it. This |local topology information
such as a list of ports active on the spanning tree and whi ch unicast
addresses are reachable fromwhich ports, is readily available in
today’s switches. Note that in the figures above, the arrows between
peer layers are used to indicate |ogical connectivity.

7. Model of the Bandwi dt h Manager in a Network

In this section we describe how the nodel above fits with the
existing | ETF Integrated Services nodel of |IP hosts and routers.
First, we describe Layer 3 host and router inplenmentations. Next, we
descri be how the nodel is applied in Layer 2 switches. Throughout we
i ndi cate any differences between centralized and distributed

i mpl enent ati ons. Qccasional references are nade to term nol ogy from
t he Subnet Bandw dth Manager specification [14].
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7.1. End Station Mdel
7.1.1. Layer 3 Cient Mbdel

We assune the sane client nodel as IntServ and RSVP where we use the
term"client" to mean the entity handling QS in the Layer 3 device
at each end of a Layer 2 Domain. |In this nodel, the sending client
is responsible for |Iocal admi ssion control and packet scheduling onto
its link in accordance with the negotiated service. As with the
IntServ nodel, this involves per flow scheduling with possible
traffic shaping/policing in every such originating node.

For now, we assune that the client runs an RSVP process which
presents a session establishnent interface to applications, provides
signaling over the network, prograns a scheduler and classifier in
the driver, and interfaces to a policy control nodule. In
particular, RSVP also interfaces to a | ocal adm ssion control nodule
which is the focus of this section

The following figure, reproduced fromthe RSVP specification, depicts
the RSVP process in sending hosts.

+--->Adni s|

e +

| +------- + - + | RSVP

| |Appli- | | RSVP <---emmmmiiee - >
| | cation<--> | |

|| | |process| +----- +|

ESRCEEEEE +->Pol cy] |

| -t | Catrl] |

| |data | ] 4]

|::: |:: |

|

| +-V--V-+ +---V----+ |Cntrl]||

| | Cass-| | Packet | +----- +|

| | ifier|==>Schedulr| >
| +------ + eemeaa-- + | dat a

e e e e eeeooo--- +

Figure 3: RSVP in Sending Hosts
7.1.2. Requests to Layer 2 | SSLL
The | ocal admission control entity within a client is responsible for

mappi ng Layer 3 session establishnent requests into Layer 2
semanti cs.
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The upper layer entity nakes a request, in generalized terns to |ISSLL
of the form

"May | reserve for traffic with <traffic characteristic> with
<performance requirenents> from<here> to <there> and how shoul d

| abel it?"
wher e
<traffic characteristic> = Sender Tspec (e.g. bandw dth, burstiness,
MIU)
<performance requirenents> = Fl owSpec (e.g. latency, jitter bounds)
<here> = | P address(es)
<there> = | P address(es) - may be multicast

7.1.3. At the Layer 3 Sender
The ISSLL functionality in the sender is illustrated in Figure 4.
The functions of the Requester Mdule may be sumari zed as foll ows:

- Maps the endpoints of the conversation to Layer 2 addresses in the
LAN, so that the client can determ ne what traffic is going where
This function probably nmakes reference to the ARP protocol cache
for unicast or perforns an algorithnic mapping for nulticast
desti nati ons.

- Comunicates with any [ ocal Bandwi dth Allocator nodule for |oca
adm ssion control decisions.

- Formats a SBMrequest to the network with the mapped addresses and
flowfilter specs

- Receives a response fromthe network and reports the adm ssion
control decision to the higher layer entity, along with any
negoti ated nodifications to the session paraneters.

- Saves any returned user _priority to be associated with this
session in a "802 header"” table. This will be used when
constructing the Layer 2 headers for future data packets bel ongi ng
to this session. This table m ght, for exanple, be indexed by the
RSVP flow identifier
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fromlIP from RSVP
R LR [------------ +
+--V----+ +---V---+ |
| Addr <---> | | SBM signaling
| mappi ng| | Request [ <----------------------- >
+---+---+ | Modul e

oo - - -+ |

I

I

I
| header| +- - - -+

I

I

I

I I

I I

I I

| | 802 <---> |

I +-+ I

| --te---t r I

I I I 4 + |

I | +----- + | +->|Band-| |

I || I | wi dth| |

[ +--V-V-+  4----- V--+ |Alloc| |

| |Cass-| | Packet | +----- + |

| | ifier|==>Schedulr| >
| +------ +  --ee---- + | data
T TSP +

Figure 4: I1SSLL in a Sending End Station
The Bandwi dth Al |l ocator (BA) conponent is only present when a
di stributed BA nodel is inplenmented. Wen present, its function is
basically to apply | ocal adnission control for the outgoing |ink
bandwi dth and driver’s queuing resources.
7.1.4. At the Layer 3 Receiver

The ISSLL functionality in the receiver is sinpler and is illustrated
in Figure 5.

The functions of the Requester Mdule may be summari zed as foll ows:
- Handl es any received SBM protocol indications.

- Communi cates with any local BA for |ocal adnission control
deci si ons.

- Passes indications up to RSVP if OK

- Accepts confirmations from RSVP and rel ays t hem back via SBM
signaling towards the requester.
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to RSVP to IP
N N
e LR [------ +
| oot | |
SBM signaling | | Request | |
O R > | Modul e | | Strip | |
| +--+---++ | 802 hdr| |
N R R
| oveoo | |
| | Band- | \ | |
| | widthl 2\ | |
| | Alloc | | |
| e o |
| +------ + +V---+----+
dat a | | QA ass-| | Packet | |
< >| ifier|==> Schedul er| |
| +------ + Foemmemaa s +
e +

Figure 5: ISSLL in a Receiving End Station

- My programa receive classifier and scheduler, if used, to
identify traffic classes of received packets and accord them
appropriate treatnent e.g., reservation of buffers for particular
traffic cl asses.

- Programs the receiver to strip away |link |layer header information
fromreceived packets.

The Bandwi dth Allocator, present only in a distributed inplenentation
applies local admission control to see if a request can be supported
with appropriate |ocal receive resources.

7.2. Switch Mbdel
7.2.1. Centralized Bandwi dth All ocat or

Where a centralized Bandwi dth All ocator nodel is inplenented,
switches do not take part in the adnission control process.

Adm ssion control is inplenmented by a centralized BA, e.g., a "Subnet
Bandwi dt h Manager” (SBM as described in [14]. This centralized BA
may actually be co-located with a switch but its functions would not
necessarily then be closely tied with the switch’s forwarding
functions as is the case with the distributed BA described bel ow
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7.2.2. Distributed Bandw dth All ocat or

The nodel of Layer 2 switch behavi or described here uses the
term nol ogy of the SBM protocol as an exanple of an admi ssion contro

protocol. The nodel is equally applicable when other nechani sns,
e.g. static configuration or network nanagenent, are in use for
adm ssion control. W define the following entities within the
switch:

- Local Adm ssion Control Mdule: One of these on each port
accounts for the avail able bandwidth on the Iink attached to that
port. For half duplex links, this involves taking account of the
resources allocated to both transmt and receive flows. For ful
dupl ex links, the input port accountant’s task is trivial

- Input SBM Mddul e: One instance on each port perforns the
"networ k" side of the signaling protocol for peering with clients
or other switches. 1t also holds know edge about the nappings of
IntServ classes to user_priority.

- SBM Propagation Mdul e: Relays requests that have passed
adm ssion control at the input port to the relevant output ports
SBM nodul es. This will require access to the switch's forwarding
table (Layer-2 "routing table" cf. RSVP nodel) and port spanning
tree state.

- Qutput SBM Mddul e: Forwards requests to the next Layer 2 or Layer
3 hop.

- Cassifier, Queue and Schedul er Mbdul e: The functions of this
nodul e are basically as described by the Forwardi ng Process of
| EEE 802. 1D (see Section 3.7 of [3]). The dassifier nodule
identifies the relevant QS information fromincom ng packets and
uses this, together with the normal bridge forwardi ng database, to
deci de at which output port and traffic class to enqueue the
packet. Different types of switches will use different techniques
for flowidentification (see Section 8.1). |In | EEE 802.1D
switches this information is the regenerated user _priority
paraneter which has al ready been decoded by the receiving MAC
service and potentially remapped by the forwardi ng process (see
Section 3.7.3 of [3]). This does not preclude nore sophisticated
classification rules such as the classification of individua
IntServ flows. The Queue and Schedul er inplenment the
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out put queues for ports and provide the algorithmfor servicing
the queues for transmission onto the output link in order to
provide the pronmised IntServ service. Switches will inplenment one
or nore output queues per port and all will inplenment at |east a
basic static priority dequeuing algorithmas their default, in
accordance with | EEE 802. 1D.

- Ingress Traffic Class Mapping and Policing Mdule: Its functions
are as described in | EEE 802. 1D Section 3.7. This optional nodule
may police the data within traffic classes for conformance to the
negoti ated paraneters, and nmay di scard packets or re-map the
user_priority. The default behavior is to pass things through
unchanged.

- Egress Traffic O ass Mapping Mddule: Its functions are as
described in | EEE 802. 1D Section 3.7. This optional nodul e may
performre-mapping of traffic classes on a per output port basis.
The default behavior is to pass things through unchanged.

Figure 6 shows all of the nodules in an I SSLL enabled switch. The
| SSLL nodel is a superset of the | EEE 802.1D bridge nodel.

o +
SBM si gnal i ng | +----- + R + R + | SBM signaling
O > IN |<-> SBM |<-> OQUT |<---------------- >
| | SBM| | prop.| | SBM | |
| +-++--+ e [----+-+ |
|/ | / |
I/ | | | Ao +
| \ [+--V--+ | |  +-V--+ /|
| \ | |Local| | | | Local| / |
| \ / | Admi s| | | | Admi s / |
| \/ [Cntrl| | | |Ontrl| / |
| +----- V+\ +----- + | | +----- + [ +----- + |
| |traff | \ R i A Vo + / |egrss| |
| |class | \ |Filter| | Queue & | / [traff] |
| |map & | | >| Data- |=| Packet |=|===>|class| |
| | police| | | base| | Schedul e| | [map | |
| +------ + | R e + oe-ae oo + | +-t---t+ |
S e [ | ------ +
data in | | dat a out
—=======+ Fm========>

Figure 6: ISSLL in a Switch
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7.3. Adm ssion Contro

On recei pt of an admi ssion control request, a switch perforns the
foll owi ng actions, again using SBM as an exanple. The behavior is
di fferent dependi ng on whether the "Designated SBM for this segnent
is within this switch or not. See [14] for a nore detailed
specification of the DSBM SBM acti ons.

If the ingress SBMis the "Designated SBM for this link, it
either translates any received user_priority or selects a Layer 2
traffic class which appears conpatible with the request and whose

use does not violate any administrative policies in force. In
effect, it matches the requested service with the available
traffic classes and chooses the "best" one. It ensures that, if

this reservation is successful, the value of user_priority
corresponding to that traffic class is passed back to the client.

The ingress DSBM observes the current state of allocation of
resources on the input port/link and then determ nes whet her the
new resource allocation fromthe mapped traffic class can be
acconmodated. The request is passed to the reservati on propagator
i f accepted.

If the ingress SBMis not the "Designated SBM' for this link then
it directly passes the request on to the reservation propagator

The reservation propagator relays the request to the bandwi dth
accountants on each of the switch’s outbound |inks to which this
reservation would apply. This inplies an interface to
routing/forwardi ng dat abase.

The egress bandw dt h accountant observes the current state of

al | ocati on of queuing resources on its outbound port and bandwi dth
on the link itself and determ nes whether the new all ocation can
be acconmpdated. Note that this is only a |local decision at this
switch hop; further Layer 2 hops through the network may veto the
request as it passes al ong.

The request, if accepted by this switch, is propagated on each
output link selected. Any user _priority described in the
forwarded request nust be translated according to any egress
mappi ng tabl e.

I f accepted, the switch nust notify the client of the
user_priority to be used for packets belonging to that flow
Again, this is an optinistic approach assum ng that adm ssion
control succeeds; downstream switches may refuse the request.
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- If this switch wishes to reject the request, it can do so by
notifying the client that originated the request by nmeans of its
Layer 2 address.

7.4. QS Signaling

The mechani sns described in this docunent nake use of a signaling
protocol for devices to comunicate their adnission control requests
across the network. The service definitions to be provided by such a
protocol e.g. [14] are described below W illustrate the
primtives and information that need to be exchanged with such a
signaling protocol entity. 1In all of the exanples, appropriate

del et e/ cl eanup nmechani sns will al so have to be provided for tearing
down established sessions.

7.4.1. Cient Service Definitions
The following interfaces can be identified fromFigures 4 and 5.
-  SBM <-> Address Mappi ng

This is a sinple | ookup function which may require ARP protoco
interactions or an algorithm c mapping. The Layer 2 addresses are
needed by SBM for inclusion in its signaling nessages to avoid
requiring that switches participating in the signaling have Layer
3 information to performthe nmapping.

| 2_addr = map_address( ip_addr )
-  SBM <-> Session/Link Layer Header

This is for notifying the transnmt path of how to add Layer 2
header information, e.g. wuser_priority values to the traffic of
each outgoing flow The transmt path will provide the
user_priority value when it requests a MAC | ayer transmt
operation for each packet. The user _priority is one of the
paraneters passed in the packet transnmit prinitive defined by the
| EEE 802 service nodel.

bind_I| 2_header( flow_.id, user_priority )
- SBM<-> O assifier/Schedul er
This is for notifying transnit classifier/schedul er of any
addi tional Layer 2 information associated with scheduling the
transm ssion of a packet flow This prinmtive my be unused in

some inplementations or it may be used, for exanple, to provide
information to a transmit scheduler that is perforning per traffic
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class scheduling in addition to the per flow scheduling required
by IntServ; the Layer 2 header nay be a pattern (in addition to
the FilterSpec) to be used to identify the flow s traffic.

bi nd_I 2schedul erinfo( flow.id, , |2 _header, traffic_class )

SBM <-> Local Adnission Contro

This is used for applying |ocal adnission control for a session

e.g. is there enough transmt bandwi dth still unconmtted for
this new session? Are there sufficient receive buffers? This
shoul d commt the necessary resources if it succeeds. It will be

necessary to rel ease these resources at a later stage if the

adm ssion control fails at a subsequent node. This call would be
made, for exanple, by a segnment’s Designated SBM

status = admit_I| 2session( flow_.id, Tspec, Fl owSpec )

SBM <- > RSVP

This is outlined above in Section 7.1.2 and fully described in
[ 14].

Managenent | nterfaces

Some or all of the nodul es described by this nmodel will also

requi re configuration managenent. It is expected that details of
t he manageabl e objects will be specified by future work in the
| SSLL WG

7.4.2. Switch Service Definitions

The following interfaces are identified from Figure 6.

SBM <-> (Cl assifier

This is for notifying the receive classifier of how to match

i ncoming Layer 2 information with the associated traffic class.
It may in sone cases consist of a set of read only default
mappi ngs.

bind | 2classifierinfo( flow.id, |12 header, traffic_class )
SBM <-> Queue and Packet Schedul er
This is for notifying transnmt schedul er of additional Layer 2

i nformati on associated with a given traffic class. It may be
unused in sone cases (see discussion in previous section).
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bi nd_I 2schedul erinfo( flow.id, |2 header, traffic_class )
- SBM <-> Local Adnission Contro

Sane as for the host discussed above.
- SBM<-> Traffic Cass Map and Police

Optional configuration of any user_priority remapping that night
be i nplemented on ingress to and egress fromthe ports of a
switch. For |EEE 802.1D switches, it is likely that these

mappi ngs will have to be consistent across all ports

bi nd_I 2i ngressprimap( inport, in_user_pri, internal _priority )
bi nd_I 2egresspri map( outport, internal _priority, out_user_pri )

Optional configuration of any Layer 2 policing function to be
applied on a per class basis to traffic matching the Layer 2
header. |f the switch is capable of per flow policing then
existing IntServ/RSVP nodels will provide a service definition for
that configuration

bi nd_I 2policing( flow.id, |2 _header, Tspec, FlowSpec )
- SBM<-> Filtering Database

SBM propagation rul es need access to the Layer 2 forwarding
dat abase to deternine where to forward SBM nessages. This is
anal ogous to RSRR interface in Layer 3 RSVP

output _portlist = | ookup_ | 2dest( |2_addr )
- Managenent Interfaces

Some or all of the nodul es described by this nodel will also
require configuration managenent. It is expected that details of
t he manageabl e objects will be specified by future work in the

| SSLL wor ki ng group

8. Inplenmentation |Issues

As stated earlier, the Integrated Services working group has defined
various service classes offering varying degrees of QoS guarant ees.
Initial effort will concentrate on enabling the Controlled Load [ 6]
and Guaranteed Service classes [7]. The Controlled Load service
provides a | oose guarantee, informally stated as "the sane as best
effort would be on an unl oaded network". The Guaranteed Service
provi des an upper bound on the transit delay of any packet. The
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extent to which these services can be supported at the link |ayer
will depend on many factors including the topol ogy and technol ogy
used. Sore of the mapping issues are discussed belowin Iight of the
energing link layer standards and the functions supported by hi gher
| ayer protocols. Considering the I[imtations of sonme of the
topologies, it may not be possible to satisfy all the requirenents
for Integrated Services on a given topology. |In such cases, it is
useful to consider providing support for an approxi mation of the
service which may suffice in nost practical instances. For exanple,
it may not be feasible to provide policing/shaping at each network
el ement (bridge/switch) as required by the Controlled Load
specification. But if this task is left to the end stations, a
reasonabl y good approxi nation to the service can be obtai ned.

8.1. Switch Characteristics

There are many LAN bridges/switches with varied capabilities for
supporting QS. W discuss bel ow the various kinds of devices that
that one may expect to find in a LAN environnent.

The nost basic bridge is one which confornms to the | EEE 802. 1D
specification of 1993 [2]. This device has a single queue per output
port, and uses the spanning tree algorithmto elimnate topol ogy

| oops. Networks constructed fromthis kind of device cannot be
expected to provide service guarantees of any kind because of the
complete lack of traffic isolation.

The next |evel of bridges/sw tches are those which conformto the
nmore recently revised | EEE 802. 1D specification [3]. They include
support for queuing up to eight traffic classes separately. The |eve
of traffic isolation provided is coarse because all flows
corresponding to a particular traffic class are aggregated. Further
it is likely that nmore than one priority will map to a traffic class
dependi ng on the nunber of queues inplenmented in the switch. It
woul d be difficult for such a device to offer protection against

m sbehaving flows. The scope of nulticast traffic may be limted by
using GVRP to only those segnents which are on the path to interested
receivers

A next step above these devices are bridges/sw tches which inplenment
optional parts of the | EEE 802. 1D specification such as mapping the
received user _priority to sone internal set of canonical values on a
per-input-port basis. It may also support the mapping of these

i nternal canonical values onto transnitted user _priority on a per-
out put-port basis. Wth these extra capabilities, network

adm ni strators can perform mapping of traffic classes between
specific pairs of ports, and in doing so gain nore control over

adm ssion of traffic into the protected cl asses.
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O her entirely optional features that sone bridges/sw tches nay
support include classification of IntServ flows using fields in the
network | ayer header, per-flow policing and/or reshaping which is
essential for supporting Guaranteed Service, and nore sophisticated
scheduling algorithnms such as variants of weighted fair queuing to
limt the bandw dth consuned by a traffic class. Note that it is
advant ageous to performflow isolation and for all network el enments
to police each flow in order to support the Controlled Load and
Guar ant eed Servi ce.

8. 2. Queuing

Connecti onl ess packet networks in general, and LANs in particul ar
wor k today because of scaling choices in network provisioning.
Typical ly, excess bandwi dth and buffering is provisioned in the
network to absorb the traffic sourced by higher |ayer protocols,
often sufficient to cause their transm ssion wi ndows to run out on a
statistical basis, so that network overloads are rare and transient
and the expected loading is very | ow

Wth the advent of tine-critical traffic such over-provisioning has
becone far |less easy to achieve. Tine-critical franes may be queued
for annoyingly long periods of time behind tenporary bursts of file
transfer traffic, particularly at network bottleneck points, e.g. at
the 100 Mops to 10 Mops transition that nmight occur between the riser
to the wiring closet and the final Iink to the user froma desktop
switch. In this case, however, if it is known a priori (either by
application design, on the basis of statistics, or by admnistrative
control) that time-critical traffic is a small fraction of the total
bandwi dth, it suffices to give it strict priority over the non-tine-
critical traffic. The worst case del ay experienced by the tine-
critical traffic is roughly the maxi mumtransmnission tine of a
maxi mum | ength non-time-critical frame -- less than a nmillisecond for
10 Mops Ethernet, and well below the end to end del ay budget based on
human perception tines.

When nore than one priority service is to be offered by a network

el ement e.g. one which supports both Controlled Load as well as

Guar anteed Service, the requirements for the scheduling discipline
becone nore conplex. |In order to provide the required isolation

bet ween the service classes, it will probably be necessary to queue
them separately. There is then an issue of how to service the queues
whi ch requires a conbinati on of admi ssion control and nore
intelligent queuing disciplines. As with the service specifications
t hensel ves, the specification of queuing algorithnms is beyond the
scope of this document.
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8.3. Mapping of Services to Link Level Priority

The nunber of traffic classes supported and access net hods of the
technol ogy under consideration will determ ne how nany and what
services may be supported. Native Token Ring/l|EEE 802.5, for

i nstance, supports eight priority |levels which nmay be napped to one
or nore traffic classes. Ethernet/I|EEE 802.3 has no support for
signaling priorities within frames. However, the | EEE 802 standards
comrmittee has recently devel oped a new standard for bridges/sw tches
related to multimedia traffic expediting and dynam c mul ticast
filtering [3]. A packet format for carrying a user_priority field on
all | EEE 802 LAN nedia types is now defined in [4]. These standards
allow for up to eight traffic classes on all nedia. The

user _priority bits carried in the frame are mapped to a particul ar
traffic class within a bridge/switch. The user_priority is signaled
on an end-to-end basis, unless overridden by bridge/swtch
managenent. The traffic class that is used by a flow should depend
on the quality of service desired and whether the reservation is
successful or not. Therefore, a sender should use the user _priority
val ue which maps to the best effort traffic class until told
otherwi se by the BM The BMwi ||, upon successful conpletion of
resource reservation, specify the value of user_priority to be used
by the sender for that session’s data. An acconpanying nmeno [13]
addresses the i ssue of mapping the various Integrated Services to
appropriate traffic classes.

8. 4. Re-mappi ng of Non-conformnmi ng Aggregated Fl ows

One other topic under discussion in the IntServ context is howto
handl e the traffic for data flows from sources that exceed their
negotiated traffic contract with the network. An approach that shows
some promise is to treat such traffic with "somewhat | ess than best
effort" service in order to protect traffic that is normally given
"best effort" service fromhaving to back off. Best effort traffic
is often adaptive, using TCP or other congestion control algorithns,
and it would be unfair to penalize those flows due to badly behaved
traffic fromreserved flows which are often set up by non-adaptive
applications.

A possible solution mght be to assign normal best effort traffic to
one user_priority and to | abel excess non-conformng traffic as a

| ower user _priority although the re-ordering problens that m ght
arise fromdoing this may nake this sol ution undesirable,
particularly if the flows are using TCP. For this reason the
controll ed | oad service reconmmends droppi ng excess traffic, rather
than re-mapping to a lower priority. This is further discussed

bel ow.
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8.5. Override of Incomng User Priority

In sone cases, a network administrator may not trust the
user_priority values contained in packets froma source and may w sh
to map these into some nore suitable set of values. Alternatively,
due perhaps to equipnent limtations or transition periods, the
user_priority values may need to be re-napped as the data fl ows
to/fromdifferent regions of a network.

Some switches may inplenment such a function on input that maps
received user_priority to sone internal set of values. This function
is provided by a table known in | EEE 802. 1D as the User Priority
Regeneration Table (Table 3-1 in [3]). These values can then be
mapped usi ng an out put table described above onto outgoi ng
user_priority values. These sane mappi ngs nmust al so be used when
appl yi ng admi ssion control to requests that use the user_priority
val ues (see e.g. [14]). More sophisticated approaches are al so
possi bl e where a device polices traffic flows and adjusts their
onward user_priority based on their conformance to the adnitted
traffic fl ow specifications.

8.6. Different Reservation Styles

In the figure above, SWis a bridge/switch in the Iink | ayer donain.
S1, S2, S3, Rl and R2 are end stations which are nenbers of a group
associated with the sane RSVP flow S1, S2 and S3 are upstream end
stations. Rl and R2 are the downstream end stations which receive
traffic fromall the senders. RSVP allows receivers Rl1 and R2 to
specify reservations which can apply to: (a) one specific sender
only (fixed filter); (b) any of two or nore explicitly specified
senders (shared explicit filter); and (c) any sender in the group
(shared wildcard filter). Support for the fixed filter style is
straightforward; a separate reservation is nade for the traffic from
each of the senders. However, support for the other two filter
styles has inplications regarding policing; i.e. the nmerged flow
fromthe different senders nust be policed so that they conformto
traffic paranmeters specified in the filter's RSpec. This scenario is
further conplicated if the services requested by RL and R2 are
different. Therefore, in the absence of policing wthin
bridges/switches, it may be possible to support only fixed filter
reservations at the link |ayer
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Figure 7: Illustration of filter styles

8. 7. Receiver Heterogeneity

At Layer 3, the IntServ nodel allows heterogeneous receivers for

mul ticast flows where different branches of a tree can have different
types of reservations for a given nulticast destination. It also
supports the notion that trees nmay have sonme branches with reserved
flows and sonme using best effort service. If we were to treat a
Layer 2 subnet as a single network elenment as defined in [8], then
all of the branches of the distribution tree that lie within the
subnet coul d be assuned to require the same QoS treatnent and be
treated as an atomic unit as regards adm ssion control, etc. Wth
this assunption, the nodel and protocols already defined by IntServ
and RSVP al ready provide sufficient support for nulticast

het erogeneity. Note, however, that an admi ssion control request may
well be rejected because just one link in the subnet is
oversubscribed | eading to rejection of the reservation request for
the entire subnet.

As an exanple, consider Figure 8 SWis a Layer 2 device
(bridge/switch) participating in resource reservation, Sis the
upstream source end station and RL and R2 are downstream end station
receivers. Rl would like to make a reservation for the flow while R2
would like to receive the flow using best effort service. S sends
RSVP PATH nessages which are nulticast to both RL and R2. Rl sends
an RSVP RESV nessage to S requesting the reservation of resources.
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Fi gure 8: Exanple of receiver heterogeneity

If the reservation is successful at Layer 2, the franes addressed to
the group will be categorized in the traffic class corresponding to
the service requested by Rl. At SW there nust be sone nechani sm
whi ch forwards the packet providing service corresponding to the
reserved traffic class at the interface to RL while using the best
effort traffic class at the interface to R2. This may involve
changi ng the contents of the frane itself, or ignoring the frame
priority at the interface to R2.

Anot her possibility for supporting heterogeneous receivers would be
to have separate groups with distinct MAC addresses, one for each
class of service. By default, a receiver would join the "best
effort” group where the flowis classified as best effort. |If the
recei ver makes a reservation successfully, it can be transferred to
the group for the class of service desired. The dynanic nulticast
filtering capabilities of bridges and switches inplenenting the | EEE
802. 1D standard woul d be a very useful feature in such a scenario. A
given flow would be transnmitted only on those segnments which are on
the path between the sender and the receivers of that flow. The
obvi ous di sadvantage of such an approach is that the sender needs to
send out nultiple copies of the sanme packet corresponding to each
class of service desired thus potentially duplicating the traffic on
a portion of the distribution tree.

The above approaches woul d provide very sub-optinal utilization of
resources given the expected size and conplexity of the Layer 2
subnets. Therefore, it is desirable to enable switches to apply QS
differently on different egress branches of a tree that divide at
that switch.
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| EEE 802. 1D specifies a basic nodel for nmulticast whereby a switch
makes mul ticast forwarding deci sions based on the destination
address. This would produce a list of output ports to which the
packet should be forwarded. 1In its default node, such a switch would
use the user_priority value in received packets, or a val ue
regenerated on a per input port basis in the absence of an explicit
val ue, to enqueue the packets at each output port. Any |EEE 802.1D
swi tch which supports nultiple traffic classes can support this
operation.

If a switch selects per port output queues based only on the incom ng
user_priority, as described by |IEEE 802.1D, it nust treat al

branches of all nulticast sessions within that user_priority class
with the same queui ng mechanism Receiver heterogeneity is then not
possible and this could well lead to the failure of an adm ssion
control request for the whole nulticast session due to a single link
bei ng oversubscribed. Note that in the Layer 2 case as distinct from
the Layer 3 case with RSVP/IntServ, the option of having sone
receivers getting the session with the requested QS and sone getting
it best effort does not exist as basic | EEE 802.1 switches are unable
to re-map the user_priority on a per link basis. This could becone
an issue with heavy use of dynamic nulticast sessions. |If a switch
were to inplenent a separate user_priority mapping at each out put
port, then, in sone cases, reservations can use a different traffic
class on different paths that branch at such a switch in order to
provide multiple receivers with different QS. This is possible if

all flows within a traffic class at the ingress to a switch egress in
the sane traffic class on a port. For exanple, traffic may be
forwarded using user_priority 4 on one branch where receivers have
perforned adm ssion control and as user_priority O on ones where they
have not. W assune that per user _priority queuing wthout taking
account of input or output ports is the m ni mum standard
functionality for switches in a LAN environnent (I|EEE 802.1D) but
that nmore functional Layer 2 or even Layer 3 switches (i.e. routers)
can be used if even nore flexible fornms of heterogeneity are

consi dered necessary to achieve nore efficient resource utilization
The behavi or of Layer 3 switches in this context is already well
standardi zed by the | ETF.

9. Network Topol ogy Scenari os

The extent to which service guarantees can be provided by a network
depend to a large degree on the ability to provide the key functions
of flow identification and scheduling in addition to adm ssion
control and policing. This section discusses sonme of the
capabilities of the LAN technol ogi es under consideration and provides
a taxonony of possible topol ogi es enphasizing the capabilities of
each with regard to supporting the above functions. For the
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t echnol ogi es consi dered here, the basic topology of a LAN nay be
shared, switched half duplex or switched full duplex. |In the shared
topol ogy, multiple senders share a single segnent. Contention for
medi a access is resolved using protocols such as CSMA CD in Ethernet
and token passing in Token Ring and FDDI. Switched hal f duplex, is
essentially a shared topology with the restriction that there are
only two transmitters contending for resources on any segnent.
Finally, in a switched full duplex topology, a full bandwi dth path is
available to the transnmitter at each end of the link at all tines.
Therefore, in this topology, there is no need for any access contro
mechani sm such as CSMA CD or token passing as there is no contention
between the transmitters. Cbviously, this topology provides the best
QoS capabilities. Another inportant elenent in the discussion of
topol ogies is the presence or absence of support for nultiple traffic
cl asses. These were discussed earlier in Section 4.1. Depending on
the basic topology used and the ability to support traffic classes,
we identify six scenarios as foll ows:

Shared topol ogy without traffic classes.

Shared topology with traffic classes.

Swi tched hal f dupl ex topology without traffic classes.
Swi tched hal f duplex topology with traffic cl asses.
Swi tched full duplex topology without traffic classes.
Swi tched full duplex topology with traffic cl asses.

ourwNE

There is also the possibility of hybrid topol ogi es where two or nore
of the above coexist. For instance, it is possible that within a
single subnet, there are sone sw tches which support traffic classes
and sone which do not. |If the flow in question traverses both kinds
of switches in the network, the | east conmon denominator will
prevail. In other words, as far as that flow is concerned, the
network is of the type corresponding to the | east capabl e topol ogy
that is traversed. 1In the follow ng sections, we present these
scenarios in further detail for sonme of the different |EEE 802
network types with discussion of their abilities to support the

I nt Serv services

9.1. Full Duplex Switched Networks

On a full duplex switched LAN, the MAC protocol is uninportant as as
access is concerned, but nust be factored into the characterization
paraneters advertised by the device since the access latency is equa
to the tinme required to transmt the | argest packet. Approxi nate

val ues for the characteristics on various nedia are provided in the
followi ng tables. These delays should be also be considered in the
context of the speed of light delay which is approximtely 400 ns for
typical 100 mUTP links and 7 us for typical 2 kmnultinode fiber

l'i nks.
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Tabl e 4: Full duplex switched nmedia access | atency

Type Speed Max Pkt Max Access
Length Lat ency

Et her net 10 Mops 1.2 ns 1.2 ns
100 Mops 120 us 120 us

1 Cbps 12 us 12 us

Token Ri ng 4 Mops 9 ns 9 ns
16 Mops 9 ns 9 ns

FDDI 100 Mops 360 us 8.4 ns
Demand Priority 100 Mops 120 us 120 us

Ful I dupl ex switched network topol ogi es of fer good QoS capabilities
for both Controlled Load and Guaranteed Service when supported by
sui tabl e queuing strategies in the swtches.

9. 2. Shared Medi a Et hernet Networks

Thus far, we have not discussed the difficulty of dealing with

al l ocation on a single shared CSMA CD segnent. As soon as any
CSMA/ CD algorithmis introduced the ability to provide any form of
Quaranteed Service is seriously conpronised in the absence of any
tight coupling between the nmultiple senders on the link. There are a
nurmber of reasons for not offering a better solution to this problem

Firstly, we do not believe this is a truly solvable problemas it
woul d require changes to the MAC protocol. |EEE 802.1 has exam ned
research showi ng di sappointing sinulation results for perfornance
guar ant ees on shared CSMA/ CD Et hernet wi thout MAC enhancenents.
There have been proposals for enhancenents to the MAC | ayer
protocols, e.g. BLAM and enhanced flow control in | EEE 802.3
However, any solution involving an enhanced software MAC runni ng
above the traditional | EEE 802.3 MAC, or other proprietary MAC
protocols, is outside the scope of the ISSLL working group and this
document. Secondly, we are not convinced that it is really an
interesting problem \While there will be end stations on shared
segrments for some tinme to conme, the nunber of depl oyed switches is
steadily increasing relative to the nunber of stations on shared
segnments. This trend is proceeding to the point where it may be
satisfactory to have a solution which assunmes that any network
conmuni cation requiring resource reservations will take place through
at least one switch or router. Put another way, the easiest upgrade
to existing Layer 2 infrastructure for QoS support is the
installation of segnment switching. Only when this has been done is
it worthwhile to investigate nore conpl ex solutions involving
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adm ssion control. Thirdly, the core of canpus networks typically
consi sts of solutions based on switches rather than on repeated
segrments. There nay be special circunmstances in the future, e.g.

G gabit buffered repeaters, but the characteristics of these devices
are different fromexisting CSMV CD repeaters anyway.

Tabl e 5: Shared Ethernet nmedia access | atency

Type Speed Max Pkt Max Access
Length Lat ency

Et her net 10 Mops 1.2 ns unbounded
100 Mops 120 us unbounded

1 Cbps 12 us unbounded

9.3. Half Duplex Swi tched Ethernet Networks

Many of the same argunents for sub optinal support of Guaranteed
Service on shared nedia Ethernet also apply to half duplex swtched
Et hernet. 1In essence, this topology is a nediumthat is shared
between at | east two senders contending for packet transm ssion

Unl ess these are tightly coupled and cooperative, there is always the
chance that the best effort traffic of one will interfere with the
reserved traffic of the other. Dealing with such a coupling would
requi re some formof nodification to the MAC protocol

Not w t hstandi ng the above argunent, half duplex sw tched topol ogi es
do seemto offer the chance to provide Controlled Load service. Wth
the know edge that there are exactly two potential senders that are
both using prioritization for their Controlled Load traffic over best
effort flows, and with adnission control having been done for those
fl ows based on that know edge, the nedia access characteristics while
not determnistic are somewhat predictable. This is probably a close
enough useful approxinmation to the Controlled Load servi ce.
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Tabl e 6: Half dupl ex switched Ethernet nmedia access |atency

Type Speed Max Pkt Max Access
Length Lat ency

Et her net 10 Mops 1.2 ns unbounded
100 Mops 120 us unbounded

1 Cbps 12 us unbounded

9.4. Half Duplex Switched and Shared Token Ri ng Networks

In a shared Token Ring network, the network access tine for high
priority traffic at any station is bounded and is given by

(N+1) *THTmax, where N is the nunber of stations sending high priority
traffic and THTmax is the maxi mumtoken holding tine [14]. This
assunes that network adapters have priority queues so that
reservation of the token is done for traffic with the highest

priority currently queued in the adapter. It is easy to see that
access tines can be inproved by reducing N or THTmax. The
recommended default for THTmax is 10 nms [6]. N is an integer from?2

to 256 for a shared ring and 2 for a switched half dupl ex topol ogy.
A simlar analysis applies for FDDI

Table 7: Half duplex sw tched and shared Token
Ri ng nedi a access | atency

Type Speed Max Pkt Max Access
Length Lat ency

Token Ring 4/16 Mps shared 9 ns 2570 s
4/ 16 NMops switched 9 ns 30 ns

FDDI 100 Mops 360 us 8 ns

G ven that access tine is bounded, it is possible to provide an upper
bound for end-to-end delays as required by Guaranteed Service
assunming that traffic of this class uses the highest priority

al l owabl e for user traffic. The actual number of stations that send
traffic mapped into the sanme traffic class as Guaranteed Service may
vary over tinme but, froman adm ssion control standpoint, this val ue
is needed a priori. The admission control entity nust therefore use
a fixed value for N, which nmay be the total nunber of stations on the
ring or sone lower value if it is desired to keep the offered del ay
guarantees smaller. |If the value of N used is lower than the tota
nunber of stations on the ring, adm ssion control nust ensure that
the nunber of stations sending high priority traffic never exceeds
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this nunber. This approach allows adnission control to estinmate

wor st case access delays assuming that all of the N stations are
sending high priority data even though, in nost cases, this will nean
that delays are significantly overestimated.

Assum ng that Controlled Load flows use a traffic class |ower than
that used by Quaranteed Service, no upper bound on access |atency can
be provided for Controlled Load flows. However, Controlled Load
flows will receive better service than best effort flows.

Not e that on nmany existing shared Token Rings, bridges transmt
frames using an Access Priority (see Section 4.3) value of 4
irrespective of the user _priority carried in the frame control field
of the frame. Therefore, existing bridges would need to be
reconfigured or nodified before the above access tine bounds can
actual |y be used.

9.5. Half Duplex and Shared Denand Priority Networks

In | EEE 802. 12 networ ks, comunication between end nodes and hubs and
bet ween the hubs thensel ves is based on the exchange of link contro
signals. These signals are used to control access to the shared
medium |If a hub, for exanple, receives a high priority request
whil e another hub is in the process of serving nornal priority
requests, then the service of the latter hub can effectively be
preenpted in order to serve the high priority request first. After
the network has processed all high priority requests, it resunes the
normal priority service at the point in the network at which it was

i nterrupted.

The network access tine for high priority packets is basically the
time needed to preenpt normal priority network service. This access
time is bounded and it depends on the physical |ayer and on the
topol ogy of the shared network. The physical |ayer has a significant
i npact when operating in half duplex node as, e.g. when used across
unshi el ded twi sted pair cabling (UTP) |inks, because link contro
signal s cannot be exchanged while a packet is transnmitted over the
link. Therefore the network topol ogy has to be considered since, in
| arger shared networks, the link control signals nust potentially
traverse several |inks and hubs before they can reach the hub which
has the network control function. This rmay delay the preenption of
the nornmal priority service and hence increase the upper bound that
may be guar ant eed.

Upper bounds on the high priority access tinme are given below for a

UTP physical |ayer and a cable length of 100 m between all end nodes
and hubs using a nmaxi mum propagation delay of 570 ns as defined in
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[19]. These val ues consider the worst case signaling overhead and
assune the transm ssion of maxi mum sized normal priority data packets
while the normal priority service is being preenpted.

Tabl e 8: Half duplex switched Denmand Priority UTP access | atency

Type Speed Max Pkt Max Access
Length Lat ency

Demand Priority 100 Mops, 802.3 pkt, UTP 120 us 254 us
802.5 pkt, UTP 360 us 733 us

Shared | EEE 802. 12 topol ogi es can be classified using the hub
cascading level "N'. The sinplest topology is the single hub network
(N =1). For a UTP physical |ayer, a maxi mum cascading |level of N =
5 is supported by the standard. Large shared networks w th nmany
hundreds of nodes nay be built with a level 2 topology. The
bandwi dt h manager coul d be informed about the actual cascading |eve
by networ k managenment mechani sms and can use this information in its
adm ssion control algorithns.

In contrast to UTP, the fiber optic physical |ayer operates in dua
si mpl ex node. Upper bounds for the high priority access tine are
given below for 2 kmnmultinode fiber links with a propagation del ay
of 10 us.

For shared nedia with distances of up to 2 km between all end nodes
and hubs, the | EEE 802. 12 standard all ows a nmaxi num cascadi ng | evel

of 2. Higher levels of cascaded topol ogi es are supported but require
a reduction of the distances [15].

The bounded access del ay and determ nistic network access allow the
support of service commtnents required for Guaranteed Service and
Controll ed Load, even on shared nedi a topol ogies. The support of
just two priority levels in 802.12, however, linmts the nunber of
services that can sinultaneously be inplenmented across the network.
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Tabl e 9: Shared Demand Priority UTP access | atency

Type Speed Max Pkt Max Access Topol ogy
Length Lat ency

Demand Priority 100 Mops, 802.3 pkt 120 us 262 us N=1
120 us 554 us N=2
120 us 878 us N=3
120 us 1.24 ns N=4
120 us 1.63 ns N=5

Demand Priority 100 Mops, 802.5 pkt 360 us 722 us N=1
360 us 1.41 ns N=2
360 us 2.32 s N=3
360 us 3.16 s N=4
360 us 4.03 ns N=5

Tabl e 10: Half duplex switched Demand Priority
fi ber access |atency

Type Speed Max Pkt Max Access
Length Lat ency

Demand Priority 100 Mops, 802.3 pkt, fiber 120 us 139 us
802.5 pkt, fiber 360 us 379 us

Type Speed Max Pkt Max Access Topol ogy
Length Lat ency

Demand Priority 100 Mops, 802.3 pkt 120 us 160 us N=1
120 us 202 us N=2

Demand Priority 100 Mops, 802.5 pkt 360 us 400 us N=1
360 us 682 us N=2

10. Justification
An obvious concern is the conplexity of this nodel. It essentially

does what RSVP al ready does at Layer 3, so why do we think we can do
better by reinventing the solution to this problemat Layer 2?
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11.

The key is that there are a nunber of sinple Layer 2 scenarios that
cover a considerable portion of the real QoS problens that will
occur. A solution that covers the majority of problens at

significantly |lower cost is beneficial. Full RSVP/IntServ with per
flow queuing in strategically positioned high function sw tches or
routers may be needed to conpletely resolve all issues, but devices

i mpl enenting the architecture described in herein will allow for a
significantly sinpler network.

Summary

Thi s docunent has specified a framework for providing |Integrated
Services over shared and swi tched LAN technol ogies. The ability to
provi de QoS guarant ees necessitates sone form of adm ssion contro
and resource nmanagenent. The requirenments and goals of a resource
managenent schene for subnets have been identified and di scussed. W
refer to the entire resource managenent schene as a Bandwi dth
Manager. Architectural considerations were discussed and exanpl es
were provided to illustrate possible inplenentations of a Bandw dth
Manager. Sone of the issues involved in mapping the services from
hi gher layers to the link |layer have al so been discussed.
Acconpanyi ng menos fromthe | SSLL worki ng group address service
mappi ng i ssues [13] and provide a protocol specification for the
Bandw dt h Manager protocol [14] based on the requirenents and goal s
di scussed in this docunent.
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Security Considerations

| mpl enent ati on of the nodel described in this meno creates no known
new avenues for malicious attack on the network infrastructure.
However, readers are referred to Section 2.8 of the RSVP
specification [5] for a discussion of the inpact of the use of

adm ssion control signaling protocols on network security.
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