Net wor k Wor ki ng Group S. Wl dbusser
Request for Comments: 2819 Lucent Technol ogi es
STD: 59 May 2000
bsol etes: 1757

Cat egory: Standards Track

Renmot e Network Mbonitoring Managenment |nformation Base
Status of this Meno

Thi s docunent specifies an Internet standards track protocol for the
Internet conmunity, and requests discussion and suggestions for

i nprovenents. Please refer to the current edition of the "Internet
O ficial Protocol Standards" (STD 1) for the standardi zation state
and status of this protocol. Distribution of this neno is unlimted.

Copyright Notice
Copyright (C The Internet Society (2000). Al Rights Reserved.

Abst ract
This meno defines a portion of the Managenent |nformati on Base (M B)
for use with network managenent protocols in TCP/|P-based internets.
In particular, it defines objects for managi ng renote network
nmoni t ori ng devi ces.
This meno obsol etes RFC 1757. This nmenp extends that specification by

documenting the RMON MB in SMv2 format while remaining semantically
identical to the existing SMvl-based M B.
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1. The SNWVP Managenent Framewor k

The SNWP Managenent Framework presently consists of five nmajor

conponent s:

o An overall

architecture, described in RFC 2571 [1].

o Mechani snms for describing and nam ng objects and events for the

pur pose of
Managemnent

managenment. The first version of this Structure of
Information (SM) is called SMvl and described in STD

16, RFC 1155 [2], STD 16, RFC 1212 [3] and RFC 1215 [4]. The
second version, called SMv2, is described in STD 58, RFC 2578
[5], RFC 2579 [6] and RFC 2580 [7].

0 Message protocols for transferring nanagenent information. The
first version of the SNWP nessage protocol is called SNWPv1l and

descri bed

in STD 15, RFC 1157 [8]. A second version of the SNW

message protocol, which is not an Internet standards track

pr ot ocol ,
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is called SNMPv2c and described in RFC 1901 [9] and RFC
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1906 [10]. The third version of the nessage protocol is called
SNMPv3 and described in RFC 1906 [10], RFC 2572 [11] and RFC 2574
[12].

o Protocol operations for accessing managenent information. The
first set of protocol operations and associated PDU formats is
described in STD 15, RFC 1157 [8]. A second set of protocol
operations and associated PDU formats is described in RFC 1905
[13].

o0 A set of fundanental applications described in RFC 2573 [14] and
t he vi ew based access control nmechani sm described in RFC 2575
[15].

A nore detailed introduction to the current SNVP Management Framework
can be found in RFC 2570 [22].

Managed objects are accessed via a virtual information store, terned
the Managenent Infornmation Base or MB. bjects in the MB are
defined using the nmechani sns defined in the SM.

This meno specifies a MB nodule that is conpliant to the SMv2. A

M B conformng to the SMvl can be produced through the appropriate
transl ations. The resulting translated MB nust be semantically
equi val ent, except where objects or events are onmtted because no
translation is possible (use of Counter64). Sone machi ne readabl e
information in SMv2 will be converted into textual descriptions in
SM vl during the translation process. However, this |oss of machine
readabl e information is not considered to change the semantics of the
M B.

2. Overview

Renmot e network nmonitoring devices, often called nmonitors or probes,
are instruments that exist for the purpose of nmanagi ng a network.
Oten these renote probes are stand-al one devices and devote
significant internal resources for the sole purpose of managing a
network. An organi zation nay enpl oy many of these devices, one per
network segnent, to manage its internet. |In addition, these devices
may be used for a network managenent service provider to access a
client network, often geographically renote.

The objects defined in this docunent are intended as an interface
bet ween an RMON agent and an RMON managenent application and are not
i ntended for direct manipulation by humans. Wile sonme users may
tolerate the direct display of some of these objects, few wll
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tolerate the conplexity of nanually mani pul ati ng objects to
acconplish row creation. These functions should be handl ed by the
managenent application

VWil e nost of the objects in this docunent are suitable for the
managenent of any type of network, there are sone which are specific
to managi ng Et hernet networks. These are the objects in the

ether StatsTabl e, the etherHi storyTable, and sone attributes of the
filterPktStatus and capturBufferPacket Status objects. The design of
this MB allows simlar objects to be defined for other network
types. It is intended that future versions of this docunment and
addi ti onal docunments will define extensions for other network types.

There are a nunber of conpani on docunents to the RMON M B. The Token
Ring RMON M B [19] provides objects specific to managi ng Token Ri ng
networks. The RMON-2 M B [20] extends RMON by providing RMON anal ysi s
up to the application layer. The SMON M B [21] extends RMON by

provi ding RMON anal ysis for sw tched networKks.

2.1. Renote Network Managenent Coal s

o Ofline Operation
There are sometines conditions when a managenent station will
not be in constant contact with its renote nonitoring devices.
This is sonetines by design in an attenpt to | ower
communi cati ons costs (especially when comuni cati ng over a WAN
or dialup link), or by accident as network failures affect the
communi cati ons between the nanagenent station and the probe.

For this reason, this MB allows a probe to be configured to
perform di agnostics and to collect statistics continuously, even
when comunication with the nmanagenent station nmay not be
possible or efficient. The probe may then attenpt to notify the
managenent station when an exceptional condition occurs. Thus,
even in circunstances where conmuni cati on between managenent
station and probe is not continuous, fault, perfornmance, and
configuration information nmay be continuously accunul ated and
communi cated to the managenent station conveniently and
efficiently.

o Proactive Mnitoring
G ven the resources available on the nonitor, it is potentially
hel pful for it continuously to run diagnostics and to | og
network performance. The nmonitor is always available at the
onset of any failure. It can notify the managenent station of
the failure and can store historical statistical information
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about the failure. This historical information can be played
back by the managenent station in an attenpt to performfurther
di agnosi s into the cause of the problem

0 Problem Detection and Reporting
The nonitor can be configured to recognize conditions, nost
notably error conditions, and continuously to check for them
When one of these conditions occurs, the event may be | ogged,
and nanagenent stations may be notified in a nunmber of ways.

0 Value Added Data
Because a renote nonitoring device represents a network resource
dedi cat ed exclusively to network nanagenent functions, and
because it is located directly on the nmonitored portion of the
network, the renote network nonitoring device has the
opportunity to add significant value to the data it collects.
For instance, by highlighting those hosts on the network that
generate the nost traffic or errors, the probe can give the
managenent station precisely the information it needs to solve a
cl ass of problens.

o Miltiple Managers
An organi zati on may have multipl e managenent stations for
different units of the organization, for different functions
(e.g. engineering and operations), and in an attenpt to provide
di saster recovery. Because environnments with nultiple
managenment stations are common, the renote network nonitoring
device has to deal with nmore than own nanagenment station
potentially using its resources concurrently.

2.2. Textual Conventions

Two new data types are introduced as a textual convention in this MB
docunent, OwanerString and EntryStat us.

2.3. Structure of MB
The objects are arranged into the foll ow ng groups:

ethernet statistics

- history contro
- ethernet history
- alarm

- host
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- host TopN

- matrix

- filter

- packet capture
- event

These groups are the basic unit of conformance. |If a renote

noni toring device inplenents a group, then it nust inplenent al
objects in that group. For exanple, a nanaged agent that inplenents
t he host group mnust inplenent the hostControl Tabl e, the hostTable and
the hostTi neTable. Wiile this section provides an overvi ew of
groupi ng and conformance information for this MB, the authoritative
reference for such information is contained in the MODULE- COMPLI ANCE
and OBJECT- GROUP macros later in this MB.

Al groups inthis MB are optional. Inplenmentations of this MB
nmust al so inplenent the systemgroup of MB-I1 [16] and the IF-MB
[17]. MB-11 may al so nandate the inplenentation of additiona
groups.

These groups are defined to provide a neans of assigning object
identifiers, and to provide a nmethod for inplenentors of nanaged
agents to know whi ch objects they nust inplenent.

2.3.1. The Ethernet Statistics G oup
The ethernet statistics group contains statistics neasured by the
probe for each nonitored Ethernet interface on this device. This
group consists of the etherStatsTable.

2.3.2. The History Control G oup
The history control group controls the periodic statistical sanpling
of data fromvarious types of networks. This group consists of the
hi st oryContr ol Tabl e.

2.3.3. The Ethernet History G oup
The ethernet history group records periodic statistical sanples from

an ethernet network and stores themfor later retrieval. This group
consists of the etherH storyTabl e.
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2.3.4. The Alarm Group

The alarm group periodically takes statistical sanples fromvariables
in the probe and conpares themto previously configured threshol ds.
If the nonitored variable crosses a threshold, an event is generated.

A hysteresis nmechanismis inplenmented to limt the generation of
alarms. This group consists of the alarniTable and requires the
i mpl enent ati on of the event group

2.3.5. The Host G oup

The host group contains statistics associated with each host

di scovered on the network. This group discovers hosts on the network
by keeping a list of source and destinati on MAC Addresses seen in
good packets prom scuously received fromthe network. This group
consi sts of the hostControl Tabl e, the hostTable, and the
host Ti meTabl e.

2.3.6. The Host TopN G oup

The host TopN group is used to prepare reports that describe the hosts
that top a list ordered by one of their statistics. The available
statistics are sanples of one of their base statistics over an

i nterval specified by the nanagenent station. Thus, these statistics
are rate based. The managenent station also selects how many such
hosts are reported. This group consists of the host TopNControl Tabl e
and the host TopNTabl e, and requires the inplenmentation of the host
group.

2.3.7. The Matrix G oup

The matrix group stores statistics for conversations between sets of
two addresses. As the device detects a new conversation, it creates
a newentry inits tables. This group consists of the

matri xControl Tabl e, the matri xSDTabl e and the matri xDSTabl e.

2.3.8. The Filter Goup

The filter group allows packets to be matched by a filter equation
These matched packets forma data streamthat may be captured or may
generate events. This group consists of the filterTable and the
channel Tabl e.
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2.3.9. The Packet Capture G oup

The Packet Capture group allows packets to be captured after they
flow through a channel. This group consists of the

buf f er Control Tabl e and t he captureBufferTable, and requires the

i npl ementation of the filter group

2.3.10. The Event G oup

The event group controls the generation and notification of events
fromthis device. This group consists of the eventTable and the
| ogTabl e.

3. Control of Renpte Network Mnitoring Devices

Due to the conplex nature of the available functions in these
devices, the functions often need user configuration. |n many cases,
the function requires paraneters to be set up for a data collection
operation. The operation can proceed only after these paraneters are
fully set up.

Many functional groups in this MB have one or nore tables in which
to set up control paraneters, and one or nore data tables in which to
pl ace the results of the operation. The control tables are typically
read-write in nature, while the data tables are typically read-only.
Because the paraneters in the control table often describe resulting
data in the data table, many of the paraneters can be nodified only
when the control entry is invalid. Thus, the method for nodifying
these paraneters is to invalidate the control entry, causing its

del etion and the del etion of any associated data entries, and then
create a new control entry with the proper paraneters. Deleting the
control entry also gives a convenient nethod for reclaimng the
resources used by the associ ated data.

Some objects in this MB provide a nechanismto execute an action on
the renote nonitoring device. These objects nay execute an action as
aresult of a change in the state of the object. For those objects
inthis MB, a request to set an object to the sane value as it
currently holds would thus cause no action to occur

To facilitate control by multiple managers, resources have to be

shared anong the nanagers. These resources are typically the nenory
and conputation resources that a function requires.
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3.1. Resource Sharing Among Miltiple Managenment Stations

Wien nul ti pl e managenent stations wish to use functions that conpete
for a finite anount of resources on a device, a nethod to facilitate
this sharing of resources is required. Potential conflicts include:

o Two nanagenent stations wish to sinmultaneously use resources
that together woul d exceed the capability of the device.

0 A managenent station uses a significant anmount of resources for
a long period of tine.

0 A managenent station uses resources and then crashes,
forgetting to free the resources so others nay use them

A nmechanismis provided for each nmanagenment station initiated
function in this MB to avoid these conflicts and to hel p resol ve
t hem when they occur. Each function has a | abel identifying the
initiator (owner) of the function. This |label is set by the
initiator to provide for the follow ng possibilities:

0 A managenent station may recogni ze resources it owns and no
| onger needs.

0 A network operator can find the nanagenent station that owns
the resource and negotiate for it to be freed.

0 A network operator may decide to unilaterally free resources
anot her network operator has reserved.

o Upon initialization, a nanagenent station may recognize
resources it had reserved in the past. Wth this information
it my free the resources if it no |longer needs them

Managenent stations and probes shoul d support any format of the owner
string dictated by the | ocal policy of the organization. It is
suggested that this nane contain one or nore of the following: IP
address, nmnagenent station nane, network rmanager’s nane, |ocation

or phone number. This information will help users to share the
resources nore effectively.

There is often default functionality that the device or the

adm ni strator of the probe (often the network adm nistrator) w shes
to set up. The resources associated with this functionality are then
owned by the device itself or by the network administrator, and are

intended to be long-lived. |In this case, the device or the

adm nistrator will set the relevant owner object to a string starting
with "nonitor’. Indiscrimnate nodification of the nonitor-owned
configuration by network nanagenent stations is discouraged. In

fact, a network nanagenent station should only nodify these objects
under the direction of the adm nistrator of the probe.
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Resources on a probe are scarce and are typically allocated when
control rows are created by an application. Since nany applications
may be using a probe sinultaneously, indiscrimnate allocation of
resources to particular applications is very likely to cause resource
shortages in the probe.

When a network nmanagenent station wishes to utilize a function in a
monitor, it is encouraged to first scan the control table of that
function to find an instance with similar paraneters to share. This
is especially true for those instances owned by the nmonitor, which
can be assumed to change infrequently. |[If a managenent station
decides to share an instance owned by anot her nanagenent station, it
shoul d understand that the nmanagenent station that owns the instance
may indiscrimnately nodify or delete it.

It should be noted that a nanagenent application should have the nost
trust in a nonitor-owned row because it should be changed very
infrequently. A row owned by the nmanagenent application is |ess

| ong-lived because a network adninistrator is nore likely to re-
assign resources froma rowthat is in use by one user than froma
nonitor-owned row that is potentially in use by many users. A row
owned by anot her application would be even |l ess |ong-lived because
the other application may delete or nodify that row conpletely at its
di scretion.

3.2. Row Addition Anong Mul tiple Managenent Stations

The addition of new rows is achieved using the method described in
RFC 1905 [13]. In this MB, rows are often added to a table in order
to configure a function. This configuration usually involves
paraneters that control the operation of the function. The agent
nmust check these parameters to nake sure they are appropriate given
restrictions defined in this MB as well as any inplenentation
specific restrictions such as |ack of resources. The agent

i npl ement or may be confused as to when to check these paraneters and
when to signal to the nmanagenent station that the paraneters are
invalid. There are two opportunities:

o Wen the nanagenent station sets each paraneter object.

0o \When the managenent station sets the entry status object to
val i d.

If the latter is chosen, it would be unclear to the nanagenent
station which of the several paraneters was invalid and caused the
badVal ue error to be emtted. Thus, wherever possible, the

i npl ement or shoul d choose the forner as it will provide nore
informati on to the nanagenent station
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A problem can arise when nultiple nanagenent stations attenpt to set
configuration information sinultaneously using SNWP. Wen this

i nvol ves the addition of a new conceptual row in the same contro
tabl e, the nanagers may collide, attenpting to create the sane entry.
To guard agai nst these collisions, each such control entry contains a
status object with special semantics that help to arbitrate anong the
managers. |If an attenpt is nade with the row addition nechanismto
create such a status object and that object already exists, an error
is returned. When nore than one nanager sinultaneously attenpts to
create the sanme conceptual row, only the first can succeed. The
others will receive an error.

When a nmanager w shes to create a new control entry, it needs to
choose an index for that row It rmay choose this index in a variety
of ways, hopefully nininizing the chances that the index is in use by
anot her manager. |If the index is in use, the nechani sm nentioned
previously will guard against collisions. Exanples of schenes to
choose i ndex val ues include random sel ection or scanning the contro
table looking for the first unused index. Because index val ues nay
be any valid value in the range and they are chosen by the manager
the agent nust allow a row to be created with any unused index val ue
if it has the resources to create a new row.

Sone tables in this MB reference other tables within this MB. Wen
creating or deleting entries in these tables, it is generally

al | owabl e for dangling references to exist. There is no defined
order for creating or deleting entries in these tables.

4. Conventions

The followi ng conventions are used t hroughout the RMON MB and its
conpani on docunents.

Good Packet s

Good packets are error-free packets that have a valid frame | ength
For exanple, on Ethernet, good packets are error-free packets that
are between 64 octets |long and 1518 octets long. They follow the
formdefined in | EEE 802.3 section 3.2.all.

Bad Packets

Bad packets are packets that have proper fram ng and are therefore
recogni zed as packets, but contain errors within the packet or have
an invalid length. For exanple, on Ethernet, bad packets have a
valid preanble and SFD, but have a bad CRC, or are either shorter
than 64 octets or |longer than 1518 octets.
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5. Definitions
RVON-M B DEFINITIONS ::= BEG N

| MPORTS
MODULE- | DENTI TY, OBJECT- TYPE, OBJECT-| DENTI TY,
NOTI FI CATI ON- TYPE, ni b-2, Counter 32,
I nt eger 32, Ti neTi cks FROM SNWPv2- SM

TEXTUAL- CONVENTI ON, Di splayString FROM SNWPv2-TC

MODULE- COVPLI ANCE, OBJECT- GROUP,
NOTI FI CATI ON- GROUP FROM SNWVPv2- CONF;

-- Renote Network Monitoring MB

r ronM bivbdul e MODULE- | DENTI TY

LAST- UPDATED "200005110000Z" -- 11 May, 2000

ORGANI ZATI ON "I ETF RMON M B Wor ki ng Group”

CONTACT- | NFO
" St eve Wl dbusser
Phone: +1-650-948-6500
Fax: +1- 650- 745- 0671
Emai | : wal dbusser @ext beacon. cont

DESCRI PTI ON
"Renot e network nonitoring devices, often called
monitors or probes, are instrunents that exist for
t he purpose of managi ng a network. This M B defines
obj ects for nanagi ng renote network nonitoring devices."

REVI SI ON "200005110000Z" -- 11 May, 2000
DESCRI PTI ON
"Reformatted into SMv2 fornmat.

This version published as RFC 2819."

REVI SI ON "199502010000Z" -- 1 Feb, 1995

DESCRI PTI ON
"Bug fixes, clarifications and m nor changes based on
i npl ement ati on experience, published as RFC1757 [18].

Two changes were nmade to object definitions:
1) A new status bit has been defined for the
capt ur eBuf f er Packet St at us obj ect, indicating that the

packet order within the capture buffer may not be identical to
the packet order as received off the wire. This bit may only
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be used for packets transnmitted by the probe. d der NVB
applications can safely ignore this status bit, which mght be
used by newer agents.

2) The packet Match trap has been renoved. This trap was never
actual ly '"approved’ and was not added to this docunent al ong
with the risingAlarmand fallingAl armtraps. The packet Match
trap could not be throttled, which could cause disruption of
normal network traffic under sone circunstances. An NMS should
configure a risingAl armthreshold on the appropriate

channel Matches instance if a trap is desired for a packet Match
event. Note that |ogging of packetMatch events is stil
supported--only trap generation for such events has been
removed

In addition, several clarifications to individual object
definitions have been added to assist agent and NVS

i mpl enent ors:

- global definition of 'good packets’ and 'bad packets’

- nore detailed text governing conceptual row creation and
nodi fication

- instructions for probes relating to interface changes and
di sruptions

- clarification of sone ethernet counter definitions
- recomended fornula for calculating network utilization

- clarification of channel and captureBuffer behavior for sone
unusual conditions

- exanpl es of proper instance nam ng for each table"
REVI SI ON "199111010000Z" -- 1 Nov, 1991
DESCRI PTI ON

"The original version of this MB, published as RFC1271."
::={ rrmonConfornmance 8 }

r non OBJECT IDENTIFIER ::= { nib-2 16 }
-- textual conventions

Owner String ::= TEXTUAL- CONVENTI ON
STATUS current
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DESCRI PTI ON
"This data type is used to nodel an admi nistratively
assi gned nanme of the owner of a resource. |Inplenentations
nmust accept val ues conposed of well-fornmed NVT ASCI
sequences. In addition, inplenmentations should accept
val ues conposed of well-forned UTF-8 sequences

It is suggested that this name contain one or nore of
the followi ng: |IP address, managenent station nane,
networ k manager’s nane, |ocation, or phone number.

In sone cases the agent itself will be the owner of
an entry. In these cases, this string shall be set
to a string starting with 'nonitor’.

SNMP access control is articulated entirely in terns
of the contents of MB views; access to a particul ar
SNMP obj ect instance depends only upon its presence
or absence in a particular MB view and never upon
its value or the value of rel ated object instances.
Thus, objects of this type afford resolution of
resource contention only anong cooperating
managers; they realize no access control function
with respect to uncooperative parties.”

SYNTAX OCTET STRING (SIZE (0..127))

EntryStatus ::= TEXTUAL- CONVENTI ON
STATUS current
DESCRI PTI ON
"The status of a table entry.

Setting this object to the value invalid(4) has the
effect of invalidating the corresponding entry.

That is, it effectively disassociates the mapping
identified with said entry.

It is an inplementation-specific matter as to whether
the agent renoves an invalidated entry fromthe table.
Accordi ngly, managenent stations nust be prepared to
recei ve tabular information fromagents that corresponds
to entries currently not in use. Proper
interpretation of such entries requires exam nation

of the relevant EntryStatus object.

An existing instance of this object cannot be set to
createRequest (2). This object may only be set to

creat eRequest (2) when this instance is created. Wen
this object is created, the agent may wi sh to create
suppl enental object instances with default val ues

to conplete a conceptual rowin this table. Because the
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creation of these default objects is entirely at the option
of the agent, the manager nust not assune that any will be
created, but may nake use of any that are created.

I mredi ately after conpleting the create operation, the agent
must set this object to underCreation(3).

When in the underCreation(3) state, an entry is allowed to
exi st in a possibly inconplete, possibly inconsistent state,
usually to allow it to be nodified in nultiple PDUs. When in
this state, an entry is not fully active.

Entries shall exist in the underCreation(3) state unti

t he managenent station is finished configuring the entry
and sets this object to valid(1l) or aborts, setting this
object to invalid(4). |If the agent determ nes that an
entry has been in the underCreation(3) state for an
abnormally long time, it may decide that the managenent
station has crashed. |If the agent nakes this decision

it may set this object to invalid(4) to reclaimthe

entry. A prudent agent will understand that the

managenent station nmay need to wait for human input

and will allow for that possibility inits

determ nation of this abnormally | ong period.

An entry in the valid(1l) state is fully configured and
consistent and fully represents the configuration or
operation such a rowis intended to represent. For
exanple, it could be a statistical function that is
configured and active, or a filter that is available
inthe list of filters processed by the packet capture
process.

A manager is restricted to changing the state of an entry in
the foll owi ng ways:

To: valid createRequest wunderCreation invalid
From
valid (04 NO XK XK
cr eat eRequest N A N A N A N A
under Creati on X NO X X
i nvalid NO NO NO K
nonExi st ent NO 0 ¢ NO 0 ¢

In the table above, it is not applicable to nove the state
fromthe createRequest state to any other state because the
manager will never find the variable in that state. The
nonExi stent state is not a value of the enumeration, rather
it means that the entryStatus variable does not exist at all
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An agent nmay allow an entryStatus variable to change state in
addi ti onal ways, so long as the semantics of the states are
followed. This allowance is nade to ease the inplenmentation of
the agent and is made despite the fact that managers shoul d
never exercise these additional state transitions.”
SYNTAX | NTEGER ({

valid(1l),

creat eRequest (2),

under Creation(3),

i nval id(4)
}
statistics OBJECT IDENTIFIER ::={ rnon 1 }
hi story OBJECT IDENTIFIER ::= { rnon 2}
alarm OBJECT IDENTIFIER ::= { rnon 3}
host s OBJECT IDENTIFIER ::= { rnon 4 }
host TopN OBJECT IDENTIFIER ::= { rnon 5 }
mat ri x OBJECT IDENTIFIER ::= { rnon 6 }
filter OBJECT IDENTIFIER ::={ rnon 7 }
capture OBJECT IDENTIFIER ::= { rnon 8 }
event OBJECT IDENTIFIER ::= { rnon 9 }
r monConf or mance OBJECT IDENTIFIER ::= { rnon 20 }

-- The Ethernet Statistics G oup

-- Inplenentation of the Ethernet Statistics group is optional.
-- Consult the MODULE- COWLI ANCE macro for the authoritative
-- conformance information for this M B.

-- The ethernet statistics group contains statistics nmeasured by the
-- probe for each nonitored interface on this device. These

-- statistics take the formof free running counters that start from
-- zero when a valid entry is created.

-- This group currently has statistics defined only for

-- Ethernet interfaces. Each etherStatsEntry contains statistics
-- for one Ethernet interface. The probe nmust create one

-- etherStats entry for each nonitored Ethernet interface

-- on the device.

et her St at sTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF Et her Stat sEntry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

"Alist of Ethernet statistics entries."”
1= { statistics 1}
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ether StatsEntry OBJECT- TYPE

SYNTAX Et her St at sEntry

MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON
"A collection of statistics kept for a particular
Et hernet interface. As an exanple, an instance of the
et her St at sPkt s obj ect m ght be naned ether StatsPkts. 1"

I NDEX { et her St at sl ndex }

::={ etherStatsTable 1 }

Et her StatsEntry ::= SEQUENCE ({
et her St at sl ndex I nt eger 32,
et her St at sDat aSour ce OBJECT | DENTI FI ER,
et her St at sDropEvent s Count er 32,
etherStatsCctets Count er 32,
et her St at sPkt s Count er 32,
et her St at sBr oadcast Pkt s Count er 32,
et her St at sMul ti cast Pkt s Count er 32,
et her St at sCRCAl i gnErrors Count er 32,
et her St at sUnder si zePkt s Count er 32,
et her St at sOver si zePkt s Count er 32,
et her St at sFragnent s Count er 32,
et her St at sJabber s Count er 32,
et her St at sCol | i si ons Count er 32,
et her St at sPkt s64Cct et s Count er 32,
et her St at sPkt s65t 0127Cct et s Count er 32,
et her St at sPkt s128t 0255Cct et s Count er 32,
et her St at sPkt s256t 0511Cctet s Count er 32,
et her St at sPkt s512t 01023Cct et s Count er 32,
et her St at sPkt s1024t 01518Cct et s Count er 32,
et her St at sOmner Onner Stri ng,
et her St at sSt at us EntrySt at us

}

et her St at sl ndex OBJECT- TYPE
SYNTAX I nteger32 (1..65535)
MAX- ACCESS r ead-only
STATUS current
DESCRI PTI ON

"The value of this object uniquely identifies this
etherStats entry."
.= { etherStatsEntry 1 }

et her St at sDat aSour ce OBJECT- TYPE

SYNTAX OBJECT | DENTI FI ER
MAX- ACCESS read-create
STATUS current
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DESCRI PTI ON
"This object identifies the source of the data that
this etherStats entry is configured to analyze. This
source can be any ethernet interface on this device.
In order to identify a particular interface, this object
shall identify the instance of the iflndex object,
defined in RFC 2233 [17], for the desired interface.
For exanple, if an entry were to receive data from
interface #1, this object would be set to iflndex.1.

The statistics in this group reflect all packets
on the local network segnent attached to the identified
i nterface.

An agent may or may not be able to tell if fundanmenta
changes to the nmedia of the interface have occurred and
necessitate an invalidation of this entry. For exanple, a
hot - pl uggabl e ethernet card could be pulled out and repl aced
by a token-ring card. 1In such a case, if the agent has such
know edge of the change, it is reconmended that it
invalidate this entry.

This object may not be nodified if the associated
etherStatsStatus object is equal to valid(1)."
.= { etherStatsEntry 2 }

et her St at sDropEvent s OBJECT- TYPE

SYNTAX Count er 32

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"The total nunber of events in which packets
wer e dropped by the probe due to | ack of resources.
Note that this nunber is not necessarily the nunber of
packets dropped; it is just the number of times this
condi tion has been detected."

.= { etherStatsEntry 3 }

et her Stat sCctets OBJECT- TYPE

SYNTAX Count er 32

UNI TS "Cctets”

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"The total number of octets of data (including
those in bad packets) received on the
network (excluding framng bits but including
FCS octets).
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This object can be used as a reasonabl e estimate of

10- Megabit ethernet utilization. |If greater precisionis
desired, the etherStatsPkts and et herStatsCctets objects
shoul d be sanpl ed before and after a common interval. The
differences in the sanpled values are Pkts and Cctets,
respectively, and the nunber of seconds in the interval is
Interval. These values are used to calculate the Wilization
as follows:

Pkts * (9.6 + 6.4) + (COctets * .8)
Uilization = --------------------- oo
Interval * 10, 000

The result of this equation is the value Wilization which
is the percent utilization of the ethernet segnment on a
scale of 0 to 100 percent."

::={ etherStatsEntry 4 }

et her St at sPkt s OBJECT- TYPE

SYNTAX Count er 32

UNI TS "Packet s"

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"The total nunber of packets (including bad packets,
broadcast packets, and nulticast packets) received."

::={ etherStatsEntry 5 }

et her St at sBr oadcast Pkt s OBJECT- TYPE

SYNTAX Count er 32

UNI TS "Packet s"

MAX- ACCESS r ead-only

STATUS current

DESCRI PTI ON
"The total nunber of good packets received that were
directed to the broadcast address. Note that this
does not include nulticast packets."

.= { etherStatsEntry 6 }

et herStatsMil ti cast Pkts OBJECT- TYPE

SYNTAX Count er 32

UNI TS "Packet s"

MAX- ACCESS r ead- onl y

STATUS current

DESCRI PTI ON
"The total nunber of good packets received that were
directed to a nulticast address. Note that this nunber
does not include packets directed to the broadcast
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address. "
c:={ etherStatsEntry 7 }

et her St at sCRCAl i gnErrors OBJECT- TYPE

SYNTAX Count er 32

UNI TS "Packet s"

MAX- ACCESS r ead- onl y

STATUS current

DESCRI PTI ON
"The total nunber of packets received that
had a length (excluding framng bits, but
i ncluding FCS octets) of between 64 and 1518
octets, inclusive, but had either a bad
Frame Check Sequence (FCS) with an integral

nunber of octets (FCS Error) or a bad FCS with
a non-integral nunber of octets (Alignnent Error)."

:={ etherStatsEntry 8 }

et her St at sUnder si zePkt s OBJECT- TYPE
SYNTAX Count er 32
UNI TS "Packet s"
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON

"The total nunber of packets received that were
| ess than 64 octets long (excluding franing bits,
but including FCS octets) and were otherw se well

forned. "
::={ etherStatsEntry 9 }

et her St at sOver si zePkt s OBJECT- TYPE
SYNTAX Count er 32
UNI TS "Packet s"
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON

"The total nunber of packets received that were
| onger than 1518 octets (excluding fram ng bits,

but including FCS octets) and were otherw se
wel |l forned."
::={ etherStatsEntry 10 }

et her St at sFragnent s OBJECT- TYPE

SYNTAX Count er 32
UNI TS "Packet s"
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
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"The total nunber of packets received that were | ess than
64 octets in length (excluding framng bits but including
FCS octets) and had either a bad Frane Check Sequence
(FCS) with an integral nunmber of octets (FCS Error) or a
bad FCS with a non-integral number of octets (Al ignnment
Error).

Note that it is entirely normal for etherStatsFragnents to

increnent. This is because it counts both runts (which are

normal occurrences due to collisions) and noise hits."
::={ etherStatsEntry 11 }

et her St at sJabbers OBJECT- TYPE

SYNTAX Count er 32

UNI TS "Packet s"

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"The total nunber of packets received that were
| onger than 1518 octets (excluding fram ng bits,
but including FCS octets), and had either a bad
Frame Check Sequence (FCS) with an integral nunber
of octets (FCS Error) or a bad FCS with a non-integra
nunber of octets (Alignnent Error).

Note that this definition of jabber is different
than the definition in | EEE-802.3 section 8.2.1.5
(10BASE5) and section 10.3.1.4 (10BASE2). These
docunents define jabber as the condition where any
packet exceeds 20 ns. The all owed range to detect
j abber is between 20 nms and 150 ns."

.= { etherStatsEntry 12 }

et her Stat sCol | i si ons OBJECT- TYPE

SYNTAX Count er 32

UNI TS "Col |'i si ons"

MAX- ACCESS r ead- onl y

STATUS current

DESCRI PTI ON
"The best estimate of the total nunmber of collisions
on this Ethernet segnent.

The value returned will depend on the | ocation of the

RMON probe. Section 8.2.1.3 (10BASE-5) and section
10. 3. 1.3 (10BASE-2) of |EEE standard 802.3 states that a
station nust detect a collision, in the receive node, if
three or nore stations are transmtting sinultaneously. A
repeater port nust detect a collision when two or nore
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stations are transmitting sinultaneously. Thus a probe
pl aced on a repeater port could record nore collisions

than a probe connected to a station on the sane segnent
woul d.

Probe | ocation plays a nuch snaller role when considering
10BASE-T. 14.2.1.4 (10BASE-T) of |EEE standard 802. 3
defines a collision as the simultaneous presence of signals
on the DO and RD circuits (transmtting and receiving

at the sane tine). A 10BASE-T station can only detect
collisions when it is transmtting. Thus probes placed on
a station and a repeater, should report the sane nunber of
col I'i sions.

Note al so that an RMON probe inside a repeater should
ideally report collisions between the repeater and one or
nore other hosts (transmit collisions as defined by |IEEE
802. 3k) plus receiver collisions observed on any coax
segnments to which the repeater is connected.”

::={ etherStatsEntry 13 }

et her St at sPkt s64Cct et s OBJECT- TYPE

SYNTAX Count er 32

UNI TS "Packet s"

MAX- ACCESS r ead- onl y

STATUS current

DESCRI PTI ON
"The total nunber of packets (including bad
packets) received that were 64 octets in length
(excluding framng bits but including FCS octets)."

::={ etherStatsEntry 14 }

et her St at sPkt s65t 0127Cct et s OBJECT- TYPE

SYNTAX Count er 32

UNI TS "Packet s"

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"The total nunber of packets (including bad
packets) received that were between
65 and 127 octets in length inclusive
(excluding framng bits but including FCS octets)."

::={ etherStatsEntry 15 }

et her St at sPkt s128t 0255Cct et s OBJECT- TYPE
SYNTAX Count er 32
UNI TS "Packet s"
MAX- ACCESS r ead-onl y
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STATUS current
DESCRI PTI ON
"The total nunber of packets (including bad
packets) received that were between
128 and 255 octets in length inclusive
(excluding framng bits but including FCS octets)."
::={ etherStatsEntry 16 }

et her St at sPkt s256t 0511Cct et s OBJECT- TYPE

SYNTAX Count er 32

UNI TS "Packet s"

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"The total nunber of packets (including bad
packets) received that were between
256 and 511 octets in length inclusive
(excluding framng bits but including FCS octets)."

::={ etherStatsEntry 17 }

et her St at sPkt s512t 01023Cct et s OBJECT- TYPE

SYNTAX Count er 32

UNI TS "Packet s"

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"The total nunber of packets (including bad
packets) received that were between
512 and 1023 octets in length inclusive
(excluding framng bits but including FCS octets)."

::={ etherStatsEntry 18 }

et her St at sPkt s1024t 01518Cct et s OBJECT- TYPE

SYNTAX Count er 32

UNI TS "Packet s"

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"The total nunber of packets (including bad
packets) received that were between
1024 and 1518 octets in length inclusive
(excluding framng bits but including FCS octets)."

::={ etherStatsEntry 19 }

et her St at sOwmer OBJECT- TYPE

SYNTAX Owner String
MAX- ACCESS read-create
STATUS current
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DESCRI PTI ON
"The entity that configured this entry and is therefore
using the resources assigned to it."

::={ etherStatsEntry 20 }

et her St at sSt at us OBJECT- TYPE
SYNTAX EntrySt at us
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
"The status of this etherStats entry."
::={ etherStatsEntry 21 }

-- The History Control G oup

-- Inplenmentation of the H story Control group is optional
-- Consult the MODULE- COVPLI ANCE macro for the authoritative
-- conformance information for this MB.

-- The history control group controls the periodic statistica

-- sanpling of data fromvarious types of networks. The

-- historyControl Tabl e stores configuration entries that each

-- define an interface, polling period, and other paraneters.

-- Once sanples are taken, their data is stored in an entry

-- in a nedia-specific table. Each such entry defines one

-- sanple, and is associated with the historyControl Entry that

-- caused the sanple to be taken. Each counter in the

-- etherH storyEntry counts the sanme event as its simlarly-naned
-- counterpart in the etherStatsEntry, except that each value here
-- is a cunulative sumduring a sanpling period.

-- If the probe keeps track of the time of day, it should start
-- the first sanple of the history at a time such that

-- when the next hour of the day begins, a sanple is

-- started at that instant. This tends to nake nore

-- user-friendly reports, and enabl es conparison of reports

-- fromdifferent probes that have relatively accurate tine

-- of day.

-- The probe is encouraged to add two history control entries

-- per nonitored interface upon initialization that describe a short
-- termand a long termpolling period. Suggested paraneters are 30
-- seconds for the short termpolling period and 30 minutes for

-- the long term peri od.

hi st or yCont r ol Tabl e OBJECT- TYPE

SYNTAX SEQUENCE OF HistoryControl Entry
MAX- ACCESS not - accessi bl e
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STATUS current
DESCRI PTI ON

"Alist of history control entries."
::={ history 1}

hi storyControl Entry OBJECT- TYPE

SYNTAX H storyControl Entry

MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON
"Alist of paranmeters that set up a periodic sanpling of
statistics. As an exanple, an instance of the
hi storyControl I nterval object m ght be naned
hi st oryControl I nterval . 2"

I NDEX { hi storyControl | ndex }

::={ historyControl Table 1 }

H storyControl Entry ::= SEQUENCE {
hi st or yCont r ol | ndex I nt eger 32,
hi st or yCont r ol Dat aSour ce OBJECT | DENTI Fl ER,
hi st or yCont r ol Bucket sRequested | nt eger32,
hi st or yCont r ol Bucket sG ant ed I nt eger 32,
hi st oryControl I nt erval I nt eger 32,
hi st or yCont r ol Owner Owner String
hi st or yCont r ol St at us EntrySt at us
}
hi st oryCont r ol | ndex OBJECT- TYPE
SYNTAX I nt eger 32 (1..65535)
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON

"An index that uniquely identifies an entry in the
hi storyControl table. Each such entry defines a
set of sanples at a particular interval for an
interface on the device."

::={ historyControl Entry 1 }

hi st or yCont r ol Dat aSour ce OBJECT- TYPE

SYNTAX OBJECT | DENTI FI ER

MAX- ACCESS read-create

STATUS current

DESCRI PTI ON
"This object identifies the source of the data for
whi ch historical data was collected and
pl aced in a nedia-specific table on behalf of this
hi storyControl Entry. This source can be any
interface on this device. |In order to identify
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a particular interface, this object shall identify
the instance of the iflndex object, defined

in RFC 2233 [17], for the desired interface.

For exanple, if an entry were to receive data from
interface #1, this object would be set to iflndex.1.

The statistics in this group reflect all packets
on the local network segnent attached to the identified
i nterface.

An agent may or may not be able to tell if fundanenta
changes to the nedia of the interface have occurred and
necessitate an invalidation of this entry. For exanple, a
hot - pl uggabl e ethernet card could be pulled out and repl aced
by a token-ring card. 1In such a case, if the agent has such
know edge of the change, it is recommended that it
invalidate this entry.

This object may not be nodified if the associated
hi storyControl Status object is equal to valid(1)."
2= { historyControl Entry 2 }

hi st or yCont r ol Bucket sRequest ed OBJECT- TYPE

SYNTAX I nt eger32 (1..65535)

MAX- ACCESS read-create

STATUS current

DESCRI PTI ON
"The requested nunber of discrete time intervals
over which data is to be saved in the part of the
medi a-specific table associated with this
hi storyControl Entry.

Wien this object is created or nodified, the probe
shoul d set historyControl BucketsGranted as closely to
this object as is possible for the particul ar probe
i npl ementati on and avail abl e resources. "

DEFVAL { 50 }

::={ historyControl Entry 3}

hi st or yCont r ol Bucket sGrant ed OBJECT- TYPE

SYNTAX I nt eger32 (1..65535)

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"The nunber of discrete sanpling intervals
over which data shall be saved in the part of
the medi a-specific table associated with this
hi storyControl Entry.
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When t he associ at ed hi storyControl Bucket sRequest ed
object is created or nodified, the probe

shoul d set this object as closely to the requested
value as is possible for the particul ar

probe inplenmentati on and avail abl e resources. The
probe nust not |ower this value except as a result
of a nodification to the associated

hi st or yCont r ol Bucket sRequest ed obj ect .

There will be tines when the actual nunber of
buckets associated with this entry is |less than
the value of this object. 1In this case, at the

end of each sanpling interval, a new bucket wll
be added to the nedi a-specific table.

When t he nunber of buckets reaches the val ue of
this object and a new bucket is to be added to the
medi a-specific table, the ol dest bucket associ ated
with this historyControl Entry shall be del eted by
the agent so that the new bucket can be added.

When the value of this object changes to a val ue |ess
than the current value, entries are deleted

fromthe nmedi a-specific table associated with this

hi storyControl Entry. Enough of the ol dest of these
entries shall be deleted by the agent so that their
nunber remains | ess than or equal to the new val ue of
this object.

When the val ue of this object changes to a val ue greater
than the current value, the nunber of associated nedi a-
specific entries nay be allowed to grow "

::={ historyControl Entry 4 }

hi storyControl | nterval OBJECT- TYPE

SYNTAX I nteger32 (1..3600)

UNI TS " Seconds"

MAX- ACCESS r ead- create

STATUS current

DESCRI PTI ON
"The interval in seconds over which the data is
sanpl ed for each bucket in the part of the
medi a-specific table associated with this
hi storyControl Entry. This interval can
be set to any number of seconds between 1 and
3600 (1 hour).

Because the counters in a bucket may overflow at their
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maxi mum val ue with no indication, a prudent nanager will
take into account the possibility of overflow in any of
the associated counters. It is inportant to consider the
mnimumtine in which any counter could overflow on a
particul ar media type and set the historyControllnterval
object to a value less than this interval. This is
typically nost inportant for the 'octets’ counter in any
nmedi a-specific table. For exanple, on an Ethernet
network, the etherHi storyCctets counter could overfl ow

i n about one hour at the Ethernet’s maximum

utilization.

This object may not be nodified if the associated
hi storyControl Status object is equal to valid(1)."
DEFVAL { 1800 }
::={ historyControl Entry 5 }

hi st or yCont r ol Owmer OBJECT- TYPE

SYNTAX Owner String

MAX- ACCESS r ead- create

STATUS current

DESCRI PTI ON
"The entity that configured this entry and is therefore
using the resources assigned to it."

::={ historyControl Entry 6 }

hi st oryCont r ol St at us OBJECT- TYPE
SYNTAX EntrySt at us
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
"The status of this historyControl entry.

Each instance of the nedia-specific table associated

with this historyControl Entry will be deleted by the agent

if this historyControl Entry is not equal to valid(1)."
::={ historyControl Entry 7 }

-- The Ethernet History G oup

-- Inplenentation of the Ethernet History group is optional.
-- Consult the MODULE- COWPLI ANCE macro for the authoritative
-- conformance information for this MB.

-- The Ethernet History group records periodic statistical sanples
-- froma network and stores themfor later retrieval.

-- Once samples are taken, their data is stored in an entry

-- in a nedia-specific table. Each such entry defines one
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-- sanple, and is associated with the historyControl Entry that
-- caused the sanple to be taken. This group defines the
-- etherH storyTabl e, for Ethernet networks.

et her Hi st oryTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF EtherHi storyEntry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

"Alist of Ethernet history entries.”
::={ history 2}

et her Hi st oryEntry OBJECT- TYPE

SYNTAX Et her Hi storyEntry

MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON
"An historical sanple of Ethernet statistics on a particular
Et hernet interface. This sanple is associated with the
hi storyControl Entry which set up the paraneters for
a regular collection of these sanples. As an exanple, an
i nstance of the etherH storyPkts object m ght be naned
et her Hi st oryPkts. 2. 89"

I NDEX { etherHi storylndex , etherHistorySanpl el ndex }

::={ etherH storyTable 1 }

Et her Hi storyEntry ::= SEQUENCE {
et her Hi st oryl ndex I nt eger 32,
et her Hi st or ySanpl el ndex I nt eger 32,
etherHi storylnterval Start Ti meTi cks,
et her Hi st or yDr opEvent s Count er 32,
etherH storyCctets Count er 32,
et her Hi st oryPkt s Count er 32,
et her Hi st or yBr oadcast Pkt s Count er 32,
etherH storyMul ti cast Pkts Count er 32,
et her Hi st oryCRCAl i gnErrors Count er 32,
et her Hi st or yUnder si zePkt s Count er 32,
et her Hi st oryOver si zePkt s Count er 32,
et her Hi st oryFragment s Count er 32,
et her Hi st oryJabbers Count er 32,
et herHi storyCol I i si ons Count er 32,
etherHi storyUtilization I nt eger 32

}

et her Hi st oryl ndex OBJECT- TYPE
SYNTAX I nt eger 32 (1..65535)

MAX- ACCESS r ead-onl y

Wal dbusser St andards Track [ Page 29]



RFC 2819 Renmote Network Monitoring M B May 2000

STATUS current

DESCRI PTI ON
"The history of which this entry is a part. The
history identified by a particular value of this
index is the sane history as identified
by the sane val ue of historyControllndex."

::={ etherH storyEntry 1 }

et her Hi st or ySanpl el ndex OBJECT- TYPE

SYNTAX I nteger32 (1..2147483647)

MAX- ACCESS r ead-only

STATUS current

DESCRI PTI ON
"An index that uniquely identifies the particular
sanple this entry represents anong all sanples
associated with the sane historyControl Entry.
This index starts at 1 and increases by one
as each new sanple is taken."

::={ etherH storyEntry 2 }

etherHi storylnterval Start OBJECT- TYPE

SYNTAX Ti meTi cks

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"The val ue of sysUpTine at the start of the interva
over which this sanple was neasured. |f the probe
keeps track of the time of day, it should start
the first sanple of the history at a time such that
when the next hour of the day begins, a sanple is
started at that instant. Note that following this
rule may require the probe to delay collecting the
first sanple of the history, as each sanple nmust be
of the sane interval. Also note that the sanple which
is currently being collected is not accessible in this
table until the end of its interval."

::={ etherH storyEntry 3}

et her Hi st or yDr opEvent s OBJECT- TYPE

SYNTAX Count er 32

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"The total nunber of events in which packets
wer e dropped by the probe due to | ack of resources
during this sanpling interval. Note that this nunber
is not necessarily the nunber of packets dropped, it
is just the nunber of tinmes this condition has been
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detected. "
::={ etherHi storyEntry 4 }

et her Hi storyCctets OBJECT- TYPE
SYNTAX Count er 32
UNI TS "Cctets”
MAX- ACCESS r ead- onl y
STATUS current
DESCRI PTI ON

"The total nunber of octets of data (including

those in bad packets) received on the

network (excluding framng bits but including

FCS octets)."
::={ etherH storyEntry 5 }

et her Hi st oryPkt s OBJECT- TYPE
SYNTAX Count er 32
UNI TS "Packet s"
MAX- ACCESS r ead- onl y
STATUS current
DESCRI PTI ON

"The nunber of packets (including bad packets)

received during this sanpling interval."
::={ etherH storyEntry 6 }

et her Hi st or yBr oadcast Pkt s OBJECT- TYPE
SYNTAX Count er 32
UNI TS "Packet s"
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON

"The nunber of good packets received during this

sanmpling interval that were directed to the
broadcast address."
::={ etherH storyEntry 7 }

et her Hi storyMul ti cast Pkts OBJECT- TYPE
SYNTAX Count er 32
UNI TS "Packet s"
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON

"The nunber of good packets received during this

sanmpling interval that were directed to a

mul ti cast address. Note that this nunber does not
i ncl ude packets addressed to the broadcast address.”

::={ etherH storyEntry 8 }
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et her Hi st or yCRCAl i gnErrors OBJECT- TYPE
SYNTAX Count er 32
UNI TS "Packet s"
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON

"The nunber of packets received during this
sanpling interval that had a |l ength (excluding
fram ng bits but including FCS octets) between

May 2000

64 and 1518 octets, inclusive, but had either a bad Frane

Check Sequence (FCS) with an integral nunber of octets
(FCS Error) or a bad FCS with a non-integral

of octets (Alignment Error)."
::={ etherH storyEntry 9 }

et her Hi st oryUnder si zePkt s OBJECT- TYPE
SYNTAX Count er 32
UNI TS "Packet s"
MAX- ACCESS r ead- onl y
STATUS current
DESCRI PTI ON

"The nunber of packets received during this
sampling interval that were | ess than 64 octets
I ong (excluding framng bits but including FCS

octets) and were otherwi se well forned."
::={ etherH storyEntry 10 }

et her Hi st oryOver si zePkt s OBJECT- TYPE
SYNTAX Count er 32
UNI TS "Packet s"
MAX- ACCESS r ead- onl y
STATUS current
DESCRI PTI ON

"The nunber of packets received during this
sanmpling interval that were | onger than 1518
octets (excluding framng bits but including
FCS octets) but were otherwi se well forned."

::={ etherHi storyEntry 11 }

et her Hi st oryFragnments OBJECT- TYPE
SYNTAX Count er 32
UNI TS "Packet s"
MAX- ACCESS r ead- onl y
STATUS current
DESCRI PTI ON

"The total nunber of packets received during this
sampling interval that were | ess than 64 octets in
I ength (excluding fram ng bits but including FCS
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octets) had either a bad Frame Check Sequence (FCS)
with an integral nunber of octets (FCS Error) or a bad
FCS with a non-integral nunber of octets (Alignnent
Error).

Note that it is entirely normal for etherHi storyFragnents to
increnent. This is because it counts both runts (which are
normal occurrences due to collisions) and noise hits."

::={ etherHistoryEntry 12 }

et her Hi st oryJabbers OBJECT- TYPE

SYNTAX Count er 32

UNI TS "Packet s"

MAX- ACCESS r ead-only

STATUS current

DESCRI PTI ON
"The nunber of packets received during this
sanpling interval that were |onger than 1518 octets
(excluding framing bits but including FCS octets),
and had either a bad Frane Check Sequence (FCS)
with an integral number of octets (FCS Error) or
a bad FCS with a non-integral nunber of octets
(Al'ignment Error).

Note that this definition of jabber is different
than the definition in | EEE-802.3 section 8.2.1.5
(10BASE5) and section 10.3.1.4 (10BASE2). These
docunents define jabber as the condition where any
packet exceeds 20 ns. The all owed range to detect
j abber is between 20 ns and 150 ns."

::={ etherH storyEntry 13 }

et her Hi storyCol I i si ons OBJECT- TYPE

SYNTAX Count er 32

UNI TS "Colli sions"

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"The best estinmate of the total nunber of collisions
on this Ethernet segnent during this sanpling
interval.

The value returned will depend on the | ocation of the

RMON probe. Section 8.2.1.3 (10BASE-5) and section
10. 3. 1.3 (10BASE-2) of |EEE standard 802.3 states that a
station nust detect a collision, in the receive node, if
three or nore stations are transmtting sinultaneously. A
repeater port nust detect a collision when two or nore
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stations are transmitting sinultaneously. Thus a probe
pl aced on a repeater port could record nore collisions

than a probe connected to a station on the sane segnent
woul d.

Probe | ocation plays a nuch snaller role when considering
10BASE-T. 14.2.1.4 (10BASE-T) of |EEE standard 802. 3
defines a collision as the simultaneous presence of signals
on the DO and RD circuits (transmtting and receiving

at the sane tine). A 10BASE-T station can only detect
collisions when it is transmtting. Thus probes placed on
a station and a repeater, should report the sane nunber of
col I'i sions.

Note al so that an RMON probe inside a repeater should
ideally report collisions between the repeater and one or
nore other hosts (transmit collisions as defined by |IEEE
802. 3k) plus receiver collisions observed on any coax
segnments to which the repeater is connected.”

::={ etherHi storyEntry 14 }

etherHi storyUtilizati on OBJECT- TYPE

SYNTAX | nt eger 32 (0..10000)

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"The best estinmate of the nean physical |ayer
network utilization on this interface during this
sanmpling interval, in hundredths of a percent.”

::={ etherH storyEntry 15 }

-- The Alarm Group

-- Inplenmentation of the Alarmgroup is optional. The Alarm G oup
-- requires the inplenentation of the Event group

-- Consult the MODULE- COVPLI ANCE macro for the authoritative

-- conformance infornmation for this MB.

-- The Alarm group periodically takes statistical sanples from

-- variables in the probe and conpares themto thresholds that have
-- been configured. The alarmtable stores configuration

-- entries that each define a variable, polling period, and

-- threshold paraneters. |If a sanple is found to cross the

-- threshold values, an event is generated. Only variables that

-- resolve to an ASN. 1 primtive type of INTEGER (I NTEGER, |nteger32
-- Counter32, Counter64, Gauge32, or TinmeTicks) nay be nmonitored in
-- this way.
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-- This function has a hysteresis nmechanismto linit the generation
-- of events. This nmechani sm generates one event as a threshold

-- is crossed in the appropriate direction. No nore events are

-- generated for that threshold until the opposite threshold is

-- crossed.

-- In the case of a sanpling a deltaVal ue, a probe nay inpl enent

-- this mechanismwith nore precision if it takes a delta sanple

-- twice per period, each tinme conparing the sumof the |atest two
-- sanples to the threshold. This allows the detection of threshold
-- crossings that span the sanpling boundary. Note that this does
-- not require any special configuration of the threshold val ue.

-- It is suggested that probes inplenment this nore precise algorithm

al ar nifabl e OBJECT- TYPE

SYNTAX SEQUENCE OF Al arnEntry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

"Alist of alarmentries."
o= { alarm1}

al arnEnt ry OBJECT- TYPE

SYNTAX Al arnEntry

MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON
"Alist of paraneters that set up a periodic checking
for alarmconditions. For exanple, an instance of the
al arnval ue obj ect m ght be naned al ar nial ue. 8"

I NDEX { al arm ndex }

o= { alarnTable 1}

AlarnEntry ::= SEQUENCE ({
al ar m ndex I nt eger 32,
al arm nt erval I nt eger 32,
al arnvari abl e OBJECT | DENTI FI ER,
al ar nSanpl eType | NTEGER,
al ar nval ue I nt eger 32,
al arnSt art upAl arm | NTEGER,
al ar nRi si ngThr eshol d I nt eger 32,
al arnfal I i ngThreshol d I nt eger 32,
al ar nRi si ngEvent | ndex I nt eger 32,
al arnfal | i ngEvent | ndex I nt eger 32,
al ar mOaner Owner Stri ng,
al ar nfst at us Ent rySt at us
}
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al ar m ndex OBJECT- TYPE

SYNTAX I nteger32 (1..65535)

MAX- ACCESS r ead- onl y

STATUS current

DESCRI PTI ON
"An index that uniquely identifies an entry in the
alarmtable. Each such entry defines a
di agnostic sanple at a particular interva
for an object on the device."

c:={ alarnEntry 1}

al arm nt erval OBJECT- TYPE

SYNTAX I nt eger 32

UNI TS " Seconds"

MAX- ACCESS read-create

STATUS current

DESCRI PTI ON
"The interval in seconds over which the data is
sanpl ed and conpared with the rising and falling
threshol ds. When setting this variable, care
shoul d be taken in the case of deltaVal ue
sampling - the interval should be set short enough
that the sanpled variable is very unlikely to
i ncrease or decrease by nore than 2731 - 1 during
a single sanpling interval

This object may not be nodified if the associ ated
al arnSt atus object is equal to valid(1)."
;= { alarnEntry 2}

al arnvari abl e OBJECT- TYPE
SYNTAX OBJECT | DENTI FI ER
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

May 2000

"The object identifier of the particular variable to be
sanpled. Only variables that resolve to an ASN. 1 primtive
type of INTEGER (I NTEGER, | nteger32, Counter32, Counter64,

Gauge, or TineTicks) may be sanpl ed.

Because SNWP access control is articulated entirely

in terns of the contents of MB views, no access

control nechani smexists that can restrict the val ue of

this object to identify only those objects that exist
in a particular MB view Because there is thus no
accept abl e means of restricting the read access that
coul d be obtained through the alarm mechani sm the

probe nust only grant wite access to this object
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those views that have read access to all objects on
t he probe.

During a set operation, if the supplied variable nanme is
not available in the selected MB view, a badVal ue error
nmust be returned. |If at any tine the variable nane of
an established alarnEntry is no |longer available in the
sel ected M B view, the probe nmust change the status of
this alarnEntry to invalid(4).

This object may not be nodified if the associated
al arnStatus object is equal to valid(1)."
;= { alarnkntry 3}

al ar nSanpl eType OBJECT- TYPE
SYNTAX | NTEGER {
absol ut eVal ue(1),
del t aval ue(2)

}

MAX- ACCESS r ead- create

STATUS current

DESCRI PTI ON
"The met hod of sanpling the selected variable and
calculating the value to be conpared agai nst the
thresholds. |If the value of this object is
absol uteVal ue(1), the value of the selected variable
will be conpared directly with the thresholds at the
end of the sanpling interval. |If the value of this
object is deltaValue(2), the value of the selected
variable at the last sanple will be subtracted from
the current value, and the difference conpared with
t he threshol ds.

This object may not be nodified if the associated
al arnSt atus object is equal to valid(1)."
;= { alarnkntry 4 }

al ar nval ue OBJECT- TYPE

SYNTAX I nt eger 32

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"The value of the statistic during the last sanpling
period. For exanple, if the sanple type is deltaVal ue,
this value will be the difference between the sanples
at the beginning and end of the period. If the sanple
type is absoluteValue, this value will be the sanpl ed
val ue at the end of the period.
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This is the value that is conpared with the rising and
falling threshol ds.

The val ue during the current sanpling period is not

made available until the period is conpleted and will

remain available until the next period conpletes.”
::={ alarnkntry 5}

al ar nSt ar t upAl ar m OBJECT- TYPE
SYNTAX | NTEGER {
risingAlarn(l),
fallingAl arn(2),
risingOFallingA arn3)

}
MAX- ACCESS read-create

STATUS current

DESCRI PTI ON
"The alarmthat may be sent when this entry is first
set to valid. |If the first sanple after this entry

becones valid is greater than or equal to the

ri singThreshold and al arnStartupAlarmis equal to
risingAlarn(1l) or risingOrFallingAl arm3), then a single
rising alarmw |l be generated. |If the first sanple
after this entry becones valid is |less than or equal

to the fallingThreshold and al arnStartupAlarmis equal
to fallingAlarn(2) or risingOrFallingAlarn(3), then a
single falling alarmw |l be generated.

This object may not be nodified if the associated
al arnStatus object is equal to valid(1)."
::={ alarnkntry 6 }

al ar nRi si ngThreshol d OBJECT- TYPE

SYNTAX | nt eger 32

MAX- ACCESS read-create

STATUS current

DESCRI PTI ON
"A threshold for the sanpled statistic. Wen the current
sanpl ed value is greater than or equal to this threshold,
and the value at the last sanpling interval was |ess than
this threshold, a single event will be generated.
A single event will also be generated if the first
sanple after this entry beconmes valid is greater than or
equal to this threshold and the associ ated
alarnStartupAlarmis equal to risingA arn(1l) or
risingOFallingA arm3).

After a rising event is generated, another such event
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will not be generated until the sanpled val ue
falls below this threshold and reaches the
al arnFal 1 i ngThr eshol d.

This object may not be nodified if the associated
al arnStatus object is equal to valid(1)."
.= { alarnkntry 7 }

al arnFal 1 i ngThr eshol d OBJECT- TYPE

SYNTAX | nt eger 32

MAX- ACCESS read-create

STATUS current

DESCRI PTI ON
"A threshold for the sanpled statistic. Wen the current
sanpl ed value is less than or equal to this threshold,
and the value at the last sanpling interval was greater than
this threshold, a single event will be generated
A single event will also be generated if the first
sanple after this entry becones valid is | ess than or
equal to this threshold and the associ ated
alarnStartupAlarmis equal to fallingA arnm(2) or
risingOFallingA arm3).

After a falling event is generated, another such event
will not be generated until the sanpled val ue

rises above this threshold and reaches the

al ar nRi si ngThr eshol d.

This object may not be nodified if the associated
al arnStatus object is equal to valid(1)."
::={ alarnkntry 8 }

al ar rRi si ngEvent | ndex OBJECT- TYPE

SYNTAX I nt eger 32 (0..65535)

MAX- ACCESS r ead-create

STATUS current

DESCRI PTI ON
"The index of the eventEntry that is
used when a rising threshold is crossed. The
eventEntry identified by a particular val ue of
this index is the same as identified by the same val ue

of the eventlndex object. |If there is no
corresponding entry in the eventTable, then
no association exists. |In particular, if this value

is zero, no associated event will be generated, as
zero is not a valid event index.

This object may not be nodified if the associated
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al arnStatus object is equal to valid(1)."
o= { alarneEntry 9 }

al arnfal | i ngEvent | ndex OBJECT- TYPE

SYNTAX I nt eger 32 (0..65535)
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
"The index of the eventEntry that is
used when a falling threshold is crossed. The
eventEntry identified by a particul ar val ue of
this index is the sane as identified by the sane val ue

of the eventlndex object. |If there is no
corresponding entry in the eventTable, then

no association exists. |In particular, if this value
is zero, no associated event will be generated, as

zero is not a valid event index.

This object may not be nodified if the associated
al arnStatus object is equal to valid(1)."
o= { alarnkEntry 10 }

al ar nDwmer OBJECT- TYPE

SYNTAX Owner String

MAX- ACCESS read-create

STATUS current

DESCRI PTI ON
"The entity that configured this entry and is therefore
using the resources assigned to it."

::={ alarnkntry 11 }

al ar n5t at us OBJECT- TYPE

SYNTAX EntrySt at us
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
"The status of this alarmentry."
o= { alarneEntry 12 }

The Host G oup

| mpl enent ati on of the Host group is optional.
Consult the MODULE- COVWPLI ANCE macro for the authoritative
conformance information for this MB.

The host group di scovers new hosts on the network by
keeping a list of source and destinati on MAC Addresses seen
in good packets. For each of these addresses, the host group
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-- keeps a set of statistics. The hostControl Table controls

-- which interfaces this function is perforned on, and contains
-- some information about the process. On behalf of each

-- hostControl Entry, data is collected on an interface and pl aced
-- in both the hostTable and the hostTi meTable. If the

-- nmonitoring device finds itself short of resources, it may

-- delete entries as needed. It is suggested that the device

-- delete the least recently used entries first.

-- The hostTabl e contains entries for each address di scovered on
-- a particular interface. Each entry contains statistica

-- data about that host. This table is indexed by the

-- MAC address of the host, through which a random access

-- may be achi eved.

-- The host Ti neTabl e contains data in the same format as the

-- hostTabl e, and nust contain the same set of hosts, but is

-- indexed using host Ti meCreati onOrder rather than host Address.
-- The hostTi neCreationOrder is an integer which reflects

-- the relative order in which a particular entry was di scovered
-- and thus inserted into the table. As this order, and thus
-- the index, is anong those entries currently in the table,

-- the index for a particular entry may change if an

-- (earlier) entry is deleted. Thus the association between

-- hostTi neCreati onOrder and hostTi neEntry nmay be broken at

-- any tinme.

-- The hostTi neTabl e has two inportant uses. The first is the
-- fast download of this potentially large table. Because the
-- index of this table runs from1 to the size of the table,

-- inclusive, its values are predictable. This allows very

-- efficient packing of variables into SNMP PDU s and al | ows
-- atable transfer to have nultiple packets outstanding.

-- These benefits increase transfer rates trenendously.

-- The second use of the hostTineTable is the efficient discovery
-- by the managenent station of new entries added to the table.

-- After the managenent station has downl oaded the entire table,

-- it knows that new entries will be added i medi ately after the
-- end of the current table. It can thus detect new entries there
-- and retrieve themeasily.

-- Because the association between hostTi neCreati onOrder and

-- hostTimeEntry may be broken at any time, the managenent

-- station nust nmonitor the related host Control Last Del et eTi nme
-- object. Wen the managenent station thus detects a deletion
-- it nust assume that any such associ ati ons have been broken
-- and invalidate any it has stored locally. This includes
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-- restarting any downl oad of the hostTi neTabl e that may have been
-- in progress, as well as rediscovering the end of the

-- hostTineTable so that it may detect new entries. |If the

-- managenent station does not detect the broken associ ation,

-- it may continue to refer to a particular host by its

-- creationOrder while unwittingly retrieving the data associ at ed
-- with another host entirely. |[|f this happens while downl oadi ng
-- the host table, the managenent station may fail to downl oad

-- all of the entries in the table.

host Cont r ol Tabl e OBJECT- TYPE
SYNTAX SEQUENCE OF Host Control Entry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"Alist of host table control entries."
::={ hosts 1}

host Control Entry OBJECT- TYPE

SYNTAX Host Control Entry

MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON
"Alist of parameters that set up the discovery of hosts
on a particular interface and the collection of statistics
about these hosts. For exanple, an instance of the
host Contr ol Tabl eSi ze obj ect m ght be naned
host Contr ol Tabl eSi ze. 1"

I NDEX { host Control | ndex }

::={ hostControl Table 1 }

Host Control Entry ::= SEQUENCE {
host Cont r ol I ndex I nt eger 32,
host Cont r ol Dat aSour ce OBJECT | DENTI FI ER,
host Cont r ol Tabl eSi ze I nt eger 32,
host Contr ol Last Del et eTi ne Ti meTi cks,
host Cont r ol Omer Owner Stri ng,
host Cont r ol St at us Ent rySt at us
}
host Control | ndex OBJECT- TYPE
SYNTAX I nteger32 (1..65535)
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON

"An index that uniquely identifies an entry in the
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host Control table. Each such entry defines

a function that discovers hosts on a particular interface

and places statistics about themin the hostTable and

the host Ti neTabl e on behalf of this hostControl Entry."
::={ hostControlEntry 1 }

host Cont r ol Dat aSour ce OBJECT- TYPE

SYNTAX OBJECT | DENTI FI ER

MAX- ACCESS read-create

STATUS current

DESCRI PTI ON
"This object identifies the source of the data for
this instance of the host function. This source
can be any interface on this device. In order
to identify a particular interface, this object shal
identify the instance of the iflndex object, defined
in RFC 2233 [17], for the desired interface.
For exanple, if an entry were to receive data from
interface #1, this object would be set to iflndex.1.

The statistics in this group reflect all packets
on the local network segnment attached to the identified
i nterface.

An agent nmay or nmay not be able to tell if fundanmental
changes to the nedia of the interface have occurred and
necessitate an invalidation of this entry. For exanple, a
hot - pl uggabl e ethernet card could be pulled out and repl aced
by a token-ring card. 1In such a case, if the agent has such
know edge of the change, it is recommended that it
invalidate this entry.

This object may not be nodified if the associ ated
host Control Status object is equal to valid(1)."
::={ hostControl Entry 2 }

host Cont r ol Tabl eSi ze OBJECT- TYPE

SYNTAX I nt eger 32

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"The nunber of hostEntries in the hostTable and the
host Ti neTabl e associated with this hostControl Entry. "

::={ hostControl Entry 3 }

host Cont r ol Last Del et eTi ne OBJECT- TYPE

SYNTAX Ti meTi cks
MAX- ACCESS r ead-onl y
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STATUS current
DESCRI PTI ON

"The val ue of sysUpTinme when the last entry

was deleted fromthe portion of the hostTable

associated with this hostControl Entry. If no

del eti ons have occurred, this value shall be zero."
::={ hostControl Entry 4 }

host Cont r ol Owmner OBJECT- TYPE

SYNTAX Owner String

MAX- ACCESS read-create

STATUS current

DESCRI PTI ON
"The entity that configured this entry and is therefore
using the resources assigned to it."

::={ hostControl Entry 5 }

host Cont r ol St at us OBJECT- TYPE
SYNTAX EntrySt at us
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
"The status of this hostControl entry.

If this object is not equal to valid(1l), all associated
entries in the hostTable, hostTi meTable, and the
host TopNTabl e shall be del eted by the agent."

::={ hostControl Entry 6 }

host Tabl e OBJECT- TYPE
SYNTAX SEQUENCE OF HostEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"Alist of host entries."
::={ hosts 2}

host Entry OBJECT- TYPE

SYNTAX Host Entry

MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON
"A collection of statistics for a particular host that
been di scovered on an interface of this device. For ex
an instance of the hostQutBroadcast Pkts object mnight be
named host CQut Broadcast Pkts. 1. 6.8.0.32.27.3.176"

I NDEX { hostl ndex, hostAddress }

::={ hostTable 1}
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Host Entry ::= SEQUENCE {
host Addr ess OCTET STRI NG
host Creat i onOr der I nt eger 32,
host | ndex I nt eger 32,
host | nPkt s Count er 32,
host Qut Pkt s Count er 32,
host |l nCctets Count er 32,
host Qut Cct et s Count er 32,
host Qut Errors Count er 32,

}

host Qut Br oadcast Pkt s Count er 32,
host Qut Mul ti cast Pkts Count er 32

host Addr ess OBJECT- TYPE

SYNTAX OCTET STRI NG
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The physical address of this host."
::={ hostEntry 1}

host Creati onOr der OBJECT- TYPE
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SYNTAX I nt eger 32 (1..65535)

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"An index that defines the relative ordering of
the creation time of hosts captured for a
particul ar hostControl Entry. This index shal
be between 1 and N, where N is the val ue of
t he associ ated host Control Tabl eSi ze. The ordering
of the indexes is based on the order of each entry’'s
insertion into the table, in which entries added earlier
have a | ower index value than entries added | ater.

It is inmportant to note that the order for a
particular entry may change as an (earlier) entry
is deleted fromthe table. Because this order nay
change, managenent stations shoul d make use of the
host Control Last Del eteTi ne variable in the
host Control Entry associated with the rel evant
portion of the hostTable. By observing
this variable, the nanagenent station nay detect
the circunstances where a previous association
bet ween a val ue of hostCreati onO der
and a hostEntry may no | onger hold."

::={ hostEntry 2 }
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host | ndex OBJECT- TYPE

SYNTAX I nteger32 (1..65535)
MAX- ACCESS r ead- onl y
STATUS current
DESCRI PTI ON
"The set of collected host statistics of which
this entry is a part. The set of hosts
identified by a particular value of this
index is associated with the hostControl Entry
as identified by the same val ue of hostControl | ndex."
::={ hostEntry 3}

host | nPkt s OBJECT- TYPE

SYNTAX Count er 32

UNI TS "Packet s"

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"The nunber of good packets transnmitted to this
address since it was added to the hostTable."

::={ hostEntry 4}

host Qut Pkt s OBJECT- TYPE

SYNTAX Count er 32

UNI TS "Packet s"

MAX- ACCESS r ead-only

STATUS current

DESCRI PTI ON
"The nunber of packets, including bad packets, transmtted
by this address since it was added to the hostTable."

::={ hostEntry 5}

host | nCct ets OBJECT- TYPE

SYNTAX Count er 32

UNI TS "Cctets”

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"The nunber of octets transmitted to this address since
it was added to the host Table (excluding fran ng
bits but including FCS octets), except for those
octets in bad packets."

::={ hostEntry 6 }

host Qut Cct et s OBJECT- TYPE

SYNTAX Count er 32
UNI TS "Cctets”
MAX- ACCESS r ead-onl y
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STATUS current
DESCRI PTI ON
"The nunber of octets transmitted by this address since
it was added to the host Table (excluding framn ng
bits but including FCS octets), including those
octets in bad packets."
::={ hostEntry 7 }

host Qut Errors OBJECT- TYPE

SYNTAX Count er 32

UNI TS "Packet s"

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"The nunber of bad packets transmitted by this address
since this host was added to the hostTable."

::={ hostEntry 8 }

host Qut Br oadcast Pkt s OBJECT- TYPE

SYNTAX Count er 32

UNI TS "Packet s"

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"The nunber of good packets transnmitted by this
address that were directed to the broadcast address
since this host was added to the hostTable."

::={ hostEntry 9 }

host Qut Mul ti cast Pkts OBJECT- TYPE

SYNTAX Count er 32

UNI TS "Packet s"

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"The nunber of good packets transmitted by this
address that were directed to a nulticast address
since this host was added to the host Tabl e.
Note that this nunber does not include packets
directed to the broadcast address."

::={ hostEntry 10 }

-- host Tine Table

host Ti neTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF Host Ti meEntry
MAX- ACCESS not - accessi bl e
STATUS current
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DESCRI PTI ON
"Alist of tinme-ordered host table entries.™
::={ hosts 3}

host Ti mreEntry OBJECT- TYPE

SYNTAX Host Ti meEntry

MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON
"A collection of statistics for a particular host that has
been di scovered on an interface of this device. This
collection includes the relative ordering of the creation
time of this object. For exanple, an instance of the
host Ti mreQut Br oadcast Pkt s obj ect mi ght be naned
host Ti meQut Br oadcast Pkts. 1. 687"

I NDEX { host Ti mel ndex, hostTi neCreationOrder }

::={ hostTineTable 1 }

Host Ti meEntry ::= SEQUENCE {
host Ti neAddr ess OCTET STRI NG
host Ti meCr eat i onOr der I nt eger 32,
host Ti el ndex I nt eger 32,
host Ti nel nPkt s Count er 32,
host Ti neQut Pkt s Count er 32,
host Ti nel nCct et s Count er 32,
host Ti neQut Cctets Count er 32,
host Ti nreQut Errors Count er 32,
host Ti neQut Br oadcast Pkt s Count er 32,
host Ti nreQut Mul ti cast Pkt s Count er 32

}

host Ti nreAddr ess OBJECT- TYPE

SYNTAX OCTET STRI NG
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The physical address of this host."
::={ hostTineEntry 1 }

host Ti neCreati onOrder OBJECT- TYPE

SYNTAX I nt eger32 (1..65535)

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"An index that uniquely identifies an entry in
the hostTinme tabl e anong those entries associ ated
with the same hostControl Entry. This index shall
be between 1 and N, where N is the val ue of
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t he associ at ed host Control Tabl eSi ze. The ordering

of the indexes is based on the order of each entry’'s
insertion into the table, in which entries added earlier
have a | ower index value than entries added | ater.

Thus the managenent station has the ability to

learn of new entries added to this table w thout

downl oading the entire table.

It is inmportant to note that the index for a
particul ar entry may change as an (earlier) entry
is deleted fromthe table. Because this order may
change, managenent stations should nake use of the
host Control Last Del eteTine variable in the
host Control Entry associated with the rel evant
portion of the hostTi meTable. By observing
this variable, the nmanagenent station may detect
the circunstances where a downl oad of the table
may have missed entries, and where a previous
associ ati on between a val ue of hostTi meCreati onO der
and a hostTi meEntry may no | onger hold."

::={ hostTineEntry 2 }

host Ti nel ndex OBJECT- TYPE

SYNTAX I nt eger 32 (1..65535)
MAX- ACCESS r ead- onl y
STATUS current
DESCRI PTI ON
"The set of collected host statistics of which
this entry is a part. The set of hosts
identified by a particular value of this
index is associated with the hostControl Entry
as identified by the same val ue of host Control | ndex."
::={ hostTineEntry 3}

host Ti nel nPkt s OBJECT- TYPE

SYNTAX Count er 32

UNI TS "Packet s"

MAX- ACCESS r ead-only

STATUS current

DESCRI PTI ON
"The nunber of good packets transmitted to this
address since it was added to the hostTi neTable."

::={ hostTineEntry 4 }

host Ti meQut Pkt s OBJECT- TYPE

SYNTAX Count er 32
UNI TS "Packet s"
MAX- ACCESS r ead-onl y
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STATUS current
DESCRI PTI ON
"The nunber of packets, including bad packets, transnmitted
by this address since it was added to the hostTi neTable."
::={ hostTineEntry 5}

host Ti mel nCct et s OBJECT- TYPE

SYNTAX Count er 32

UNI TS "Cctets”

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"The nunber of octets transmitted to this address since
it was added to the hostTi meTabl e (excl uding framni ng
bits but including FCS octets), except for those
octets in bad packets."

::={ hostTineEntry 6 }

host Ti meQut Cct et s OBJECT- TYPE

SYNTAX Count er 32

UNI TS "Cctets”

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"The nunber of octets transmitted by this address since
it was added to the hostTi meTabl e (excl uding framn ng
bits but including FCS octets), including those
octets in bad packets."

::={ hostTineEntry 7 }

host Ti neQut Errors OBJECT- TYPE

SYNTAX Count er 32

UNI TS "Packet s"

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"The nunber of bad packets transmitted by this address
since this host was added to the hostTi neTabl e."

::={ hostTineEntry 8 }

host Ti neQut Br oadcast Pkt s OBJECT- TYPE

SYNTAX Count er 32

UNI TS " Packet s"

MAX- ACCESS r ead-only

STATUS current

DESCRI PTI ON
"The nunber of good packets transmitted by this
address that were directed to the broadcast address
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since this host was added to the hostTi neTabl e."
::={ hostTineEntry 9 }

host Ti neQut Mul ti cast Pkts OBJECT- TYPE

SYNTAX Count er 32

UNI TS " Packet s"

MAX- ACCESS r ead- onl y

STATUS current

DESCRI PTI ON
"The nunber of good packets transmitted by this
address that were directed to a nulticast address
since this host was added to the hostTi neTabl e.
Note that this nunber does not include packets directed
to the broadcast address."

::={ hostTineEntry 10 }

-- The Host Top "N' G oup

-- Inplenentation of the Host Top N group is optional. The Host Top N
-- group requires the inplenmentation of the host group

-- Consult the MODULE- COWPLI ANCE nacro for the authoritative

-- conformance information for this MB.

-- The Host Top N group is used to prepare reports that describe

-- the hosts that top a list ordered by one of their statistics.

-- The available statistics are sanples of one of their

-- base statistics, over an interval specified by the nanagenent

-- station. Thus, these statistics are rate based. The managenent
-- station also selects how many such hosts are reported.

-- The host TopNControl Table is used to initiate the generation of
-- such a report. The managenent station may sel ect the paraneters
-- of such a report, such as which interface, which statistic,

-- how many hosts, and the start and stop times of the sanpling.

-- VWhen the report is prepared, entries are created in the

-- host TopNTabl e associated with the rel evant host TopNControl Entry.
-- These entries are static for each report after it has been

-- prepared.

host TopNCont r ol Tabl e OBJECT- TYPE

SYNTAX SEQUENCE OF Host TopNControl Entry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

"Alist of top N host control entries."
::={ hostTopN 1 }

host TopNCont rol Entry OBJECT- TYPE
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SYNTAX Host TopNCont r ol Entry

MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON
"A set of paraneters that control the creation of a report
of the top N hosts according to several netrics. For
exanpl e, an instance of the host TopNDuration object night
be nanmed host TopNDur ati on. 3"

I NDEX { host TopNCont rol | ndex }

::={ host TopNControl Table 1 }

Host TopNControl Entry ::= SEQUENCE {
host TopNCont r ol | ndex I nt eger 32,
host TopNHost | ndex I nt eger 32,
host TopNRat eBase | NTEGER,
host TopNTi neRemai ni ng I nt eger 32,
host TopNDur at i on I nt eger 32,
host TopNRequest edSi ze I nt eger 32,
host TopNG ant edSi ze I nt eger 32,
host TopNSt art Ti ne Ti meTi cks,
host TopNOwner Owner Stri ng,
host TopNSt at us EntrySt at us

}

host TopNCont r ol | ndex OBJECT- TYPE
SYNTAX I nteger32 (1..65535)
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON

"An index that uniquely identifies an entry
in the host TopNControl table. Each such
entry defines one top N report prepared for
one interface."

::={ hostTopNControl Entry 1 }

host TopNHost | ndex OBJECT- TYPE

SYNTAX I nteger32 (1..65535)

MAX- ACCESS r ead- create

STATUS current

DESCRI PTI ON
"The host table for which a top N report will be prepared
on behalf of this entry. The host table identified by a
particular value of this index is associated with the sane
host table as identified by the sane val ue of
host | ndex.

This object may not be nodified if the associated
host TopNSt at us object is equal to valid(1)."

Wal dbusser St andards Track [ Page 52]



RFC 2819 Renmote Network Monitoring M B May 2000

::={ hostTopNControl Entry 2 }

host TopNRat eBase OBJECT- TYPE
SYNTAX | NTEGER {

host TopNI nPkt s(1),

host TopNQut Pkt s( 2),

host TopNI nCct et s(3),

host TopNQut Cct et s(4),

host TopNQut Errors(5),

host TopNQut Br oadcast Pkt s(6),
host TopNQut Mul ti cast Pkt s(7)

}
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
"The variable for each host that the host TopNRate
vari able i s based upon

This object may not be nodified if the associated
host TopNSt at us object is equal to valid(1)."
::={ host TopNControl Entry 3 }

host TopNTi nreRemai ni ng OBJECT- TYPE

SYNTAX I nt eger 32

UNI TS " Seconds"

MAX- ACCESS r ead- create

STATUS current

DESCRI PTI ON
"The nunber of seconds left in the report currently being
collected. Wen this object is nodified by the nmanagenent
station, a new collection is started, possibly aborting
a currently running report. The new value is used
as the requested duration of this report, which is
| oaded into the associ ated host TopNDur ati on obj ect.

When this object is set to a non-zero val ue, any
associ at ed host TopNEntri es shall be nade
i naccessible by the nonitor. While the value of this
object is non-zero, it decrenents by one per second unti
it reaches zero. During this time, all associated
host TopNEntri es shall remain inaccessible. At the tine
that this object decrenents to zero, the report is nade
accessi ble in the host TopNTable. Thus, the host TopN
table needs to be created only at the end of the collection
interval ."

DEFVAL { 0 }

::={ hostTopNControl Entry 4 }
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host TopNDur ati on OBJECT- TYPE

SYNTAX I nt eger 32

UNI TS " Seconds"

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"The nunber of seconds that this report has collected
during the last sanpling interval, or if this
report is currently being collected, the nunber
of seconds that this report is being collected
during this sanpling interval

When t he associ at ed host TopNTi mreRenai ni ng object is set,
this object shall be set by the probe to the sanme val ue
and shall not be nodified until the next tine

t he host TopNTi neRerai ning is set.

This value shall be zero if no reports have been
requested for this host TopNControl Entry."

DEFVAL { 0 }

::={ host TopNControl Entry 5 }

host TopNRequest edSi ze OBJECT- TYPE
SYNTAX I nt eger 32
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
"The maxi mum nunber of hosts requested for the top N
tabl e.

When this object is created or nodified, the probe
shoul d set host TopNG ant edSi ze as closely to this
object as is possible for the particul ar probe
i npl enent ati on and avail abl e resources. "

DEFVAL { 10 }

::= { hostTopNControl Entry 6 }

host TopNGr ant edSi ze OBJECT- TYPE
SYNTAX I nt eger 32
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The maxi mum nunber of hosts in the top N table.

When t he associ ated host TopNRequest edSi ze object is
created or nodified, the probe should set this

object as closely to the requested value as is possible
for the particular inplenentation and avail abl e
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resources. The probe nmust not |ower this value except
as a result of a set to the associated
host TopNRequest edSi ze obj ect.

Hosts with the highest value of host TopNRate shall be
placed in this table in decreasing order of this rate
until there is no nore roomor until there are no nore
hosts."

::={ host TopNControl Entry 7 }

host TopNSt art Ti ne OBJECT- TYPE

SYNTAX Ti meTi cks
MAX- ACCESS r ead- onl y
STATUS current
DESCRI PTI ON
"The val ue of sysUpTinme when this top N report was
| ast started. In other words, this is the tinme that
t he associ at ed host TopNTi neRenai ni ng obj ect was
nodi fied to start the requested report.”
::={ host TopNControl Entry 8 }

host TopNOamer OBJECT- TYPE

SYNTAX Owner String

MAX- ACCESS read-create

STATUS current

DESCRI PTI ON
"The entity that configured this entry and is therefore
using the resources assigned to it."

::={ hostTopNControl Entry 9 }

host TopNSt at us OBJECT- TYPE

SYNTAX EntrySt at us
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
"The status of this host TopNControl entry.

If this object is not equal to valid(1l), all associated
host TopNEntri es shall be deleted by the agent."
::={ hostTopNControl Entry 10 }

host TopNTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF Host TopNEntry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

"Alist of top N host entries.”
::={ hostTopN 2 }

May 2000
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host TopNEnt ry OBJECT- TYPE
SYNTAX Host TopNEnt ry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

May 2000

"A set of statistics for a host that is part of a top N

report. For exanple, an instance of the host TopNRate

obj ect night be named host TopNRat e. 3. 10"
I NDEX { host TopNReport, host TopN ndex }
::={ hostTopNTable 1 }

Host TopNEntry ::= SEQUENCE {
host TopNRepor t I nt eger 32,
host TopNl ndex I nt eger 32,
host TopNAddr ess OCTET STRI NG,
host TopNRat e I nt eger 32

}

host TopNReport OBJECT- TYPE

SYNTAX I nteger32 (1..65535)

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"This object identifies the top N report of which
this entry is a part. The set of hosts
identified by a particular value of this
object is part of the sane report as identified

by the same val ue of the host TopNControl | ndex object."

::={ hostTopNEntry 1 }

host TopNl ndex OBJECT- TYPE
SYNTAX I nteger32 (1..65535)
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"An index that uniquely identifies an entry in

t he host TopN tabl e anong those in the sane report.

This index is between 1 and N, where N is the

nunber of entries in this table. Increasing val ues
of host TopNl ndex shall be assigned to entries with

decreasi ng val ues of host TopNRate until index N
is assigned to the entry with the | owest val ue of

host TopNRat e or there are no nore host TopNEntries."

::={ host TopNEntry 2 }
host TopNAddr ess OBJECT- TYPE

SYNTAX OCTET STRI NG
MAX- ACCESS r ead-onl y

Wal dbusser St andards Track

[ Page 56]



RFC 2819 Renmote Network Monitoring M B May 2000

STATUS current
DESCRI PTI ON

"The physical address of this host."
::={ hostTopNEntry 3 }

host TopNRat e OBJECT- TYPE

SYNTAX I nt eger 32

MAX- ACCESS r ead-only

STATUS current

DESCRI PTI ON
"The anount of change in the selected variable
during this sanpling interval. The selected

variable is this host’s instance of the object
sel ected by host TopNRat eBase. "
::={ hostTopNEntry 4 }

-- The Matrix G oup

-- Inplenentation of the Matrix group is optional.
-- Consult the MODULE-COWLI ANCE macro for the authoritative
-- conformance information for this MB.

-- The Matrix group consists of the matrixControl Table, matrixSDTabl e
-- and the matri xDSTabl e. These tables store statistics for a

-- particular conversation between two addresses. As the device

-- detects a new conversation, including those to a non-unicast

-- address, it creates a newentry in both of the matrix tables.

-- It nust only create new entries based on information

-- received in good packets. |If the nonitoring device finds

-- itself short of resources, it nmay delete entries as needed.

-- It is suggested that the device delete the |east recently used

-- entries first.

mat ri xCont r ol Tabl e OBJECT- TYPE

SYNTAX SEQUENCE OF MatrixControl Entry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

"Alist of information entries for the
traffic matri x on each interface."
r={ matrix 1}

mat ri xControl Entry OBJECT- TYPE
SYNTAX Mat ri xControl Entry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"Information about a traffic matrix on a particul ar
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interface. For exanple, an instance of the
mat ri xCont rol Last Del et eTi ne obj ect mi ght be naned
mat ri xCont rol Last Del et eTi ne. 1"

I NDEX { matrixControl |l ndex }

;= { matrixControl Table 1 }

Matri xControl Entry ::= SEQUENCE {
mat ri xControl | ndex I nt eger 32,
mat ri xCont r ol Dat aSour ce OBJECT | DENTI FI ER,
mat ri xCont r ol Tabl eSi ze I nt eger 32,
mat ri xControl Last Del et eTi ne  Ti meTi cks,
mat ri xCont r ol Onner Owner Stri ng,
mat ri xCont rol St at us EntrySt at us
}

mat ri xCont r ol | ndex OBJECT- TYPE

SYNTAX I nt eger32 (1..65535)

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"An index that uniquely identifies an entry in the
matri xControl table. Each such entry defines
a function that discovers conversations on a particul ar
interface and places statistics about themin the
mat ri xSDTabl e and the matri xDSTabl e on behal f of this
matri xControl Entry."

c:={ matrixControl Entry 1}

mat ri xCont r ol Dat aSour ce OBJECT- TYPE
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SYNTAX OBJECT | DENTI FI ER
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
"This object identifies the source of
the data fromwhich this entry creates a traffic matrix.

This source can be any interface on this device. In
order to identify a particular interface, this object
shal |l identify the instance of the iflndex object,

defined in RFC 2233 [17], for the desired
interface. For exanple, if an entry were to receive data
frominterface #1, this object would be set to iflndex. 1.

The statistics in this group reflect all packets
on the local network segnent attached to the identified
i nterface.

An agent may or may not be able to tell if fundanmental
changes to the nedia of the interface have occurred and
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necessitate an invalidation of this entry. For exanple, a
hot - pl uggabl e ethernet card could be pulled out and repl aced
by a token-ring card. 1In such a case, if the agent has such
know edge of the change, it is recommended that it
invalidate this entry.

This object may not be nodified if the associated
matri xControl Status object is equal to valid(1)."
o= { matrixControl Entry 2 }

mat ri xCont r ol Tabl eSi ze OBJECT- TYPE

SYNTAX I nt eger 32

MAX- ACCESS r ead- onl y

STATUS current

DESCRI PTI ON
"The nunber of matri xSDEntries in the matri xSDTabl e
for this interface. This nust al so be the val ue of
the nunber of entries in the matri xDSTable for this
interface."

.= { matrixControl Entry 3 }

mat ri xCont rol Last Del et eTi me OBJECT- TYPE

SYNTAX Ti meTi cks

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"The val ue of sysUpTinme when the last entry
was deleted fromthe portion of the matri xSDTabl e
or matrixDSTabl e associated with this matrixControl Entry.
I f no del etions have occurred, this value shall be
zero."

o= { matrixControl Entry 4 }

mat ri xCont r ol Omer OBJECT- TYPE

SYNTAX Owner String

MAX- ACCESS read-create

STATUS current

DESCRI PTI ON
"The entity that configured this entry and is therefore
using the resources assigned to it."

;= { matrixControl Entry 5 }

mat ri xControl St at us OBJECT- TYPE
SYNTAX EntrySt at us
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
"The status of this matrixControl entry.
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If this object is not equal to valid(1l), all associated
entries in the matri xSDTabl e and the matri xDSTabl e
shal | be deleted by the agent."

::={ matrixControl Entry 6 }

mat ri xSDTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF Matri xSDEntry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

"Alist of traffic matrix entries indexed by
source and destination MAC address."
o= { matrix 2 }

matri xSDEntry OBJECT- TYPE

SYNTAX Mat ri xSDEnt ry

MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON
"A collection of statistics for conmunications between
two addresses on a particular interface. For exanple,
an instance of the matri xSDPkts object m ght be naned
matri xSDPkts. 1. 6.8.0.32.27.3.176.6.8.0.32.10.8.113"

| NDEX { natri xSDI ndex,

mat ri xSDSour ceAddr ess, natri xSDDest Address }
c:={ matrixSDTable 1 }

Matri xSDEntry ::= SEQUENCE {
mat r i xSDSour ceAddr ess OCTET STRI NG,
mat r i xSDDest Addr ess OCTET STRI NG,
mat ri XxSDI ndex I nt eger 32,
mat r i xSDPkt s Count er 32,
matri xSDOct et s Count er 32,
matri xSDErrors Count er 32

}

mat r i xSDSour ceAddr ess OBJECT- TYPE
SYNTAX OCTET STRI NG
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON

"The source physical address."
o= { matrixSDEntry 1 }

mat ri xSDDest Addr ess OBJECT- TYPE

SYNTAX OCTET STRI NG
MAX- ACCESS r ead-only
STATUS current
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DESCRI PTI ON
"The destination physical address."
o= { matrixSDeEntry 2 }

mat ri xSDI ndex OBJECT- TYPE

SYNTAX I nt eger 32 (1..65535)
MAX- ACCESS r ead- onl y
STATUS current
DESCRI PTI ON
"The set of collected matrix statistics of which
this entry is a part. The set of matrix statistics
identified by a particular value of this index
is associated with the sane natri xControl Entry
as identified by the sanme val ue of nmatrixControllndex."
::={ matrixSDEntry 3 }

mat ri xSDPkt s OBJECT- TYPE

SYNTAX Count er 32

UNI TS "Packet s"

MAX- ACCESS r ead-only

STATUS current

DESCRI PTI ON
"The nunber of packets transmtted fromthe source
address to the destination address (this nunber includes
bad packets)."

o= { matrixSDeEntry 4 }

mat ri xSDQOct et s OBJECT- TYPE

SYNTAX Count er 32

UNI TS "Cctets”

MAX- ACCESS r ead- onl y

STATUS current

DESCRI PTI ON
"The nunber of octets (excluding fram ng bits but
i ncluding FCS octets) contained in all packets
transmtted fromthe source address to the
destination address."

o= { matrixSDEntry 5 }

matri xSDErrors OBJECT- TYPE

SYNTAX Count er 32

UNI TS "Packet s"

MAX- ACCESS r ead- onl y

STATUS current

DESCRI PTI ON
"The nunber of bad packets transmitted from
the source address to the destination address."”

::={ matri xSDEntry 6 }
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mat ri xDSTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF Matri
MAX- ACCESS not - accessi bl e
STATUS current

DESCRI PTI ON

"Alist of traffic matri

Renmote Network Monitoring M B

Traffic matrix tables fromdestination to source

xDSEnt ry

X entries indexed by

destination and source MAC address."

:={ matrix 3}

mat ri XxDSEnt ry OBJECT- TYPE
SYNTAX Mat ri xDSEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"A collection of statistics for comuni cati ons between

two addresses on a parti
an i nstance of the matri
mat ri xSDPkts. 1. 6. 8. 0. 32.
I NDEX { matri xDSI ndex,
mat ri xDSDest Addr ess,
::={ matrixDSTable 1 }

Matri xDSEntry ::= SEQUENCE {
mat r i xDSSour ceAddr ess
mat ri xDSDest Addr ess
mat r i xDSI ndex
mat ri xDSPkt s
mat ri xDSCct et s
matri xDSErrors

}

cular interface. For exanpl e,
xSDPkt s obj ect m ght be naned
10. 8.113.6.8.0.32.27.3.176"

mat r i xDSSour ceAddr ess }

OCTET STRI NG
OCTET STRI NG,
I nt eger 32,
Count er 32,
Count er 32,
Count er 32

mat r i xDSSour ceAddr ess OBJECT- TYPE

SYNTAX OCTET STRI NG
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON

"The source physical
::={ matrixDSEntry 1 }

mat r i xDSDest Addr ess OBJECT- TYPE
SYNTAX OCTET STRI NG
MAX- ACCESS r ead-only
STATUS current
DESCRI PTI ON

"The destination physical

::={ matri xDSEntry 2 }
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mat r i xDSI ndex OBJECT- TYPE
SYNTAX I nteger32 (1..65535)
MAX- ACCESS r ead- onl y
STATUS current
DESCRI PTI ON

"The set of collected matrix statistics of which
this entry is a part. The set of matrix statistics

identified by a particular value of this index
is associated with the same matrixControl Entry

May 2000

as identified by the same val ue of matrixControllndex."

:={ matrixDSEntry 3 }

mat r i xDSPkt s OBJECT- TYPE
SYNTAX Count er 32
UNI TS "Packet s"
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON

"The nunber of packets transmitted fromthe source

address to the destination address (this nunber includes

bad packets)."
::={ matrixDSEntry 4 }

mat ri xDSCct et s OBJECT- TYPE
SYNTAX Count er 32
UNI TS "Cctets”
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The nunber of octets (excluding framng bits

but including FCS octets) contained in all packets

transnmitted fromthe source address to the
destinati on address."
::={ matrixDSEntry 5 }

mat ri xDSErrors OBJECT- TYPE
SYNTAX Count er 32
UNI TS "Packet s"
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The nunber of bad packets transmitted from
t he source address to the destinati on address."”
o= { matri xDSEntry 6 }

-- The Filter G oup

-- Inplenentation of the Filter group is optional.
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-- Consult the MODULE- COWPLI ANCE macro for the authoritative
-- conformance information for this M B.

-- The Filter group allows packets to be captured with an
-- arbitrary filter expression. A |logical data and

-- event streamor "channel" is forned by the packets

-- that match the filter expression.

-- This filter mechanismallows the creation of an arbitrary

-- logical expression with which to filter packets. Each

-- filter associated with a channel is OR ed with the others.
-- Wthin a filter, any bits checked in the data and status are
-- AND' ed with respect to other bits in the sane filter. The
-- Not Mask also allows for checking for inequality. Finally,
-- the channel Accept Type object allows for inversion of the

-- whol e equati on.

-- I f a nmanagenent station wishes to receive a trap to alert it
-- that new packets have been captured and are avail able for

-- download, it is recommended that it set up an alarmentry that
-- nmonitors the value of the rel evant channel Mat ches i nstance.

-- The channel can be turned on or off, and can al so
-- generate events when packets pass through it.

filterTabl e OBJECT- TYPE

SYNTAX SEQUENCE COF FilterEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"Alist of packet filter entries."
o= { filter 1}
filterEntry OBJECT- TYPE
SYNTAX FilterEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"A set of paraneters for a packet filter applied on a
particular interface. As an exanple, an instance of the
filterPktData object mght be naned filterPktData. 12"
INDEX { filterlndex }
o= filterTable 1}

FilterEntry ::= SEQUENCE {
filterlndex I nt eger 32,
filterChannel | ndex I nt eger 32,
filterPktDataCfset I nt eger 32,
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filterPktData OCTET STRI NG
filterPktDat aMask OCTET STRI NG
filterPktDat aNot Mask OCTET STRI NG
filterPktStatus I nt eger 32,
filterPktStatusMask I nt eger 32,
filterPktStatusNot Mask I nt eger 32,
filterOaner Owner Stri ng,
filterStatus EntrySt at us
}
filterlndex OBJECT- TYPE
SYNTAX I nt eger 32 (1..65535)
MAX- ACCESS r ead- onl y
STATUS current
DESCRI PTI ON

"An index that uniquely identifies an entry
inthe filter table. Each such entry defines
one filter that is to be applied to every packet
received on an interface."”

o= { filterEntry 1}

filtercChannel | ndex OBJECT- TYPE

SYNTAX I nt eger32 (1..65535)

MAX- ACCESS read-create

STATUS current

DESCRI PTI ON
"This object identifies the channel of which this filter
is apart. The filters identified by a particular val ue
of this object are associated with the same channel as
identified by the sane val ue of the channel | ndex object."

o= filterEntry 2 }

filterPktDataCO fset OBJECT- TYPE

SYNTAX | nt eger 32

UNI TS "Cctets”

MAX- ACCESS read-create

STATUS current

DESCRI PTI ON
"The of fset fromthe begi nning of each packet where
a match of packet data will be attenpted. This offset
is measured fromthe point in the physical |ayer
packet after the framng bits, if any. For exanple,
in an Ethernet franme, this point is at the beginning of
t he destinati on MAC address.

This object may not be nodified if the associated

filterStatus object is equal to valid(1l)."
DEFVAL { 0 }
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o= filterEntry 3}

filterPktData OBJECT- TYPE

SYNTAX OCTET STRI NG

MAX- ACCESS read-create

STATUS current

DESCRI PTI ON
"The data that is to be matched with the input packet.
For each packet received, this filter and the acconpanying
filterPktDataMask and filterPktDat aNot Mask wi Il be
adjusted for the offset. The only bits relevant to this
mat ch al gorithm are those that have the correspondi ng
filterPktDataMask bit equal to one. The followi ng three
rules are then applied to every packet:

(1) If the packet is too short and does not have data
corresponding to part of the filterPktData, the packet
will fail this data match.

(2) For each relevant bit fromthe packet with the
correspondi ng filterPktDataNot Mask bit set to zero, if
the bit fromthe packet is not equal to the correspondi ng
bit fromthe filterPktData, then the packet will fail
this data natch.

(3) If for every relevant bit fromthe packet with the
correspondi ng filterPktDataNot Mask bit set to one, the
bit fromthe packet is equal to the corresponding bit
fromthe filterPktData, then the packet will fail this
data nat ch.

Any packets that have not failed any of the three matches
above have passed this data match. |In particular, a zero
length filter will match any packet.

This object may not be nodified if the associated
filterStatus object is equal to valid(1l)."
o= { filterEntry 4}

filterPktDataMask OBJECT- TYPE

SYNTAX OCTET STRI NG

MAX- ACCESS read- create

STATUS current

DESCRI PTI ON
"The mask that is applied to the match process.
After adjusting this mask for the offset, only those
bits in the received packet that correspond to bits set
in this mask are relevant for further processing by the
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match algorithm The offset is applied to filterPktDataMask
in the same way it is applied to the filter. For the
purposes of the matching algorithm if the associated
filterPktData object is longer than this mask, this mask is
conceptual ly extended with 1" bits until it reaches the

I ength of the filterPktData object.

This object may not be nodified if the associated
filterStatus object is equal to valid(1l)."
c:={ filterEntry 5}

filterPktDat aNot Mask OBJECT- TYPE

SYNTAX OCTET STRI NG

MAX- ACCESS r ead-create

STATUS current

DESCRI PTI ON
"The inversion mask that is applied to the match
process. After adjusting this nask for the offset,
those relevant bits in the received packet that correspond
to bits cleared in this mask nust all be equal to their
corresponding bits in the filterPktData object for the packet
to be accepted. 1In addition, at |east one of those rel evant
bits in the received packet that correspond to bits set in
this mask nust be different to its corresponding bit in the
filterPktData object.

For the purposes of the matching algorithm if the associated
filterPktData object is longer than this mask, this mask is
conceptual ly extended with 0" bits until it reaches the

I ength of the filterPktData object.

This object may not be nodified if the associated
filterStatus object is equal to valid(1l)."
c:={ filterEntry 6 }

filterPktStatus OBJECT- TYPE

SYNTAX I nt eger 32

MAX- ACCESS r ead- create

STATUS current

DESCRI PTI ON
"The status that is to be matched with the input packet.
The only bits relevant to this match algorithmare those that
have the corresponding filterPktStatusMask bit equal to one.
The following two rules are then applied to every packet:

(1) For each relevant bit fromthe packet status with the

correspondi ng filterPktStatusNot Mask bit set to zero, if
the bit fromthe packet status is not equal to the
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corresponding bit fromthe filterPktStatus, then the
packet will fail this status match.

(2) If for every relevant bit fromthe packet status with the
correspondi ng filterPktStatusNot Mask bit set to one, the
bit fromthe packet status is equal to the correspondi ng
bit fromthe filterPktStatus, then the packet will fail
this status match.

Any packets that have not failed either of the two matches
above have passed this status match. In particular, a zero
length status filter will match any packet’s status.

The val ue of the packet status is a sum This sum
initially takes the value zero. Then, for each

error, E, that has been discovered in this packet,

2 raised to a value representing E is added to the sum
The errors and the bits that represent them are dependent
on the nedia type of the interface that this channe

i s receiving packets from

The errors defined for a packet captured off of an
Et hernet interface are as foll ows:

bit # Error

Packet is longer than 1518 octets

Packet is shorter than 64 octets

Packet experienced a CRC or Alignment error

NP O

For exanple, an Ethernet fragnent would have a
value of 6 (2"1 + 2"2).

As this MB is expanded to new nedia types, this object
wi | I have ot her nedi a-specific errors defined.

For the purposes of this status matching algorithm if the
packet status is longer than this filterPktStatus object,
this object is conceptually extended with 0" bits until it
reaches the size of the packet status.

This object may not be nodified if the associated
filterStatus object is equal to valid(1)."
{ filterEntry 7 }

filterPktStatusMask OBJECT- TYPE

SYNTAX I nt eger 32
MAX- ACCESS read-create
STATUS current
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DESCRI PTI ON
"The nmask that is applied to the status match process.
Only those bits in the received packet that correspond to
bits set in this mask are relevant for further processing
by the status match algorithm For the purposes
of the matching algorithm if the associated filterPktStatus
object is longer than this mask, this nask is conceptually

extended with "1' bits until it reaches the size of the
filterPktStatus. |In addition, if a packet status is |onger
than this mask, this mask is conceptually extended with '0’
bits until it reaches the size of the packet status.

This object may not be nodified if the associated
filterStatus object is equal to valid(1l)."
c:={ filterEntry 8 }

filterPktStatusNot Mask OBJECT- TYPE

SYNTAX I nt eger 32

MAX- ACCESS r ead- create

STATUS current

DESCRI PTI ON
"The inversion mask that is applied to the status match
process. Those relevant bits in the received packet status
that correspond to bits cleared in this nask nust all be
equal to their corresponding bits in the filterPktStatus
obj ect for the packet to be accepted. |In addition, at |east
one of those relevant bits in the received packet status
that correspond to bits set in this mask nust be different
to its corresponding bit in the filterPktStatus object for
t he packet to be accepted.

For the purposes of the matching algorithm if the associated
filterPktStatus object or a packet status is longer than this
mask, this mask is conceptually extended with 0" bits unti

it reaches the |longer of the lengths of the filterPktStatus
obj ect and the packet status.

This object may not be nodified if the associated
filterStatus object is equal to valid(1l)."
o= filterEntry 9 }

filterOmer OBJECT-TYPE
SYNTAX Owner String
MAX- ACCESS r ead- create
STATUS current
DESCRI PTI ON
"The entity that configured this entry and is therefore
using the resources assigned to it."
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o= { filterEntry 10 }

filterStatus OBJECT- TYPE
SYNTAX EntrySt at us
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
"The status of this filter entry."
o= { filterEntry 11 }

channel Tabl e OBJECT- TYPE

SYNTAX SEQUENCE OF Channel Entry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON

"A list of packet channel entries.”
o= filter 2}

channel Entry OBJECT- TYPE

SYNTAX Channel Entry

MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON
"A set of paraneters for a packet channel applied on a
particular interface. As an exanple, an instance of the
channel Mat ches obj ect m ght be naned channel Mat ches. 3"

I NDEX { channel | ndex }

::={ channel Table 1}

Channel Entry ::= SEQUENCE {

channel | ndex I nt eger 32,
channel | f | ndex I nt eger 32,
channel Accept Type | NTEGER,
channel Dat aCont r ol | NTEGER,
channel Tur nOnEvent | ndex I nt eger 32,
channel Tur nOf f Event | ndex I nt eger 32,
channel Event | ndex I nt eger 32,
channel Event St at us | NTEGER,
channel Mat ches Count er 32,
channel Descri ption Di splayString,
channel Onner Owner Stri ng,

channel St at us

EntrySt at us

}
channel | ndex OBJECT- TYPE
SYNTAX I nt eger32 (1..65535)
MAX- ACCESS r ead-only
STATUS current
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DESCRI PTI ON
"An index that uniquely identifies an entry in the channe
table. Each such entry defines one channel, a |ogica
data and event stream

It is suggested that before creating a channel, an
application should scan all instances of the
filterChannel | ndex object to nmake sure that there are no
pre-existing filters that woul d be inadvertently be Iinked
to the channel ."

::={ channelEntry 1}

channel | f I ndex OBJECT- TYPE

SYNTAX I nteger32 (1..65535)

MAX- ACCESS r ead-create

STATUS current

DESCRI PTI ON
"The value of this object uniquely identifies the
interface on this renpte network nonitoring device to which
the associated filters are applied to allow data into this
channel. The interface identified by a particular val ue
of this object is the same interface as identified by the
same val ue of the iflndex object, defined in RFC 2233 [17].

The filters in this group are applied to all packets on
the | ocal network segnent attached to the identified
i nterface.

An agent may or may not be able to tell if fundanenta
changes to the nedia of the interface have occurred and
necessitate an invalidation of this entry. For exanple, a
hot - pl uggabl e ethernet card could be pulled out and repl aced
by a token-ring card. 1In such a case, if the agent has such
know edge of the change, it is recommended that it
invalidate this entry.

This object may not be nodified if the associated
channel Status object is equal to valid(1l)."
::={ channel Entry 2}

channel Accept Type OBJECT- TYPE
SYNTAX | NTEGER {
accept Mat ched( 1),
accept Fai | ed(2)

}
MAX- ACCESS r ead-create

STATUS current
DESCRI PTI ON
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"This object controls the action of the filters
associated with this channel. |If this object is equa
to accept Matched(1), packets will be accepted to this
channel if they are accepted by both the packet data and
packet status matches of an associated filter. |If

this object is equal to acceptFail ed(2), packets wll

be accepted to this channel only if they fail either

t he packet data match or the packet status match of

each of the associated filters.

In particular, a channel with no associated filters wll
mat ch no packets if set to acceptMatched(1l) case and will
match all packets in the acceptFail ed(2) case.

This object may not be nodified if the associ ated
channel Status object is equal to valid(1)."
::={ channelEntry 3}

channel Dat aCont rol OBJECT- TYPE
SYNTAX | NTEGER {
on(1),
of f (2)

}
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
"This object controls the flow of data through this channel
If this object is on(l), data, status and events fl ow
through this channel. |If this object is off(2), data,
status and events will not flow through this channel."
DEFVAL { off }
::={ channel Entry 4 }

channel Tur nOnEvent | ndex OBJECT- TYPE

SYNTAX I nt eger 32 (0..65535)

MAX- ACCESS read-create

STATUS current

DESCRI PTI ON
"The value of this object identifies the event
that is configured to turn the associ ated
channel Dat aControl fromoff to on when the event is
generated. The event identified by a particular val ue
of this object is the same event as identified by the

sane val ue of the eventlndex object. |If there is no
corresponding entry in the eventTable, then no
association exists. In fact, if no event is intended

for this channel, channel TurnOnEvent| ndex nust be
set to zero, a non-existent event i ndex.
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This object may not be nodified if the associated
channel Status object is equal to valid(l)."
::={ channelEntry 5 }

channel Tur nOf f Event | ndex OBJECT- TYPE

SYNTAX I nt eger 32 (0..65535)

MAX- ACCESS r ead- create

STATUS current

DESCRI PTI ON
"The value of this object identifies the event
that is configured to turn the associ ated
channel Dat aControl fromon to off when the event is
generated. The event identified by a particular val ue
of this object is the same event as identified by the

sane val ue of the eventlndex object. |If there is no
corresponding entry in the eventTable, then no
associ ation exists. |In fact, if no event is intended

for this channel, channel TurnOf f Event | ndex nust be
set to zero, a non-existent event i ndex.

This object may not be nodified if the associated
channel Status object is equal to valid(1)."
::={ channelEntry 6 }

channel Event | ndex OBJECT- TYPE

SYNTAX I nteger32 (0..65535)

MAX- ACCESS r ead-create

STATUS current

DESCRI PTI ON
"The value of this object identifies the event
that is configured to be generated when the
associ at ed channel Dat aControl is on and a packet
is matched. The event identified by a particular value
of this object is the same event as identified by the

same val ue of the eventlndex object. |If there is no
corresponding entry in the eventTable, then no
association exists. |In fact, if no event is intended

for this channel, channel Event| ndex nust be
set to zero, a non-existent event index.

This object may not be nodified if the associated
channel Status object is equal to valid(1)."
::={ channelEntry 7 }

channel Event St at us OBJECT- TYPE
SYNTAX | NTEGER {

event Ready(1),

event Fired(2),
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event Al waysReady( 3)

}
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
"The event status of this channel

If this channel is configured to generate events
when packets are matched, a neans of controlling
the flow of those events is often needed. Wen
this object is equal to eventReady(1l), a single
event may be generated, after which this object
will be set by the probe to eventFired(2). Wile
in the eventFired(2) state, no events will be
generated until the object is nodified to

event Ready(1) (or event Al waysReady(3)). The
managenent station can thus easily respond to a
notification of an event by re-enabling this object.

I f the managenent station wi shes to disable this
flow control and all ow events to be generated
at will, this object may be set to
event Al waysReady(3). Disabling the flow control
is discouraged as it can result in high network
traffic or other perfornmance problens.”

DEFVAL { event Ready }

::={ channelEntry 8 }

channel Mat ches OBJECT- TYPE

SYNTAX Count er 32

UNI TS "Packet s"

MAX- ACCESS r ead-only

STATUS current

DESCRI PTI ON
"The nunber of tines this channel has matched a packet.
Note that this object is updated even when
channel Dat aControl is set to off."

::={ channelEntry 9 }

channel Descri pti on OBJECT- TYPE
SYNTAX Di splayString (SIZE (0..127))
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
"A comment describing this channel."
::={ channel Entry 10 }

channel Omer OBJECT- TYPE
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SYNTAX Owner String

MAX- ACCESS r ead- create

STATUS current

DESCRI PTI ON
"The entity that configured this entry and is therefore
using the resources assigned to it."

::={ channel Entry 11 }

channel St at us OBJECT- TYPE
SYNTAX EntrySt at us
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
"The status of this channel entry."
::={ channel Entry 12 }

-- The Packet Capture G oup

-- Inplenentation of the Packet Capture group is optional. The Packet
-- Capture Goup requires inplenmentation of the Filter G oup.

-- Consult the MODULE- COWPLI ANCE nacro for the authoritative

-- conformance information for this MB.

-- The Packet Capture group all ows packets to be captured

-- upon a filter match. The bufferControl Table controls

-- the captured packets output froma channel that is

-- associated with it. The captured packets are pl aced

-- in entries in the captureBufferTable. These entries are

-- associated with the bufferControl Entry on whose behal f they
-- were stored.

buf f er Cont r ol Tabl e OBJECT- TYPE

SYNTAX SEQUENCE COF Buf ferControl Entry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

"Alist of buffers control entries.”
::={ capture 1}

buf f er Control Entry OBJECT- TYPE

SYNTAX Buf fer Control Entry

MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON
"A set of paraneters that control the collection of a stream
of packets that have matched filters. As an exanple, an
i nstance of the bufferControl CaptureSliceSize object m ght
be nanmed bufferControl CaptureSliceSi ze. 3"
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I NDEX { bufferControllndex }
c:={ bufferControl Table 1}

Buf ferControl Entry ::= SEQUENCE {
buf f er Cont r ol I ndex I nt eger 32,
buf f er Cont r ol Channel | ndex I nt eger 32,
buf f er Cont r ol Ful | St at us | NTEGER
buf ferControl Ful | Action | NTEGER,
buf f er Cont r ol Capt ureSl i ceSi ze | nt eger 32
buf f er Cont r ol Downl oadSl i ceSi ze I nt eger 32,
buf f er Cont r ol Downl oadOf f set I nt eger 32,
buf f er Cont r ol MaxCct et sRequest ed I nt eger 32,
buf f er Cont r ol MaxCct et sG ant ed I nt eger 32,
buf f er Cont r ol Capt ur edPacket s I nt eger 32,
buf f er Cont r ol Tur nOnTi e Ti meTi cks,
buf f er Cont r ol Onner Owner Stri ng,
buf f er Cont r ol St at us Ent rySt at us
}
buf f er Cont r ol | ndex OBJECT- TYPE
SYNTAX I nteger32 (1..65535)
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON

"An index that uniquely identifies an entry

in the bufferControl table. The value of this

i ndex shall never be zero. Each such

entry defines one set of packets that is

captured and controlled by one or nore filters."
::={ bufferControl Entry 1 }

buf f er Cont r ol Channel | ndex OBJECT- TYPE

SYNTAX I nteger32 (1..65535)

MAX- ACCESS read-create

STATUS current

DESCRI PTI ON
"An index that identifies the channel that is the
source of packets for this bufferControl table.
The channel identified by a particular value of this
index is the sane as identified by the sane val ue of
t he channel I ndex obj ect.

This object may not be nodified if the associated
buf ferControl Status object is equal to valid(1)."
::={ bufferControl Entry 2 }

buf f er Cont rol Ful | St at us OBJECT- TYPE
SYNTAX | NTEGER {

Wal dbusser St andards Track [ Page 76]



RFC 2819 Renmote Network Monitoring M B May 2000

spaceAvai l abl e(1),
full(2)

}
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"Thi s object shows whether the buffer has roomto
accept new packets or if it is full.

If the status is spaceAvail able(1l), the buffer is

accepti ng new packets normally. |If the status is
full (2) and the associated bufferControl Ful | Action
object is wapWenFull, the buffer is accepting new

packets by del eti ng enough of the ol dest packets

to make room for new ones as they arrive. O herw se,
if the status is full(2) and the

buf f er Control Ful | Acti on object is |ockWenFull,

then the buffer has stopped collecting packets.

When this object is set to full(2) the probe nust
not later set it to spaceAvail able(1l) except in the
case of a significant gain in resources such as
an increase of bufferControl CctetsGranted. In
particul ar, the wap-node action of deleting old
packets to nake roomfor newy arrived packets
nmust not affect the value of this object.”

::={ bufferControl Entry 3 }

buf f er Control Ful | Acti on OBJECT- TYPE

SYNTAX | NTEGER {
| ockWhenFul | (1),
wr apWhenFul | (2) -- FIFO
}
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"Controls the action of the buffer when it
reaches the full status. When in the | ockWenFull (1)
state and a packet is added to the buffer that
fills the buffer, the bufferControl Full Status w Il
be set to full(2) and this buffer will stop capturing
packets. "

::={ bufferControl Entry 4 }

buf f er Cont r ol Capt ureSliceSi ze OBJECT- TYPE
SYNTAX I nt eger 32
UNI TS "Cctets”
MAX- ACCESS read-create
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STATUS current
DESCRI PTI ON
"The maxi mum nunber of octets of each packet
that will be saved in this capture buffer.

For exanple, if a 1500 octet packet is received by
the probe and this object is set to 500, then only
500 octets of the packet will be stored in the
associ ated capture buffer. |If this variable is set
to 0, the capture buffer will save as many octets
as is possible.

This object may not be nodified if the associated
bufferControl Status object is equal to valid(1)."
DEFVAL { 100 }
::={ bufferControl Entry 5 }

buf f er Cont r ol Downl oadSl i ceSi ze OBJECT- TYPE

SYNTAX I nt eger 32

UNI TS "Cctets”

MAX- ACCESS r ead- create

STATUS current

DESCRI PTI ON
"The maxi num nunber of octets of each packet
in this capture buffer that will be returned in
an SNWP retrieval of that packet. For exanple,
if 500 octets of a packet have been stored in the
associ ated capture buffer, the associated
buf f er Cont r ol Downl cadOffset is 0, and this
object is set to 100, then the captureBufferPacket
obj ect that contains the packet will contain only
the first 100 octets of the packet.

A prudent manager will take into account possible
interoperability or fragmentation problens that may
occur if the download slice size is set too |arge.
In particular, confornant SNVP i npl enentations are not
required to accept nessages whose | ength exceeds 484
octets, although they are encouraged to support |arger
dat agrans whenever feasible."

DEFVAL { 100 }

::={ bufferControl Entry 6 }

buf f er Cont r ol Downl oadCf f set OBJECT- TYPE

SYNTAX I nt eger 32
UNI TS "Cct et s”
MAX- ACCESS r ead-create
STATUS current
DESCRI PTI ON
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"The offset of the first octet of each packet
in this capture buffer that will be returned in
an SNMWP retrieval of that packet. For exanple,
if 500 octets of a packet have been stored in the
associ ated capture buffer and this object is set to
100, then the captureBufferPacket object that
contains the packet will contain bytes starting
100 octets into the packet."

DEFVAL { 0 }

::={ bufferControl Entry 7 }

buf f er Cont r ol MaxCct et sRequest ed OBJECT- TYPE

SYNTAX I nt eger 32

UNI TS "Cctets”

MAX- ACCESS r ead-create

STATUS current

DESCRI PTI ON
"The requested maxi num nunber of octets to be
saved in this captureBuffer, including any
i mpl enent ati on-specific overhead. If this variable
is set to -1, the capture buffer will save as many
octets as is possible.

When this object is created or nodified, the probe
shoul d set bufferControl MaxCctetsG anted as cl osely
to this object as is possible for the particul ar probe
i npl enent ati on and avail abl e resources. However, if
t he object has the special value of -1, the probe
nmust set bufferControl MaxCctetsGanted to -1."

DEFVAL { -1}

::={ bufferControl Entry 8 }

buf f er Cont r ol MaxCct et sG ant ed OBJECT- TYPE

SYNTAX | nt eger 32

UNI TS "Cctets”

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"The maxi mum nunber of octets that can be
saved in this captureBuffer, including overhead.
If this variable is -1, the capture buffer will save
as many octets as possible.

When t he buffer Control MaxCct et sRequest ed object is
created or nodified, the probe should set this object

as closely to the requested value as is possible for the
particul ar probe inplenmentati on and avail abl e resources.
However, if the request object has the special value
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of -1, the probe nust set this object to -1

The probe nust not |lower this value except as a result of
a nodification to the associ ated
buf f er Cont r ol MaxCOct et sRequest ed obj ect.

Wien this maxi nrum nunber of octets is reached

and a new packet is to be added to this

capture buffer and the correspondi ng
bufferControl Ful | Action is set to wapWhenFull (2),
enough of the ol dest packets associated with this
capture buffer shall be deleted by the agent so

that the new packet can be added. |If the correspondi ng
buf ferControl Ful | Action is set to | ockWhenFull (1),

t he new packet shall be discarded. |In either case

the probe nust set bufferControl Full Status to

full (2).

When the value of this object changes to a val ue |ess
than the current value, entries are deleted from

t he captureBufferTable associated with this
bufferControl Entry. Enough of the

ol dest of these captureBufferEntries shall be

del eted by the agent so that the nunber of octets
used renmains | ess than or equal to the new val ue of
this object.

When the value of this object changes to a val ue greater
than the current value, the nunber of associ ated
captureBufferEntries nmay be allowed to grow "

::={ bufferControl Entry 9 }

buf f er Cont r ol Capt ur edPacket s OBJECT- TYPE
SYNTAX | nt eger 32
UNI TS "Packet s"
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The nunber of packets currently in this captureBuffer."
::={ bufferControl Entry 10 }

buf f er Cont r ol Tur nOnTi ne OBJECT- TYPE
SYNTAX Ti meTi cks
MAX- ACCESS r ead-only
STATUS current
DESCRI PTI ON
"The val ue of sysUpTinme when this capture buffer was
first turned on."
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::={ bufferControl Entry 11 }

buf f er Cont r ol Omer OBJECT- TYPE

SYNTAX Owner String

MAX- ACCESS read-create

STATUS current

DESCRI PTI ON
"The entity that configured this entry and is therefore
using the resources assigned to it."

::={ bufferControl Entry 12 }

buf f er Cont rol St at us OBJECT- TYPE
SYNTAX EntrySt at us
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
"The status of this buffer Control Entry."
::={ bufferControl Entry 13 }

capt ur eBuf f er Tabl e OBJECT- TYPE

SYNTAX SEQUENCE OF CaptureBufferEntry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON

"A list of packets captured off of a channel."
::={ capture 2}

capt ureBuf ferEntry OBJECT- TYPE

SYNTAX Capt ureBufferEntry

MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON
"A packet captured off of an attached network. As an
exanpl e, an instance of the captureBufferPacket Data
obj ect m ght be named capt ureBufferPacket Data. 3. 1783"

| NDEX { capt ureBufferControl | ndex, captureBufferlndex }

::={ captureBufferTable 1 }

CaptureBufferEntry ::= SEQUENCE {
capt ur eBuf f er Cont r ol | ndex I nt eger 32,
capt ur eBuf f er | ndex I nt eger 32,
capt ur eBuf f er Packet | D I nt eger 32,
capt ur eBuf f er Packet Dat a COCTET STRI NG
capt ur eBuf f er Packet Lengt h I nt eger 32,
capt ur eBuf f er Packet Ti ne I nt eger 32,
capt ur eBuf f er Packet St at us I nt eger 32

}
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capt ur eBuf f er Control | ndex OBJECT- TYPE

SYNTAX I nteger32 (1..65535)

MAX- ACCESS r ead- onl y

STATUS current

DESCRI PTI ON
"The index of the bufferControl Entry with which
this packet is associated."

c:={ captureBufferEntry 1}

capt ur eBuf f er | ndex OBJECT- TYPE

SYNTAX I nteger32 (1..2147483647)

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"An index that uniquely identifies an entry
in the captureBuffer table associated with a
particul ar bufferControl Entry. This index will
start at 1 and increase by one for each new packet
added with the sane capt ureBufferControl | ndex.

Shoul d this val ue reach 2147483647, the next packet
added with the sane captureBufferControl | ndex shall

cause this value to wap around to 1."
::={ captureBufferEntry 2 }

capt ur eBuf f er Packet | D OBJECT- TYPE

SYNTAX I nt eger 32

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"An index that describes the order of packets
that are received on a particular interface.
The packet| D of a packet captured on an
interface is defined to be greater than the
packet I D's of all packets captured previously on
the sane interface. As the captureBufferPacketlD
obj ect has a nmaxi num positive value of 2731 - 1,
any capt ureBuf ferPacket| D object shall have the

val ue of the associated packet’s packetl D nod 2731."

::={ captureBufferEntry 3 }

capt ur eBuf f er Packet Dat a OBJECT- TYPE
SYNTAX OCTET STRI NG
MAX- ACCESS r ead-only
STATUS current
DESCRI PTI ON

"The data inside the packet, starting at the beginning

of the packet plus any offset specified in the
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associ at ed buffer Cont r ol Downl oadCf f set, including any

link I evel headers. The length of the data in this object

is the mnimmof the length of the captured packet m nus

the offset, the length of the associated

buf f er Control CaptureSliceSi ze mnus the offset, and the

associ at ed bufferControl Downl cadSliceSize. |f this mninmm

is less than zero, this object shall have a |l ength of zero."
::={ captureBufferEntry 4 }

capt ur eBuf f er Packet Lengt h OBJECT- TYPE

SYNTAX I nt eger 32

UNI TS "Cctets”

MAX- ACCESS r ead- onl y

STATUS current

DESCRI PTI ON
"The actual length (off the wire) of the packet stored
in this entry, including FCS octets."

::={ captureBufferEntry 5 }

capt ur eBuf f er Packet Ti me OBJECT- TYPE

SYNTAX I nt eger 32

UNI TS "M11liseconds"

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"The nunber of mlliseconds that had passed since
this capture buffer was first turned on when this
packet was captured."

::={ captureBufferEntry 6 }

capt ur eBuf f er Packet St at us OBJECT- TYPE
SYNTAX I nt eger 32
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"A value which indicates the error status of this packet.

The value of this object is defined in the sane way as
filterPktStatus. The value is a sum This sum
initially takes the value zero. Then, for each

error, E, that has been discovered in this packet,

2 raised to a value representing E is added to the sum

The errors defined for a packet captured off of an
Et hernet interface are as foll ows:

bit # Error
0 Packet is longer than 1518 octets
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Packet is shorter than 64 octets

Packet experienced a CRC or Alignnent error
First packet in this capture buffer after

it was detected that sone packets were

not processed correctly.

4 Packet’s order in buffer is only approxi mate
(May only be set for packets sent from

t he probe)

WN P

For exanple, an Ethernet fragnent would have a
val ue of 6 (2"1 + 272).

As this MB is expanded to new nedia types, this object
wi Il have other nedia-specific errors defined."
::={ captureBufferEntry 7 }

-- The Event G oup

-- Inplenentation of the Event group is optional
-- Consult the MODULE-COWLI ANCE macro for the authoritative
-- conformance information for this MB.

-- The Event group controls the generation and notification

-- of events fromthis device. Each entry in the eventTable

-- describes the paraneters of the event that can be triggered.
-- Each event entry is fired by an associ ated condition | ocated
-- elsewhere in the MB. An event entry may al so be associ at ed
-- with a function el sewhere in the MB that will be executed
-- when the event is generated. For exanple, a channel may

-- be turned on or off by the firing of an event.

-- Each eventEntry may optionally specify that a log entry

-- be created on its behal f whenever the event occurs.

-- Each entry may al so specify that notification should

-- occur by way of SNMP trap nessages. In this case, the

-- community for the trap nessage is given in the associ ated

-- eventConmmunity object. The enterprise and specific trap

-- fields of the trap are determi ned by the condition that

-- triggered the event. Two traps are defined: risingA arm and
-- fallingAlarm |If the eventTable is triggered by a condition
-- specified el sewhere, the enterprise and specific trap fields
-- must be specified for traps generated for that condition

event Tabl e OBJECT- TYPE

SYNTAX SEQUENCE OF EventEntry
MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON
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"Alist of events to be generated."
o= { event 1}

event Entry OBJECT- TYPE

SYNTAX EventEntry

MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON
"A set of paraneters that describe an event to be generated
when certain conditions are net. As an exanple, an instance
of the eventLastTi mneSent object m ght be naned
event Last Ti meSent . 6"

| NDEX { eventl ndex }

o= { eventTable 1}

EventEntry ::= SEQUENCE ({
event | ndex I nt eger 32,
event Descri ption Di splayString,
event Type | NTEGER,
event Communi ty OCTET STRI NG
event Last Ti neSent Ti meTi cks,
event Oaner Owner Stri ng,
event St at us EntrySt at us

}

event | ndex OBJECT- TYPE

SYNTAX I nteger32 (1..65535)

MAX- ACCESS r ead-onl y

STATUS current

DESCRI PTI ON
"An index that uniquely identifies an entry in the
event table. Each such entry defines one event that
is to be generated when the appropriate conditions
occur."

::={ eventEntry 1}

event Descri pti on OBJECT- TYPE

SYNTAX Di splayString (SIZE (0..127))
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON

"A comment describing this event entry."
::={ eventEntry 2}

event Type OBJECT- TYPE

SYNTAX | NTEGER {
none(1),
log(2),
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snnpt rap(3), -- send an SNWP trap
| ogandtrap(4)

}
MAX- ACCESS r ead-create

STATUS current

DESCRI PTI ON
"The type of notification that the probe will nake
about this event. In the case of log, an entry is
made in the log table for each event. 1In the case of

snnp-trap, an SNWP trap is sent to one or nore
managenent stations.”
::={ eventEntry 3}

event Conmuni ty OBJECT- TYPE

SYNTAX OCTET STRING (Sl ZE (0..127))

MAX- ACCESS read-create

STATUS current

DESCRI PTI ON
"If an SNVP trap is to be sent, it will be sent to
the SNVP community specified by this octet string."

c:={ eventEntry 4}

event Last Ti meSent OBJECT- TYPE

SYNTAX Ti meTi cks

MAX- ACCESS r ead- onl y

STATUS current

DESCRI PTI ON
"The val ue of sysUpTine at the tine this event
entry |l ast generated an event. |If this entry has
not generated any events, this value will be
zero."

::={ eventEntry 5}

event Omer OBJECT- TYPE
SYNTAX Owner String
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
"The entity that configured this entry and is therefore
using the resources assigned to it.

If this object contains a string starting with 'nonitor’
and has associated entries in the log table, all connected
managenment stations should retrieve those |og entries,
as they may have significance to all managenent stations
connected to this device"

::={ eventEntry 6 }
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event St at us OBJECT- TYPE
SYNTAX EntrySt at us
MAX- ACCESS read-create
STATUS current
DESCRI PTI ON
"The status of this event entry.

If this object is not equal to valid(1l), all associated
log entries shall be deleted by the agent."
::={ eventEntry 7 }

| ogTabl e OBJECT- TYPE
SYNTAX SEQUENCE OF LogEntry
MAX- ACCESS not - accessi bl e
STATUS current
DESCRI PTI ON
"Alist of events that have been | ogged."
.= { event 2}

| ogEntry OBJECT- TYPE

SYNTAX LogEntry

MAX- ACCESS not - accessi bl e

STATUS current

DESCRI PTI ON
"A set of data describing an event that has been
| ogged. For exanple, an instance of the | ogDescription
obj ect might be nanmed | ogDescri ption. 6. 47"

I NDEX { | ogEventlIndex, | oglndex }

::={ logTable 1 }

LogEntry ::= SEQUENCE {
| ogEvent | ndex I nt eger 32,
| ogl ndex I nt eger 32,
| ogTi me Ti meTi cks,
| ogDescription Di spl ayString
}
| ogEvent | ndex OBJECT- TYPE
SYNTAX I nt eger 32 (1..65535)
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON

"The event entry that generated this |og

entry. The log identified by a particul ar

val ue of this index is associated with the sane
eventEntry as identified by the sanme val ue

of eventl| ndex."
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::={ logEntry 1}

| ogl ndex OBJECT- TYPE
SYNTAX I nteger32 (1..2147483647)
MAX- ACCESS r ead-only
STATUS current
DESCRI PTI ON
"An index that uniquely identifies an entry
in the log table anongst those generated by the
same eventEntries. These indexes are
assigned beginning with 1 and increase by one
with each new log entry. The association
bet ween val ues of |oglndex and | ogEntries
is fixed for the lifetine of each | ogEntry.
The agent may choose to del ete the ol dest
i nstances of logEntry as required because of
| ack of menory. It is an inplenentation-specific
matter as to when this deletion nmay occur.”
::={ logEntry 2}

| ogTi me OBJECT- TYPE
SYNTAX Ti meTi cks
MAX- ACCESS r ead-onl y
STATUS current
DESCRI PTI ON
"The val ue of sysUpTime when this log entry was created
c:={ logEntry 3}

| ogDescri pti on OBJECT- TYPE

SYNTAX Di splayString (SIZE (0..255))

MAX- ACCESS r ead- onl y

STATUS current

DESCRI PTI ON
"An inpl enentati on dependent description of the
event that activated this log entry."

::={ logEntry 4}

-- Renote Network Monitoring Traps

rmonEvent sV2 OBJECT- | DENTI TY

STATUS current
DESCRI PTI ON "Definition point for RMON notifications."
::={ rmon 0 }

ri si ngAl arm NOTI FI CATI ON- TYPE
OBJECTS { al arm ndex, al arnVariabl e, al arnGanpl eType,
al arnval ue, al arnRi si ngThreshol d }
STATUS  current
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DESCRI PTI ON
"The SNWP trap that is generated when an alarm
entry crosses its rising threshold and generates
an event that is configured for sending SNW
traps."

::={ rnonEventsV2 1 }

fallingAl arm NOTI FI CATI ON- TYPE
OBJECTS { al arm ndex, al arnVari abl e, al arnBSanpl eType,
al arnval ue, al arnfal lingThreshold }

STATUS current

DESCRI PTI ON
"The SNWP trap that is generated when an al arm
entry crosses its falling threshold and generates
an event that is configured for sending SNWP
traps."

::={ rnonEventsV2 2 }

-- Conformance infornation

rmonConpl i ances OBJECT | DENTI FI ER : :
rmonG oups OBJECT | DENTI FI ER ::

{ rmonConformance 9 }
{ rnonConformance 10 }

-- Conpliance Statenents
r monConpl i ance MODULE- COMPLI ANCE
STATUS current
DESCRI PTI ON
"The requirenents for conformance to the RMON M B. At | east
one of the groups in this nodul e nust be inplenented to
conformto the RMON M B. Inplenentations of this MB
nmust al so inplenent the systemgroup of MB-I1 [16] and the
IF-MB [17]."
MODULE -- this nodul e

GROUP r nonEt her St at sGr oup
DESCRI PTI ON
"The RMON Et hernet Statistics Goup is optional."

GROUP r nmonHi st or yCont r ol G oup
DESCRI PTI ON
"The RMON History Control Goup is optional."

GROUP r nonEt her net Hi st or yGr oup
DESCRI PTI ON
"The RMON Et hernet History Goup is optional."

GROUP r nonAl ar nar oup
DESCRI PTI ON
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"The RMON Alarm Group is optional."

GROUP r monHost Gr oup
DESCRI PTI ON
"The RMON Host Group is nmandatory when the
r monHost TopNG oup i s inplenented."

GROUP r nonHost TopNG oup
DESCRI PTI ON
"The RMON Host Top N Group is optional."

GROUP r nonMat ri XGr oup
DESCRI PTI ON
"The RMON Matrix Group is optional."

GROUP rnonFilterGoup
DESCRI PTI ON
"The RMON Filter Goup is nandatory when the
r monPacket Capt ureG oup is inplenented.”

GROUP r nonPacket Capt ur eG oup
DESCRI PTI ON
"The RMON Packet Capture Group is optional."

GROUP r monEvent Group
DESCRI PTI ON
"The RMON Event Group is nmandatory when the
rmonAl arm& oup is inplenented.”
::={ rrmonConpliances 1}

r monkt her St at sG oup OBJECT- GROUP
OBJECTS {

et her St at sl ndex, et her St at sDat aSour ce,
et her St at sDropEvents, etherStatsCctets, etherStatsPkts,
et her St at sBroadcast Pkts, etherStatsMil ticastPkts,
et her St at sCRCAl i gnErrors, etherStatsUndersizePkts,
et her St at sOver si zePkt s, et her St at sFragnent s,
et her St at sJabbers, etherStatsCollisions,
et her St at sPkt s64Cct ets, et her St at sPkt s65t 0127Cct et s,
et her St at sPkt s128t 0255Cct et s,
et her St at sPkt s256t 0511Cct et s,
et her St at sPkt s512t 01023Cct et s,
et her St at sPkt s1024t 01518Cct et s,
et her St at sOwner, ether StatsStatus

}
STATUS current

DESCRI PTI ON
"The RMON Et hernet Statistics G oup.”
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::={ rnmonGoups 1}

r monHi st oryCont r ol G oup OBJECT- GROUP
OBJECTS {
hi st oryCont r ol | ndex, hi st oryContr ol Dat aSour ce,
hi st or yCont r ol Bucket sRequest ed,
hi st or yCont r ol Bucket sGranted, historyControllnterval,
hi st oryCont rol Owner, historyControl Status

}
STATUS current
DESCRI PTI ON
"The RMON Hi story Control G oup."
::={ rnmonGoups 2}

r monkt her net Hi st or yGroup OBJECT- GROUP
OBJECTS {

et her Hi st oryl ndex, et herHi storySanpl el ndex,
etherHi storylnterval Start, etherHistoryDropEvents,
etherHi storyCctets, etherHi storyPkts,
et her Hi st or yBr oadcast Pkts, etherH storyMilticast Pkt s,
et her Hi st or yCRCAl i gnErrors, etherH storyUndersi zePkt s,
et her Hi st oryOver si zePkt s, etherHi storyFragnments,
et her Hi st oryJabbers, etherHi storyCollisions,
etherHi storyUtilization

}
STATUS current
DESCRI PTI ON
"The RMON Et hernet History G oup."
::={ rmonGoups 3}

r monAl ar & oup OBJECT- GROUP
OBJECTS {
al arm ndex, alarm nterval, alarnVariable,
al ar nSanpl eType, al arnmval ue, al arnttart upAl arm
al arnRi si ngThreshol d, al arnfal | i ngThr eshol d,
al ar nRi si ngEvent | ndex, al arnfal | i ngEvent | ndex,
al ar mowner, al ar nSt at us

}
STATUS current
DESCRI PTI ON
"The RMON Al arm G oup. "
::={ rnmonGoups 4 }

r nonHost G oup OBJECT- GROUP
OBJECTS {
host Contr ol I ndex, host Cont r ol Dat aSour ce,
host Cont r ol Tabl eSi ze, host Contr ol Last Del et eTi ne,
host Cont r ol Omer, host Cont rol St at us,
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host Addr ess, host Creati onOrder, host| ndex,

host | nPkts, host Qut Pkts, hostlnCctets,

host Qut Cctets, host Qut Errors, host Qut Broadcast Pkt s,
host Gut Mul ti cast Pkts, host Ti neAddr ess,

host Ti neCreati onOrder, host Ti nel ndex,

host Ti nel nPkts, host Ti neQut Pkts, host Ti nel nCctets,

host Ti neQut Cctets, host Ti neQut Errors,

host Ti neQut Br oadcast Pkts, host Ti neQut Mul ti cast Pkts

}
STATUS current
DESCRI PTI ON
"The RMON Host Group."
::={ rnmonGoups 5}

r monHost TopNG oup OBJECT- GROUP
OBJECTS {

host TopNCont r ol | ndex, host TopNHost | ndex,
host TopNRat eBase, host TopNTi neRenmai ni ng,
host TopNDur ati on, host TopNRequest edSi ze,
host TopNGr ant edSi ze, host TopNSt art Ti ne,
host TopNOamner, host TopNSt at us,

host TopNReport, host TopN ndex,

host TopNAddr ess, host TopNRat e

}
STATUS current
DESCRI PTI ON
"The RMON Host Top 'N Group."
::={ rmonG oups 6 }

rmonMatri xGroup OBJECT- GROUP
OBJECTS {

mat ri xControl | ndex, matri xContr ol Dat aSour ce,
mat ri xCont rol Tabl eSi ze, matri xContr ol Last Del et eTi ne,
matri xControl Owmer, matri xContr ol St at us,
mat r i xSDSour ceAddr ess, matri xSDDest Addr ess,
mat ri xSDI ndex, matri xSDPkt s,
matri xSDOctets, matri xSDErrors,
mat r i xDSSour ceAddr ess, mat ri xDSDest Addr ess,
mat ri xDSI ndex, matri xDSPkt s,
matri xDSCQctets, matri xDSErrors

}
STATUS current
DESCRI PTI ON
"The RMON Matrix G oup."
:={ rmonGoups 7 }

ronFi | t er G oup OBJECT- GROUP
OBJECTS {
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filterlndex, filterChannellndex, filterPktDataCOfset,
filterPktData, filterPktDataMask,
filterPktDat aNot Mask, filterPktStatus,
filterPktStatusMask, filterPktStatusNotMask,
filterOwmer, filterStatus,

channel I ndex, channel | f1 ndex, channel Accept Type,
channel Dat aControl , channel Tur nOnEvent | ndex,

channel Tur nOf f Event | ndex, channel Event | ndex,

channel Event St at us, channel Mat ches,

channel Descri pti on, channel Omer, channel St atus

}
STATUS current
DESCRI PTI ON
"The RMON Filter G oup."
::={ rmonG oups 8 }

r ronPacket Capt ur eG oup OBJECT- GROUP
OBJECTS {

buf f er Control | ndex, buffer Control Channel | ndex,
buf ferControl Ful | Status, bufferControl Ful | Acti on,
buf f er Control CaptureSliceSi ze,
buf f er Cont r ol Downl oadSl i ceSi ze,
buf f er Cont r ol Downl cad f set
buf f er Cont r ol MaxCct et sRequest ed,
buf f er Cont r ol MaxCct et sGr ant ed,
buf f er Cont r ol Capt ur edPacket s,
buf f er Cont r ol Tur nOnTi ne,
buf f er Cont r ol Omer, bufferControl Status,
capt ur eBuf f er Control | ndex, captureBufferlndex,
capt ur eBuf f er Packet | D, capt ur eBuf f er Packet Dat a,
capt ur eBuf f er Packet Lengt h, capt ur eBuf f er Packet Ti ne,
capt ur eBuf f er Packet St at us

}
STATUS current
DESCRI PTI ON
"The RMON Packet Capture G oup.”
::={ rnmonGoups 9 }

rmonEvent G oup OBJECT- GROUP
OBJECTS {
event | ndex, eventDescription, event Type,
event Conmuni ty, eventLast Ti neSent,
event Onner, event St at us,
| ogEvent I ndex, | ogl ndex, | ogTi e,
| ogDescri ption

}
STATUS current
DESCRI PTI ON
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6.

"The RMON Event G oup."
::={ rmonG oups 10 }

rmonNoti ficati onG oup NOTI FI CATI ON- GROUP
NOTI FI CATIONS { risingAlarm fallingAl arm}
STATUS current
DESCRI PTI ON
"The RMON Notification Goup."
= { rmonGroups 11 }

END

Security Considerations

In order to inplenent this MB, a probe must capture all packets on
the Il ocally-attached network, including packets between third
parties. These packets are analyzed to collect network addresses,
prot ocol usage information, and conversation statistics. Data of this
nature may be considered sensitive in sone environments. In such
environnents the administrator may wish to restrict SNWP access to

t he probe.

This M B al so includes functions for returning the contents of
captured packets, potentially including sensitive user data or
passwords. It is recommended that SNWVP access to these functions be
restricted.

There are a nunber of nanagenent objects defined in this MB that
have a MAX- ACCESS cl ause of read-wite and/or read-create. Such
obj ects nmay be considered sensitive or vulnerable in some network
environnents. The support for SET operations in a non-secure

envi ronnment wi t hout proper protection can have a negative effect on
net wor k operati ons.

SNWPv1 by itself is not a secure environment. Even if the network
itself is secure (for exanple by using |IPSec), even then, there is no
control as to who on the secure network is allowed to access and

CET/ SET (read/ change/ create/delete) the objects in this MB.

It is recommended that the inplenentors consider the security
features as provided by the SNWPv3 framework. Specifically, the use
of the User-based Security Mddel RFC 2574 [12] and the Vi ew based
Access Control Model RFC 2575 [15] is recomended.

It is then a custoner/user responsibility to ensure that the SNW
entity giving access to an instance of this MB, is properly
configured to give access to the objects only to those principals
(users) that have legitimate rights to indeed GET or SET
(change/ creat e/ del ete) them
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