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Abstract

The design space for reliable nmulticast is rich, with nmany possible
sol uti ons havi ng been devi sed. However, application requirenments
serve to constrain this design space to a relatively small solution
space. This docunent provides an overview of the design space and
the ways in which application constraints affect possible solutions.

1. Introduction

The term "general purpose reliable nulticast protocol" is something
of an oxynoron. Different applications have different requirenments
of a reliable nulticast protocol, and these requirenents constrain
the design space in ways that two applications with differing

requi renents often cannot share a single solution. There are however
many successful reliable nulticast protocol designs that serve nore
speci al purpose requirenments well.

In this docunent we attenpt to review the design space for reliable
mul ticast protocols intended for bulk data transfer. The term bul k
data transfer should be taken as having broad neaning - the nain

limtations are that the data streamis continuous and long lived -

Handl ey, et al. I nf or mat i onal [ Page 1]



RFC 2887 Miul ticast Design Space for Bul k Data Transfer August 2000

constraints necessary for the forns of congestion control we
currently understand. The purpose of this reviewis to gather
toget her an overview of the field and to nake explicit the
constraints inposed by particul ar nmechani snms. The aimis to provide
gui dance to the standardi zati on process for protocols and protoco
buil ding blocks. 1In doing this, we cluster potential solutions into
a nunber of |oose categories - real protocols nay be conposed of
nmechani sns from nore than one of these clusters
The main constraint on solutions is inposed by the need to scale to
| arge receiver sets. For small receiver sets the design space is
much | ess restricted.

2. Application Constraints
Application requirenents for reliable multicast (RM are as broad and
varied as the applications thensel ves. However, there are a set of
requirenents that significantly affect the design of an RM protocol
A brief list includes:
o Does the application need to know that everyone received the data?

o Does the application need to constrain differences between
receivers?

0 Does the application need to scale to | arge nunbers of receivers?
0 Does the application need to be totally reliable?

o Does the application need ordered data?

o Does the application need to provide | owdelay delivery?

0 Does the application need to provide time-bounded delivery?

o0 Does the application need nmany interacting senders?

0o Is the application data flow intermttent?

0 Does the application need to work in the public Internet?

0 Does the application need to work without a return path (e.g.
satellite)?

0 Does the application need to provide secure delivery?
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In the context of standardizing bulk data transfer protocols, we can
rule out applications with nultiple interacting senders and
intermttent data flows. It is not that these applications are

uni mportant, but that we do not yet have effective congestion contro
for such applications.

2.1. Did everyone receive the data?

In many applications a logically defined unit or units of data is to
be delivered to multiple clients, e.g., a file or a set of files, a
sof tware package, a stock quote or package of stock quotes, an event
notification, a set of slides, a frame or block froma video. An
application data unit (ADU) is defined to be a logically separable
unit of data that is useful to the application. In sonme cases, an
application data unit may be short enough to fit into a single packet
(e.g., an event notification or a stock quote), whereas in other
cases an application data unit may be nuch | onger than a packet
(e.g., a software package).

A protocol may optionally provide delivery confirmation to ensure
reliable delivery, i.e., a mechanismfor receivers to informthe
sender when data has been delivered. There are two types of
confirmation, at the application data unit |evel and at the packet
| evel . Application data unit confirmation is useful at the
application level, e.g., to informthe application about receiver
progress and to deci de when to stop sendi ng packets about a
particul ar application data unit. Packet confirmation is useful at
the transport level, e.g., to informthe transport |evel when it can
rel ease buffer space being used for storing packets for which
delivery has been confirned.

Some applications have a strong requirenment for confirmation that all
the receivers got an ADU, or if not, to be informed of which specific
receivers failed to receive the entire ADU Exanpl es include
applications where receivers pay for data, and reliable fil e-system
replication. Oher applications do not have such a requirenent. An
exanple is the distribution of free software.

If the application does need to know that every receiver got the ADU
then a positive acknow edgrment nust be received fromevery receiver,
al though it may be possible to aggregate these acknow edgnents. |f
the application needs to know precisely which receivers failed to get
the ADU, additional constraints are placed on acknow edgnent
aggregati on.

It should be noted that different nechani snms can be used for ADU

| evel confirmation and packet-level confirmation in the same
application. For exanple, an ADU-level confirmation nechani smusing
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positive acknow edgnents may sit on top of a packet-level NACK or
FEC-based transport. Typically this only nakes sense when ADUs are
significantly larger than a single packet.

2.2. Constraining differences

Sonme applications need to constrain differences between receivers so
that the data reception characteristics for all receivers falls
within some range. An exanple is a stock price feed, where it is
unacceptable for a receiver to suffer delivery that is del ayed
significantly nore than any other receiver

This requirenent is difficult to satisfy w thout harm ng perfornance.
Typically solutions involve not sending nore than a linited anount of
new data until positive acknow edgnents have been received from al
the receivers. Such a solution does not cope with network and end-
system failures well.

2.3. Receiver Set Scaling

There are many applications for RMthat do not need to scale to |arge
nunbers of receivers. For such applications, a range of solutions
may be avail able that are not avail able for applications where
scaling to large receiver sets is a requirenent.

A protocol nust achieve good throughput of application data units to
receivers. This nmeans that nost data that is delivered to receivers
is useful in recovering the application data unit that they are
trying to receive. A protocol must also provide good congestion
control to fairly share the avail abl e network resources between all
applications. Receiver set scaling is one of the nost inportant
constraints in nmeeting these requirenments, because it strictly linmts
the mechani snms that can be used to achi eve these requirenments to
those that will efficiently scale to a |large receiver popul ation
Acknowl edgenent packets have been enpl oyed by many systens to achieve
these goals, but it is inportant to understand the strength and
limtations of different ways of using such packets.

In a very small system it may be acceptable to have the receivers
acknow edge every packet. This approach provides the sender with the
maxi mum amount of information about reception conditions at all the
receivers, information that can be used both to achi eve good

t hroughput and to achi eve congesti on control
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For larger systens, such "flat ACK' schenmes cause acknow edge

i mpl osions at the sender. Attenpts have been made to reduce this
probl em by sendi ng aggregate ACKs infrequently [ RMAT98, BC94], but it
is very difficult to incorporate effective congestion control into
such protocol s because of the spareceness of feedback

Usi ng negative acknow edgnents (NACKs) instead of ACKs reduces this
problemto one of NACK inplosion (only fromthe receivers missing the
packets), and because the sender really only needs to know that at

| east one receiver is mssing data in order to achi eve good

t hroughput, various NACK suppressi on nechani sns can be appli ed.

An alternative to NACKs is ACK aggregation, which can be done by
arranging the receivers into a logical tree, so that each | eaf sends
ACKs to its parent which aggregates them and passes themon up the
tree. Tree-based protocols scale well, but tree formation can be
probl emati c.

O her ACK topol ogies such as rings are al so possible, but are often
nore difficult to formand naintain than trees are. An alternative
strategy is to add nechanisns to routers so that they can help out in
achi evi ng good throughput or in reducing the cost of achieving good

t hr oughput .

Al'l these solutions inprove receiver set scaling, but they all have
limts of one formor another. One class of solutions scales to an
infinite nunber of receivers by having no feedback channel whatsoever
in order to achieve good throughput. These open-loop sol utions take
the initial data and encode it using an FEC style nechanism This
encoded data is transmitted in a continuous stream Receivers then
join the session and receive packets until they have sufficient
packets to decode the original data, at which point they |eave the
sessi on.

Thus, it is clear that the intended scale of the session constrains
the possible solutions. Al solutions will work for very snal
sessions, but as the intended receive set increases, the range of
possi bl e solutions that can be depl oyed safely decreases.

It should al so be noted that hybrids of these mechanisns are
possi bl e, and that using one mechani sm at the packet-level and a
different (typically higher overhead) solution at the ADU | evel nmay
al so scale reasonably if the ADUs are | arge conpared to packets.
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2.4, Total vs Senmi-reliable

Many applications require delivery of application data units to be
totally reliable; if any of the application data unit is m ssing,
none of the received portion of the application data unit is useful
File transfer applications are a good exanpl e of applications
requiring total reliability.

However, some applications do not need total reliability. An exanple
i s audi o broadcasting, where m ssing packets reduce the quality of
the received audi o but do not render it unusable. Such applications
can sonetinmes get by without any additional reliability over native
IPreliability, but often having a seni-reliable multicast protocol
is desirable.

2.5. Time-bounded Delivery

Many applications just require data to be delivered to the receivers
as fast as possible. They have no absol ute deadline for delivery.

However, sone applications have hard delivery constraints - if the
data does not arrive at the receiver by a certain time, there is no
point in delivering it at all. Such tinme-boundedness nay be as a
result of real-tinme constraints such as with audi o or video
streaming, or as the result of new data superseding old data. In
both cases, the requirenent is for the application to have a greater
degree of control over precisely what the application sends at which
time than mght be required with applications such as file transfer.

Ti me- bounded delivery usually also inplies a sem -reliable protocol
but the converse does not necessarily hold.

3. Network Constraints

The properties of the network in which the application is being
depl oyed may thensel ves constrain the reliable nulticast design

space.
3.1. Internet vs Intranet
In principle the Internet and intranets are the same. |In practice

however, the fact that an intranet is under one adninistration m ght
all ow for solutions to be configured that can not easily be done in

the public Internet. Thus, if the data is of very high value, it

nmi ght be appropriate to enhance the routers to provide assistance to
areliable multicast transport protocol. |In the public Internet, it
is less likely that the additional expense required to support this

state in the routers would be acceptable.
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3.2. Return Path

In principle, when feedback is required fromreceivers, this feedback
can be nmulticast or unicast. Milticast feedback has advant ages,
especially in NACK-based protocols where it is valuable for NACK
suppression. However, it is not clear at this tinme whether all |SPs
will allow all menbers of a session to send to that session. |f
mul ti cast feedback is not allowed, then unicast feedback can al nost

al ways be substituted, although often at the expense of additiona
messages and nechani sns.

Sonme networks may not allow any form of feedback however. The
primary exanple of this occurs with satellite broadcasts where the
back channel nmay be very narrow or even non-existent. For such
networ ks the solution space is very constrained - only FEC-based
encodi ngs have any real chance of working. |If the receivers are
direct satellite receivers, then no congestion control is needed, but
it is dangerous to nake such assunptions because it is possible for a
satellite hop to feed downstream networks. Thus, congestion contro
still needs to be considered with solutions that do not have a return
pat h.

3. 3. Net wor k Assi st ance

A reliable nulticast protocol nust involve nechanisns running in end
hosts, and nust involve routers forwardi ng nmulticast packets.

However under sone circunstances, it is possible to rely on sone
addi ti onal degree of assistance fromnetwork elenents. Broadly
speaki ng we can cluster RM protocols into four classes depending on
the degree of support received fromother network el enents.

No Additional Support
The routers nmerely forward packets, and only the sender and
recei vers have any reliable nulticast protocol state.

Layered Approaches
Data is split across nultiple nulticast groups. Receivers join
appropriate groups to receive only the traffic they require. This
may in some cases require fast join or leave functionality from
the routers, and may require nore forwarding state in the routers.

Server - based Approaches
Addi tional nodes are used to assist with data delivery or feedback
aggregation. These additional nodes might not be normal senders
or receivers, and nmay be present on the distribution or feedback
tree only to provide assistance to the reliable nulticast
protocol. They would not otherw se receive the multicast traffic.
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Rout er - based Appr oaches
Wth router-based approaches, routers on the nornal data
distribution tree fromthe sender to the receivers assist in the
delivery of data or feedback aggregati on or suppression. As
routers can directly influence nulticast routing, they have nore
control over which traffic goes to which group nenbers than
server - based approaches. However routers do not normally have a
| arge anobunt of spare nmenory or processing power, which restricts
how much functionality can be placed in the routers. In addition
router code is normally nore difficult to upgrade than application
code, so router-based approaches need to be very general as they
are nore difficult to deploy and to change.

4. Good Throughput Mechani sns

Two main concerns that a RM protocol nust address are congestion
control and good throughput. Packet loss plays a major role with
respect to both concerns. The primary synptom of congestion in nany
networks is packet |loss. The prinmary obstacle that nust be overcone
to achi eve good throughput is packet |oss. Thus, neasuring and
reacting to packet loss is crucial to address both concerns. RM
solutions that address these concerns can be roughly categorized as
usi ng one or nore of the follow ng techniques:

o Data packet acknow edgnent.
0 Negative acknow edgnent of m ssing data packets.
0 Redundancy allow ng not all packets to be received.

These techni ques thensel ves can be usefully subdivided, so that we
can exanine the parts of the requirenent space in which each
nmechani sm can be deployed. 1In this section, we focus on using these
mechani sms for achi eving good throughput, and in the next section we
focus on using these nechani sns for congestion control

4.1. ACK-based Mechani sns

The sinpl est ACK-based nmechani sminvol ves every receiver sending an
ACK packet for every data packet it receives and resendi ng packets
that are lost by any receiver. Such nechanisns are limted to very
smal | receiver groups by the inplosion of ACKs received at the
sender, and for this reason they are inpractical for nost
applications.
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Putting nultiple ACKs into a single data packet [RWAM98] reduces the
i mpl osi on probl em by a constant anount, allow ng slightly |arger
receiver groups. However a linmit is soon reached whereby feedback to
the sender is too infrequent for sender-based congestion contro
mechani sms to work reliably.

Arranging the receivers into a ring [ WKMB4] whereby an "ACK-token" is
passed around the ring prevents the inplosion problemfor data.
However ring creation and nai ntenance may itself be problematic.

Also if ring creation does not take into account network topol ogy
(something which is difficult to achieve in practice), then the
nunber of ACK packets crossing the network backbone for each data
packet sent may increase Q(n) with the nunber of receivers.

4.1.1. Tree-based ACK Mechani sns

Arranging the receivers into a tree [ MAB+98, KCW8] whereby receivers
generate ACKs to a parent node, which aggregates those ACKs to its
parent in turn, is both nore robust and nore easily configured than a
ring. The ACK-tree is typically only used for ACK-aggregation - data
packets are nulticast fromthe sender to the receivers as nornal
Trees are easier to construct than rings because nore |oca

i nformati on can be used in their construction. Also they can be nore
fault tolerant than rings because node failures only affect a subset
of receivers, each of which can easily and |ocally decide to by-pass
its parent and report directly to the node one | evel higher in the
tree. Wth good ACK-tree formation, tree-based ACK mechani snms have
the potential to be one of the nost scal abl e RM sol uti ons.

To be sinple to deploy, tree-based protocols nust be sel f-organizing
- the receivers nmust formthe tree thensel ves using local information
in a scal able manner. Such nechani sns are possible, but are not
trivial. The main scaling linmtations of tree-based protocols
therefore cone fromthe tree formati on and nai nt enance nechani sns
rather than fromthe use of ACKs. Wthout such a scal able and
autonatic tree-formati on nechani sm tree-based protocols nust rely on
manual configuration, which significantly linits their applicability
(often to intranets) and (due to the conmplexity of configuration)
their scalability.

Orthogonal to the issue of tree formation is the issue of subtree
retransm ssion. Wth appropriate router nechanisns, or the use of
multiple multicast groups, it is possible to allow the internediate
tree nodes to retransmt missing data to the nodes below themin the
tree rather than relying on the original sender to retransnit the
data. This relies on there being a good correlation at the point of
the internedi ate node between the ACK tree and the actual data tree,
as well as there being a nechanismto constrain the retransnission to
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the subtree. A good automatic tree formati on nmechani sm conbined with
the use of administrative scoped multicast groups m ght provide such
a solution. Wthout such tree formati on nmechani sns, subtree
retransmssion is difficult to deploy in large groups in the public

i nternet. This could al so be solved by the use of transport-

| evel router mechanisns to assist or performretransnission, although
exi sting router nmechani sms [ FLST98] support NACK- based rather than
ACK- based protocol s.

Anot her inportant issue is the nature of the aggregation perforned at
interior nodes on the ACK-tree. Such nodes could

1. aggregate ACKs by sending a single ACK when all their children
have ACKed,

2. aggregate ACKs by listing all the children that have ACKed,
3. send an aggregated ACK with a NACK-I|i ke exception list.

For data packets, 1. is clearly nore scalable, and should be
preferred. However if the sender needs to know exactly which
receivers received the data, 2. and 3. provide this information
Fortunately, there is usually no need to do this on a per-packet
basis, but rather on a per-ADU basis. Doing 1. on a per packet
basis, and 3. on a per ADU basis is the nost scal able solution for
applications that need this information, and suffers virtually no
di sadvant age conpared to the other solutions used on a per-packet
basi s.

4.2. NACK-based nechani sns

I nstead of sending an ACK for every data packet received, receivers

can send a negative acknow edgnent (NACK) for every data packet they
di scover they did not receive. This has a nunber of advantages over
ACK- based mechani sns:

o The sender no | onger needs to know exactly how many receivers
there are. This renoves the topol ogy-buil ding phase needed for
ring- or tree-style ACK-based al gorithns.

o Fault-tolerance is nade sonewhat sinpler by making receivers
responsible for reliability.

0 Sender state can be significantly reduced because the sender does
not need to keep track of the receivers state.
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0 Only a single NACK is needed fromany receiver to indicate a
packet that is mssing by any nunber of receivers. Thus NACK
suppression is possible.

The di sadvantages are that it is nore difficult for the sender to
know that it can free transm ssion buffers, and that additiona
session |l evel nechanisns are needed if the sender really needs to
know if a particular receiver actually received all the data.
However for many applications, neither of these is an issue.

4.2.1. NACK Suppression

The key differences between NACK-based protocols is in how NACK-
suppression is perfornmed. The goal is for only one NACK to reach the
sender (or a node that can resend the nissing data) as soon as
possible after the loss is first noticed, and for only one copy of
the m ssing data to be received by those nodes needing

retransm ssion.

Di fferent nechanisns cone close to satisfying these goals in
di fferent ways.

0o SRM[FIMB5] uses randomtiners weighted by the round trip tine
bet ween the sender and each node mssing the data. This is
ef fective, but requires conputing the RTT to each receiver before
suppressi on works properly.

0 NTE [HC97] uses a sender-triggered nechani sm based on random keys
and sliding masks. This does not require randomtiners, and works
for very large sessions, but makes it difficult to provide the
constant | ow1level stream of feedback needed to perform congestion
control

0 AAP [Ha99] uses exponentially distributed randomtiners and is
effective for |arge sessions w thout needing to conpute the RTT to
each receiver.

0o PGM[FLST98] and LMs [ PPV98] use additional nechanisnms in routers
to suppress duplicate NACKs. In the case of PGV router
assi stance supplinents SRM stype randomtinmers and | ocalizes the
suppression so that the whol e group does not need suppressing.

The nost general of these nechanisns is probably exponentially

wei ghted randomtinmers. Although SRM style timers can reduce

f eedback del ay, they are harder to use correctly in situations where
all the RTTs are not known, or where the nunber of respondees is
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unknown. I n contrast, exponentially weighted randomtinmers work well
across a |large range of session sizes with good worst case del ay
characteristics.

Either formof randomtinmer based nechani sm can be suppl enented by
router-support where it is available. Sender triggered NACK
mechani snms (e.g. [HCO97]) are nore difficult to integrate with
rout er - based support mnechani sns.

4.3. Replication

Some RM protocols can be designed so as to not need explicit
reliability nechanisns except in conparatively rare cases. An
exanple is in a multicast ganme, where the position of a noving object
is continuously multicast. This positional stream does not require
additional reliability because a new position superseding the old one
will be sent before any retransm ssion could take place. However,
when the noving object interacts with other objects or stops noving,
then an explicit reliability nechanismis required to reliably send
the interaction information or |ast position.

It is not just ganes that can be built in this nanner - the NTE
shared text editor[HC97] uses just such a nmechanismw th changes to a
line of text. For every change the whole line is sent, and so |ong
as the user keeps typing no explicit reliability mechani smis needed.
The maj or advantage of replication is that it is not susceptible to
spatially uncorrel ated packet loss. Wth a traditional ACK or NACK
based protocol, the probability of any particul ar packet being
received by all the receivers in a large group can be very low. This
| eads to high retransm ssion rates. In contrast, replicated
streans do not suffer as the size of the receiver group increases -
different receivers lose different packets, but this does not

i ncrease network traffic.

4. 4, Packet -1 evel Forward Error Correction

Forward Error Correction (FEC) is a well known technique for
protecting data against corruption. For reliable multicast it is
nost useful in the formof erasure codes.

The sinplest form of packet-level FECis to take a group of packets
that is to be sent, and to XOR the packets together to forma
newpacket which is also sent. |If there were three original packets
plus the XOR packet sent, then if a receiver is missing any one of
the original data packets, but receives the XOR packet, then it can
reproduce the mssing original packet.
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More general erasure codes exist [BKKKLZ95], [Ri 97], [LMSSS97] that
al | ow the generation of n encoding packets fromk original data
packets. In such cases, so long as at least k of the n encoding
packets are received, then the k original data packets can be

repr oduced.

To apply FEC the sender groups data packets into rounds, and encoding
packets are produced based on all the data packets in a round. A
round rmay consist of all data packets in an entire application data
unit in sone cases, whereas in other cases it nmay consist of a group
of data packets that make up only a small portion of an application
data unit.

Usi ng erasure codes to repair packet loss is a significant

i mprovenent over sinple retransni ssion because the dependency on

whi ch packets have been lost is renoved. Thus, the amount of repair
traffic required to repair spatially uncorrel ated packet loss is
consi derably | essened.

We can divide packet-level FEC schenes into two categories: proactive
FEC and reactive FEC. The difference between the two is that for
proactive FEC the sender decides a priori how many encodi ng packets
to send for each round of data packets, whereas for reactive FEC the
sender initially transmts only the original data packets for each
round. Then, the sender uses feedback fromthe receivers to conpute
how many packets were | ost by the receiver that experienced the nost
loss in each round, and then only that nunber of additional encoding
packets are sent for that round. These encodi ng packets will then
al so serve to repair loss at the other receivers that are m ssing
fewer packets. The receivers report via ACKs or NACKs how nany
packets are mssing fromeach round. Wth NACKs, only the receiver

m ssing the nost packets need send a NACK for this round, so this is
used to weight the randomtiners in the NACK cal cul ation

Proactive and reactive FEC can be conbined, e.g., a certain anmount of
proactive FEC can be sent for each round and if there are receivers
that experience nore |oss than can be overcone by this for sone
rounds then they can request and receive additional encoding packets
for these rounds.

FEC is very effective at reducing the repair traffic for packet |oss.
However, it requires that the data to be sent to be grouped into
rounds, which can add to end-to-end | atency. For bul k-data
applications this is typically not a problem but this nmay be an
issue for interactive applications where replication may be a better
sol uti on.
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4.5, Layered FEC

An alternative use of packet |evel FEC is possible when data is
spread across several nulticast groups [RVC98], [BLMRI8]. In such
cases, the original k data packets are used to generate n encodi ng
packets, where n is nuch larger than k. The n encoded packets are
then striped across nultiple nulticast groups. Wen a receiver

wi shes to receive the original data it joins one or nore of the
mul ticast groups, and receives the encodi ng packets. Once it has
recei ved k different encodi ng packets, the receiver can then |eave
all the multicast groups and reconstruct the original data.

The prinmary inportance of such a layering is that it allows different
receivers to be able to receive the traffic at different rates
according to the avail able capacity. Such schenmes do not require any
form of feedback fromthe receivers to the sender to ensure good

t hroughput, and therefore the need for good throughput does not
constrain the size of the receiver set. However, to perform adequate
net wor k congestion control using receiver joins and leaves in this
manner nmay require coordination between nenbers that are behind the
same congested link fromthe sender. As described in the next
section, [RVCI98] suggests such a | ayered congestion control schene.

5. Congestion Control Mechani sns

The basic delivery nodel of the Internet is best-effort service. No
guarantees are given as to throughput, delay or packet |oss. End-
systens are expected to be adaptive, and to reduce their transm ssion
rate to a level appropriate for the congestion state of the network.
Al t hough increasingly the Internet will start to support reserved
bandwi dth and differentiated service classes for speciali st
applications, unless an end-system knows explicitly that it has
reserved bandwidth, it nust still perform congestion control

Broadl y speaking, there are five classes of single-sender nulticast
congestion control solution:

0 Sender-controlled, one group
A single multicast group is used for data distribution. Feedback
fromthe group nenbers is used to control the rate of this group

The goal is to transnit at a rate dictated by the sl owest
receiver.
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0 Sender-controlled, nultiple groups.

One initial nulticast group is adaptively subdivided into multiple
subgroups w th subdivisions centered on congestion points in the
network. Application-level relays buffer data froma group nearer
the original sender, and retransnit it at a slower rate into a
group further fromthe original sender. 1In this way, different
receivers can receiver the data at different rates. Sender-based
congestion control takes place between the nenbers of a subgroup
and their relay.

0 Receiver-controlled, one group

A single nmulticast group is used for data distribution. The
receivers deternmine if the sender is transnmitting too rapidly for
the current congestion state of the network, and they | eave the
group if this is the case.

0 Receiver-controlled, |ayered organization

A | ayered approach for how to conbine this scheme with a
congestion control protocol that requires no receiver feedback is
described in [RVC98]. The sender stripes data across nmultiple
mul ticast groups sinultaneously. Receivers join and |eave these
| ayered groups depending on their measurenents of the congestion
state of the network, so that the anpbunt of data being received is
al ways appropriate. However, this schene relies on receivers to
join and leave the different multicast groups in a coordi nated
fashi on behind a bottleneck link, and it has not yet been
conpletely confirned that this approach will scale in practice to
the Internet. As a result, nore work on this congestion contro
nmechani sm woul d be benefi ci al

0 Router-based congestion control

It is possible to add additional mechanisns to nulticast routers
to assist in nulticast congestion control. Such nechanisns could
i ncl ude:

o Conditional joins (a nmulticast join that specifies a loss rate
above which it is acceptable for the router to reject the
j oin).

0 Router filtering of traffic that exceeds a reasonable rate.
This may include nechanisns for filtering traffic at different
points in the network at different rates depending on |oca
congestion conditions [LVS99].
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o Fair queuing schenes conbined with end-to-end adaptation

Rout er - based schenes generally require nore state in network
routers than has traditionally been acceptable for backbone
routers. Thus, in the near-term such schenes are only likely to
be applicable for intranet sol utions.

For reliable nulticast protocols, it is inportant to consider
congestion control at the sanme time as reliability is being

consi dered. The sane nechani sns that are used to provide reliability
wi |l sonetinmes be used to provide congestion control

In the case of receiver-based congestion control, open-loop delivery
using FEC is the likely choice for achieving good throughput for
bul k- data transfer. This is because open-loop delivery requires no
feedback fromreceivers, and thus it is a perfect match with a

recei ver-based congestion-control mechani smthat operates w thout
feedback fromreceivers

6. Security Considerations

Ceneral |y speaking, security considerations have relatively little
ef fect on constraining the design space for reliable nulticast
protocols. The prinmary issues constraining the design space are al
related to receiver-set scaling. For authentication of the source
and of data integrity, receiver-set scaling is not a significant

i ssue. However, for data encryption, key distribution and
particularly re-keying may be significantly affected by receiver-set
scaling. Tree and graph based re-keying sol uti ons[ WHA98, WGL97] woul d
appear to be appropriate solutions to these problens. It is not

cl ear however that such re-keying solutions need to directly affect
the design of the data distribution part of a reliable nulticast

pr ot ocol

The primary question to consider for the security of reliable

nmul ticast protocols is the role of third-parties. |f nodes other
than the original source of the data are allowed to send or resend
data packets, then the security nodel for the protocol nust take this
into account. In particular, it nust be clear whether such third
parties are trusted or untrusted. A requirenment for trusted third
parties can nmake protocols difficult to deploy on the Internet.

Untrusted third parties (such as receivers that retransnit the data)
may be used so |ong as the data authentication nmechani sns take this
into account. Typically this means that the original sender
digitally signs and tinestanps the data, and that the third parties
resend this signed tinmestanped payl oad unnodifi ed.
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Unl i ke uni cast protocols, denial-of-service attacks on nulticast
transport state are easy if the protocol design does not take such
attacks into account. This is because any receiver can join the
session, and can then produce feedback that influences the progress
of a session involving many other receivers. Hence protection

agai nst deni al -of -service attacks on reliable nulticast protocols
nmust be carefully considered. A receiver that requests

retransm ssion of every packet, or that refuses to acknow edge
packets in an ACK-based protocol can potentially bring a reliable
mul ticast session to a standstill. Senders nust have appropriate
policy to deal with such conditions, and if necessary, evict the
receiver fromthe group. A single receiver nmasquerading as a |large
nunber of receivers may still be an issue under such circunstances
with protocols that support NACK-1ike functionality. Providing

uni que "keys" to each NACKer when they first NACK using a unicast
response mght potentially prevent such attacks.

Deni al - of -servi ce attacks caused by traffic flooding are however
somewhat easier to protect against than with unicast. Unwanted
senders can sinply be pruned fromthe distribution tree using the
mechani sms i npl emented in | GW v3[ CDT99].

7. Concl usi ons

In this docunent we present an overvi ew of the design space for
reliable multicast within the context of one-to-many bul k-dat a
transfer. Qther flavors of nulticast application are not considered
in this docunent, and hence the overview given should not be

consi dered inclusive of the design space for protocols that fal

out side the context of one-to-nany bul k-data transfer. During the
course of this overview, we have reaffirmed the notion that the
process of reliable nulticast protocol design is affected by a nunber
of factors that render the generation of a "one size fits al
solution" nmoot. These factors are then described to show how an
application’s needs serve to constrain the set of available

techni ques that may be used to create a reliable nmulticast protocol
We exani ned a nunber of basic techniques and to show how well they
can nmeet the needs of certain types of applications.

This docunent is intended to provide guidance to the | ETF comunity
regardi ng the standardi zation of reliable multicast protocols for

bul k-data transfer. G ven the degree to which application
requirenents constrain reliable nmulticast solutions, and the diverse
set of applications that need to be supported, it should be clear
that any standardi zati on work shoul d take great pains to be future-
proof. This would seemto inply not standardi zing conplete reliable
mul ticast transport protocols in one pass, but rather exam ning the
degree to which such protocols are separable into functional building
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bl ocks, and standardi zi ng these bl ocks separately to the naxi mum
degree that nakes sense. Such an approach allows for protocol
evol ution, and allows applications with new constraints to be
supported with maxi mal reuse of existing and tested mechani sns.
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