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Abstract
This docunent defines a new option to the Milticast Address Dynanic
Cient Allocation Protocol (MADCAP) to support nested scoping. The
new option’s purpose is to allowclients to | earn which scopes nest
i nsi de each other, and hence it may be used for expandi ng scope

searches or hierarchical nulticast transport.
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1. Introduction

The Multicast Address Dynamic Client Allocation Protocol (MADCAP)

[ RFC2730] affords client applications the ability to request
mul ti cast address allocation services fromnulticast address

al l ocation servers. As part of the Multicast Address Allocation
Architecture [ RFC2908], MADCAP gives clients the ability to reserve,
request, and extend | eases on nulticast addresses.

A new MADCAP option, the "Milticast Scope Nesting State" option is
proposed to allow clients to learn not only which scopes exist via
the existing "Multicast Scope List" option, but how these scopes nest
i nside each other. This new option will also afford clients the
ability to make better scope selections for a given session and al so
to construct hierarchies of adm nistratively scoped zones. These

hi erarchi es may then be used to perform expandi ng scope searches

i nstead of the expanding ring or increasing-TTL searches. Expanding
scope searches do not suffer fromthe Split-Horizon Effect present in
expandi ng ring searches, and therefore both sinplify protocol design
and provide better |ocalization.

1.1 Time-To-Live (TTL) Scoping Split Horizon Effect

Miul ti cast searching and | ocalized recovery transport techni ques that
rely on TTL scoping are known to suffer when deployed in a w de scale
manner. The failing lies in the split horizon effect shown below in
Figure 1. Here a requestor and responder nust each use a TTL that is
sufficiently large that they will reach the other. Wen they are
separated by many hops the TTL becones |arge and the nunber of
receivers within the nmulticast tree that only receive either the
request or the response can becone very | arge.
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Figure 1 : Split Horizon Problemfrom TTL scopi ng
1.2 Elimnating the Split Horizon Effect with Adnministrative Scoping

Ideally, a mechanismthat either elimnates or m nimnmzes the size of
the A and Cregions in Figure 1. as shown in Figure 2. is needed to
solve this problem One nechanismthat affords this ability is

adm ni strative scoping [ RFC2365], in which routers prevent the
passi ng of packets within a certain range of mnulticast addresses.
Routers that have this feature can be configured to provide a
perineter around a region of the network. This perineter is said to
enconpass an adnministratively scoped zone inside of which traffic
sent to that particular range of nulticast addresses can neither

| eave nor enter. Routers can construct and nanage adninistratively
scoped zones using the MZAP [ RFC2776] protocol.

Figure 2 : Elimnating the Split Horizon Effect
MZAP al so includes the ability to determ ne whether or not

adm ni stratively scoped regi ons nest inside one another. This allows
hi erarchi es such as that shown in Figure 1. to be constructed.
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Figure 3 : Adnmin Scope Zone Nesting Hierarchy exanple

A generic expandi ng scope search algorithm|[KERM that exploits the
exi stence of a hierarchy of administratively scoped zones is:

1) Starting with the small est known scope for the session, a
requestor in that session issues a request and waits for a reply.

2) If a node within that scope hears a request at a certain scope
that it can satisfy it sends a response at that sane scope,
possi bly after sonme random del ay to reduce duplicate responses.

3) Nodes that receive a response to a particular request while
waiting to send a response to that request, suppress their own
response.

4) |If a requestor issues a request to a scope, and does not hear a
response after a specified anbunt of time, it retransnits its
request at the sane scope a small nunber of additional tines.
Shoul d these retries fail to elicit a response, the requestor
i ncreases the scope to the next |largest scope and tries again.

5) Requestors increase the scope of the request according to step 4
until either a response is received, or the largest |egal scope
for the session is reached. Should attenpts to elicit a response
at the largest possible scope for the session fail to yield a
response, the requestor may conclude that the request cannot be
met .

1. 3. Term nol ogy
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and"OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].
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Thr oughout the rest of this docunent, the words "server" or "MADCAP
server" refer to a host providing nmulticast address all ocation

servi ces via MADCAP. The words "client" or "MADCAP client"” refer to a
host requesting multicast address allocation services via MADCAP

2. Multicast Nested Scoping State
Two scopes, X and Y, can be related in one of four possible ways.

1) X nests inside Y,

2) Y nests inside X

3) X and Y do not nest (the overlap case), and
4) X and Y nest inside each other.

The fourth case SHOULD be interpreted as neaning that X and Y have
exactly the sane border. This does not nean that X and Y are the same
scope since X and Y may correspond to different ranges of the
nmul ti cast address space.

This state MJUST be stored in the MADCAP servers which MJST all ow the
state to be updated as network conditions change. Each MADCAP server
SHOULD t herefore define two pieces of state that descri be whether
"scope X nests in scope Y' and vice versa. For the remainder of this
docunent the nesting relationship shall be denoted as the "/" where
XI'Y defines the relation "X nests inside Y'. This relation shall be
understood to take one of the values "true", or "false". Nesting
relationship state that is indeterm nate is considered to be "fal se"

3 Multicast Scope Nesting State Option

The "Ml ticast Scope Nesting State" option is proposed to augnent the
"Mul ticast Scope List" option within the MADCAP protocol by providing
additional information to applications about how scopes nest. The
proposed option is OPTIONAL, that is MADCAP servers MAY inpl ement
this new option, however they are not required to.

MADCAP servers shall learn this additional nesting infornmation by
nmeans of static configuration or via sone other protocol such as MZAP
[ RFC2776] that nanages adninistrative scopes in a dynanic fashion

3.1 Multicast Scope List Option

To understand the "Multicast Scope Nesting State" option one nust
first understand the "Multicast Scope List" option
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The Multicast Scope List option in MADCAP is used by MADCAP servers
to inform MADCAP clients of which zones are visible. Visible scopes
are enunerated inside the option as successive tuples, where each
tupl e consists of the follow ng information

o0 Scope I D
The smal | est address for the range of mnulticast addresses
covered by this scope.

0 Last Address:
The | argest address for the range of nulticast addresses
covered by this scope.

o TTL:
The TTL to be used when sendi ng nessages to this scope.

0 Nane(s):
One or nore | anguage specific nanes for the scope.

3.2 Representing the Miulticast Scope Nesting State

G ven a Milticast Scope List containing descriptions for n scopes one
can formn(n-1)/2 pairings. As was shown in section 2 each pairing
can take on one of four possible states. Thus, for a list of n scopes
there exists 2 pieces of information for each pairing for a total of
n(n-1) pieces of information regarding which scopes do and do not
nest inside each other

There are several ways to represent this state using full matrices,
sparse-matrices, and using lists of variable length lists. In the
interests of maximal efficiency and flexibility, the Milticast
Nesting State Option uses a bit-packed matrix approach. In this
approach a matrix is constructed using pieces of XY state where X is
the rowand Y is the colum. A "1" in the matrix neans that the
relationship "row nests inside colum"” is true, while a "0" neans
that this relationship is either false or indeterninate. The

di agonal of the matrix is renoved, since this is the case where X is
the sane as Y, and each row is then zero-padded to the next byte
boundary to give the final representation

An exanpl e of how a matrix would be constructed for the foll ow ng
scope nestings S1/S2, S2/S3, S2/S4, S3/S5, S4/ S5, Sb/S6, and S6/ S7.
Not e that a nunber of additional nesting relationships are inplied
fromthis set.
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Fi gure 4. Scope Nesting Exanpl e
3.3 Multicast Scope Nesting State Option Usage

The "Ml ticast Scope Nesting State" option is dependent upon the

"Mul ticast Scope List" option. This decision was nade according to
the follow ng reasoning. The Multicast Nest State Option requires
that the scopes be identified along with their nesting properties.
Since the informati on needed to describe a scope is contained in the
Mul ticast Scope List option and this information can change, the
MADCAP nessages that contain the Miulticast Scope Nesting State option
nmust be atonic and therefore nust include the "Milticast Scope List

Option".

Thus, the "Miulticast Scope Nesting State" option MJIST only be used in
messages that carry the "Miulticast Scope List" option, specifically:

ACK (in response to CETI NFO
Since the Miulticast Nest State option is dependent upon the Milticast

Scope List option, it MJUST NOT be included without the Milticast
Scope List option.
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Cients that need to explicitly learn the nesting relationships

bet ween scopes shoul d therefore send a GETI NFO nessage to the server
with the "Miulticast Scope List" AND "Multicast Scope Nesting State"
option codes listed in an Option Request option

4. Managi ng Dynami cally Nested Scopes

Scopes can either be manually or automatically configured. Wen
scopes are manual ly configured the rel ati onshi ps between themwi ||

al so be static, assuming that network does not partition due to
router failure. Should the network partition or heal after a
partition it is highly likely that the nesting relationships wll
change. Scope nesting relationships will also change as a network is
brought up or when a change is deliberately nade to a router either

t hrough manual reconfiguration or by some automatic means.

To ensure that nesting relationships are correctly deterni ned when
scope boundari es undergo change MADCAP servers MJST include a
mechani smthat allow for:

a) whether the nesting decision is still under consideration or
can be considered definitive, and therefore be announced to
MADCAP cl i ents.

b) whether one or both scopes for a particular nesting state entry
have been destroyed, and hence whether the nesting state should
t heref ore be di scarded.

c) whether the scope boundaries have changed so that whereas scope
X did or did not nest inside scope Y, the opposite is now true.

To realize a) and b) MADCAP servers MJST inplenent the follow ng two
tinmers; NEST_NO DECI SI ON_TI MER, ZONES_EXI ST_TI MER

The first timer, NEST_NO DECISION TIMER, is used to mark tinme between
a MADCAP server’s first hearing of a scope and neki ng a deci sion
about its relationship to other zones. Up until the tine this tinmer
expi res MADCAP servers MJST NOT conclude that the scope nests within
anot her.

The NEST_NO DECISION TIMER tiner will also be used to tineout XY =
"false" state to allow XY to be reset to true in the event that the
boundaries for zone X and zone Y change so that zone X now nests

i nsi de zone Y.

The second tinmer ZONES EXIST TIMER will be used to tineout the

internal state between two scopes in the event that one or both
scopes are destroyed.
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4.1 MADCAP Server processing of MZAP nessages

When MZAP is used to discover the nesting relationship between scopes

MADCAP servers will eavesdrop into the MZAP nessages that are
periodically transnmtted by the Zone Border Routers (ZBR) during the
normal course of adnministrative scope boundary nmaintenance. |In this

way they will be able to | earn which scopes exist (via Zone
Announcenent Messages, ZAMs) and which of these scopes do not nest
(via Not Inside Messages, NIMs). This state nust be cached within the
MADCAP server.

When a MADCAP server S receives a NIM from a ZBR cont ai ni ng
i nformati on that scope X does not nest in scope Y, it MJST update its
internal state in the follow ng manner.

1) S MJST update its internal XY state to "fal se".
2) S MIST restart NEST_NO DECI SION Tl MER for the newy updated
X'Y state.

4.2 Updating State for Dynanic Scopes due to tiner expiration.

MADCAP servers will update X/'Y nesting state upon the expiration of
timers in the foll owi ng nanner.

o If the NEST_NO DECI SION TI MER expires for a state entry XY AND no
MADCAP nmessages have been received that indicate scope X does not
nest inside scope Y, a MADCAP Server, S, MJST conclude that scope
X nests inside scope Y. As a result Swll change XY from
"false" to "true".

When a state change from"false" to "true" occurs for XY, S nust
al so start the ZONES EXI ST_TIMER timer for X/'Y. The

ZONES_EXI ST_TI MER shoul d only reset when a Zone Announcenent
Message (ZAM has been received for both zone X and zone Y since
the last tine it was restarted. This ensures that both zone X and
zone Y are known to still exist.

o If the ZONES_EXI ST_TI MER expires for a state entry XY, S
SHOULD concl ude that either zone Y or zone X no |onger exists and
hence that both X/Y and Y/ X state should be destroyed.

5. Miulticast Scope Nesting State Option Fornmat

Code Len Count Nest State Matrix
+-- - - - +-- - - - +-- - - - +-- - - - +-- - - - +-- - - - +- R +
17 | p | m | N1 | | Nm |
L L L L L L +- g +
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Code: 16 bhits
Option identifier 17.

Len: 16 bits
The I ength of the option in bytes.

Count: 8 bits
The nunber of zones present in the Nest State Matrix. This val ue
MUST be identical to the Count field in the preceding Milticast
State List option. If this is not the case the scope nesting
state informati on MUST BE ignored.

Nest State Matrix:
The conpressed bit-packed representation of the matrix, derived
in the same manner as shown in Figure 4. Note for N scopes
the conpressed matrix will be Ntines ceil ((N-1)/8) bytes |ong,
where ceil () is the function that rounds up to the nearest integer
The scopes corresponding to the rows and columms of this matrix
list in the sane order as they appear in the Miulticast Scope
Li st Option.

6. Constants

[ NEST_NO DECI SION TI MER] The tine after which a MADCAP server or
client can assune that a nessage announcing that two zones
do not nest should not be received. The length of this tinmer
i s dependent upon the zone announcenent protocol used to
i nformthe MADCAP router of which zones currently exist.
VWhen MZAP [ RFC2776] is used this value should be greater than
the MZAP tineout value N MINTERVAL +30% This corresponds
to a tinmeout value of 1800 + 30% = 2340 seconds (39 minutes).

[ ZONES _EXI ST_TIMER] The tinme after which a MADCAP server or client
shoul d assunme that the zone in question does not exist when
zones are detected dynamically. The length of this tiner is
dependent upon the zone announcenent protocol used to inform
the MADCAP router of which zones currently exist. \Wen MZAP
[RFC2776] is used this value should be no | ess than the MZAP
ti meout val ue NI M HOLDTI ME, which has a default of
5460 seconds (91 m nutes).
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7.

10.

Security Considerations

Since this docunent proposes an extension to the MADCAP protocol via
the addition of a new option, the sane set of security concerns

apply.

In addition to these concerns are those that would arise were the
information in the Milticast Scope Nesting State option to be
falsified. In this case the clients would be m sinforned as to which
scopes nest inside one another. In this event, the client would then
make incorrect decisions regarding the order in which to use the
scopes. The effect of this would be to use | arger scopes than
necessary, which would effectively flatten any scope hierarchy
present and nullify the advantage afforded by the hierarchy’s

pr esence.

Thus a mal formed or tanpered Miulticast Scope Nesting option may cause
protocols that rely upon the existence of a scoping hierarchy to
scale less well, but it would not prevent them from worKking.

| ANA Consi der ati ons

The Multicast Nesting State Option has been assi gned MADCAP option
code 17 by the | ANA [ RFC2730].
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