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Abstr act

Thi s docunent describes a nechanismto reduce redundant packet
transm ssions for the Internediate Systemto Internediate System
(I'S-1S) Routing protocol, as described in |ISO 10589. The described
mechani sm can be used to reduce the flooding of Link State PDUs
(Protocol Data Units) (LSPs) in IS-1S topologies. The net effect is
to engineer a flooding topology for LSPs which is a subset of the
physi cal topology. This docunment serves to docunent the existing
behavi or in depl oyed i npl enent ati ons.

The docunent describes behaviors that are backwards conpatible with
i npl enentations that do not support this feature.
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1. Overview

In ATM or frame relay networks Internediate Systens are inter-
connected using virtual circuits (VCs) which are |ogical point-to-
point links. Some organizations attach multiple Internediate Systens
to forma full "nesh" topol ogy, where every pair of Internediate
Systens are connected by a point-to-point link. 1In such topol ogies,
IS-1S protocol operation |eads to redundant transm ssion of certain
PDUs due to the flooding operation which is illustrated bel ow

When an Internediate Systemgets a new Link State Protocol Data Unit
(LSP), it stores it, and prepares to flood it out every circuit
except the source circuit. This is done by setting SRM (Send Routing
Message) bits held in the |ocal copy of the LSP. there is an SRM for
each circuit.
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Figure 1. A four node full nesh topol ogy
When Systeml regenerates an LSP, it will flood the LSP through the

network by marking the SRMbits for circuits 112, 114, and 113. In
due course, it will send out the LSP on each circuit.
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When Systen? receives Systenl’'s LSP, it propagates the PDU according
to section 7.2.14 of 1SO 10589 [1]. It sets the SRMbits on circuits
123 and 124, to flood the LSP to SystenB8 and Systend. However, these
Internediate Systens will get the LSP directly from Systenl. In a
full mesh of N Internediate Systens, the standard protocol mnechani sm
results in N2 extra transm ssions of each LSP, a waste of bandwi dth
and processing effort, with little gainin reliability.

Mesh groups provide a nmechanismto reduce the floodi ng of LSPs.
2. Definitions of Mesh G oups

A nmesh group is defined as a set of point-to-point circuits which
provide full connectivity to a set of Internediate Systens. Each
circuit has two new attributes: neshG oupEnabled, which is in state
{meshl nactive, nmeshBl ocked, or nmeshSet} and an integer variable
meshG oup, which is valid only if the value of meshG oupEnabl ed
attribute is '"neshSet’. Crcuits that are in state 'nmeshSet’ and
that have the sane value of nmeshGroup are said to be in the sanme nesh

group.

LSPs are not flooded over circuits in 'nmeshBl ocked’ state, and an LSP
received on a circuit Cis not flooded out circuits that belong to
C s nesh group

Section 7.3.15.1 clause e.1.ii) of 1SO 10589 [1] is nodified as
fol | ows:

e.l.ii)
if the nmeshGroupEnabl ed attribute is "neshSet’ for the
circuit C, set the SRMlag for that LSP for all circuits
ot her than C whose neshGroupEnabl ed attribute is

"meshl nactive’. Also set the SRMlag for all circuits in
state 'nmeshSet’ whose neshGroup attribute is not the sane
as Cs.

i f the neshGroupEnabl ed attribute is 'neshlnactive for
circuit C, set the SRMlag for that LSP for all circuits
ot her than C whose nmeshG oupEnabl ed attribute is not

" meshBl ocked’

For robust database synchronizati on when usi ng nesh groups, the
Compl et e Sequence Nunber PDUs (CSNPs) are sent periodically on
point-to-point links with a nesh group nmeshEnabl ed or neshBl ocked.
Section 7.3.15.3 clause b) of 1SO 10589 [1] is nodified as foll ows:
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b) If Cis a point-to-point circuit (including non-DA DED
circuits and virtual links), then

1) If the circuit’s attribute is 'neshSet’ or ’'neshBl ocked’
then for each valid level, the ISwll send a conplete
set of CSNPs as described for a Designated IS in section
7.3.15.3 clause a).

2) CSNPs are transmitted only at initialization on point-
to-point |inks whose state is ’'nmeshlnactive’

Use of mesh groups at an Internedi ate System al so nodifies the
behavior in transm ssion of generated LSPs. These LSPs are not
required to be transnmitted over circuits in state ’neshBl ocked’ at
system startup or when the LSP is regenerated. The second sentence
of Section 7.3.12 is nodified to read:

"For all the circuits whose nmeshG oupEnabl ed attribute is
not 'nmeshBl ocked’, the IS shall set the SRMI|ags for that
Link State PDU to propagate it on all these circuits. The
IS shall clear the SRMIags for circuits whose

meshG oupEnabl ed attribute is 'neshBl ocked ."

Sonme of the transient transm ssion overhead can be reduced by having
an Internediate Systemnot transnit its copies of the LSPs in

dat abase on a circuit start-up/restart if the circuit is

meshBl ocked’. The clause a) in the last part of Section 7.3.17 of

| SO 10589, which refers to the point-to-point circuits, is nodified
as foll ows:

a) set SRMlag for that circuit on all LSPs if the
meshG oupEnabl ed attribute of the circuit is not
"meshBl ocked’ , and

Numberi ng of nesh groups provides the ability to divide a large ful
mesh topology into a smaller group of full nmesh sub-topol ogi es (nesh
groups). These nmesh groups are connected by "transit" circuits which
are 'meshlnactive’, while the remaining circuits between the nesh
groups are configured as 'nmeshBl ocked’ to reduce floodi ng redundancy.
Use of numbering nmakes mesh groups nore scal abl e.
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3.

Dr awbacks of Mesh G oups

The mesh group feature described in this docunent is a sinple
mechani smto reduce fl ooding of LSPs in some |S-1S topologies. It
relies on a correct user configuration. |If a conbination of user
configuration and link failures result in a partitioned fl oodi ng
topol ogy, LSPs will not be sent in a tinmely fashion, which may | ead
to routing | oops or black holes.

The concept of using nunbered nesh groups also suffers fromthe
complexity and reliance on static configuration, making the
topologies brittle. Loosing a transit link can partition LSP
flooding in unpredictable ways, requiring the periodic flooding of
CSNPs to synchroni ze databases. |n |large networks, CSNPs becone

| arge and al so consune bandwi dth

The authors are not aware of any networks that have depl oyed nunbered
mesh groups: instead, adninistrators set links to state 'neshBl ocked
to prune the flooding topology (also known as "poor nman’s nesh
groups").

Some i nprovenents to nmesh groups which have been suggested incl ude:

a) To negotiate or check the nmesh group attributes during
initialization of an adjacency to verify that the two ends of
every circuit hold identical values of the nmesh state and nesh
numrber .

b) Dynami c el ection of active transit |inks so that a topol ogy could
recover fromfailure of transit circuits

c¢) Reduce the flooding of CSNPs by sending them periodically on sone
meshGroup circuits rather than all circuits.

d) Reduce the size of PDUs required by flooding of CSNPs by sending
CSNP sunmari es: checksuns or sequence nunbers

e) Arelated problemis the unneeded multiple transni ssions of LSPs
to neighbors that are connected via multiple Iinks. The protoco
could use the renote system | D of each adjacency and attenpt to
send a single copy of each LSP to a nei ghbor

Any such inprovenents are outside the scope of this docunent, and nay
be the basis for future work.
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4.

I nteroperation with Mesh G oups

Since nmesh groups do not alter the content of packets, an

Internedi ate Systemthat does not inplenent nesh groups will not see
any different packets or new TLVs. The only inpact will be that
additional CSNPs will be seen on sone point-to-point links. A
conformant inplenmentation can be expected to respond correctly to
extra CSNPs.
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Security Considerations

Thi s docunent raises no new security issues for IS 1S
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9. Full Copyright Statenent
Copyright (C) The Internet Society (2000). Al Rights Reserved.

Thi s docunent and translations of it nmay be copied and furnished to
others, and derivative works that comment on or otherwi se explain it
or assist in its inplenentation may be prepared, copied, published
and distributed, in whole or in part, w thout restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng Internet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into | anguages other than
Engl i sh.

The linited perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LIM TED TO ANY WARRANTY THAT THE USE OF THE | NFORMATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE.
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