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Abstr act

Thi s docunent describes a franework for the standardization of bul k-
data reliable nulticast transport. It builds upon the experience
gai ned during the depl oynment of several classes of contenporary
reliable nmulticast transport, and attenpts to pull out the
commonal i ti es between these classes of protocols into a nunber of
buil ding blocks. To that end, this docunent reconmends that certain
components that are conmon to nultiple protocol classes be
standardi zed as "building bl ocks". The remaining parts of the
protocol s, consisting of highly protocol specific, tightly
intertwi ned functions, shall be designated as "protocol cores"

Thus, each protocol can then be constructed by nerging a "protoco
core" with a nunmber of "building bl ocks" which can be re-used across
mul tiple protocols.
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1. Introduction

RFC 2357 lays out the requirenents for reliable nmulticast protocols

that are to be considered for standardi zation by the | ETF. They

i ncl ude:

o Congestion Control. The protocol nust be safe to deploy in the
wi despread Internet. Specifically, it nust adhere to three
mandates: a) it nust achi eve good throughput (i.e., it nust not
consistently overload links with excess data or repair traffic),
b) it nmust achieve good link utilization, and c) it nust not
starve conpeting fl ows.

0o Scalability. The protocol should be able to work under a variety
of conditions that include nultiple network topol ogies, l|ink
speeds, and the receiver set size. It is nore inportant to have a
good under st andi ng of how and when a protocol breaks than when it
wor ks.
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0 Security. The protocol nust be analyzed to show what i s necessary
to allowit to cope with security and privacy issues. This
i ncl udes understanding the role of the protocol in data
confidentiality and sender authentication, as well as how the
protocol will provide defenses agai nst denial of service attacks.

These requirenents are primarily directed towards naking sure that
any standards will be safe for wi despread Internet deploynent. The
advancing maturity of current work on reliable nulticast congestion
control (RMCC) [HFWB9] in the IRTF Reliable Miulticast Research G oup
(RVRG has been one of the events that has allowed the IETF to
charter the RMI working group. RMCC only addresses a subset of the
design space for reliable nmulticast. Fortuitously, the requirenents
it addresses are al so the nost pressing application and market
requirenents.

A protocol’s ability to neet the requirenents of congestion control
scalability, and security is affected by a nunber of secondary
requirenents that are described in a separate docunent [RFC2887]. In
sunmary, these are:

0 Odering Guarantees. A protocol nust offer at |east one of either
source ordered or unordered delivery guarantees. Support for
total ordering across nultiple senders is not recomended, as it
makes it nmore difficult to scale the protocol, and can nore easily
be i npl enented at a hi gher |evel

0 Receiver Scalability. A protocol should be able to support a
"l arge” nunber of sinultaneous receivers per transport group. A
typical receiver set could be on the order of at least 1,000 -
10, 000 si mul taneous receivers per group, or could even eventually
scale up to millions of receivers in the large Internet.

0 Real -Time Feedback. Sone versions of RMCC may require soft real-
time feedback, so a protocol may provide sone neans for this
information to be neasured and returned to the sender. Wile this
does not require that a protocol deliver data in soft real-tine,
it is an inmportant application requirement that can be provided
easily given real-tine feedback

0 Delivery Guarantees. In many applications, a logically defined
unit or units of data is to be delivered to nultiple clients,
e.g., afile or a set of files, a software package, a stock quote
or package of stock quotes, an event notification, a set of
slides, a franme or block froma video. An application data unit
is defined to be a logically separable unit of data that is usefu
to the application. In sonme cases, an application data unit may
be short enough to fit into a single packet (e.g., an event
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notification or a stock quote), whereas in other cases an
application data unit may be nmuch | onger than a packet (e.g., a
sof tware package). A protocol nust provide good throughput of
application data units to receivers. This neans that nost data
that is delivered to receivers is useful in recovering the
application data unit that they are trying to receive. A protoco
may optionally provide delivery confirmation, i.e., a nechanism
for receivers to informthe sender when data has been delivered.
There are two types of confirmation, at the application data unit

| evel and at the packet level. Application data unit confirmation
is useful at the application level, e.g., to informthe
application about receiver progress and to decide when to stop
sendi ng packets about a particular application data unit. Packet
confirmation is useful at the transport level, e.g., to informthe
transport level when it can rel ease buffer space being used for
storing packets for which delivery has been confirmed. Packet

I evel confirmation nmay also aid in application data unit
confirmation.

0 Network Topol ogies. A protocol nust not break the network when
deployed in the full Internet. However, we recognize that
intranets will be where the first wave of depl oynents happen, and
so are also very inportant to support. Thus, support for
satellite networks (including those with terrestrial return paths
or no return paths at all) is encouraged, but not required.

0 Goup Menbership. The group nmenbership al gorithns nust be
scal able. Menbershi p can be anonynous (where the sender does not
know the list of receivers), or fully distributed (where the
sender receives a count of the nunber of receivers, and optionally
alist of failures).

0 Exanple Applications. Sone of the applications that a RM protoco
could be designed to support include rmultinmedia broadcasts, rea
time financial market data distribution, nmulticast file transfer
and server replication

In the rest of this docunent the following terns will be used with a

specific connotation: "protocol family", "protocol conponent",
"bui | di ng bl ock™, "protocol core", and "protocol instantiation". A
"protocol famly" is a broad class of RM protocols which share a
comon characteristic. |In our classification, this characteristic is

the mechani smused to achieve reliability. A "protocol conponent” is
a logical part of the protocol that addresses a particul ar
functionality. A "building block" is a constituent of a protoco

that inplenments one, nore than one or a part of a component. A
"protocol core" is the set of functionality required for the
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instantiation of a conplete protocol, that is not specified by any
buil ding block. Finally a "protocol instantiation" is an actual RM
protocol defined in term of building blocks and a protocol core.

1.1. Protocol Famlies

The desi gn-space docunent [RFC2887] al so provides a taxonony of the
nost popul ar approaches that have been proposed over the |ast ten
years. After congestion control, the primary chall enge has been that
of meeting the requirenent for ensuring good throughput in a way that
scales to a large nunber of receivers. For protocols that include a
back-channel for recovery of |ost packets, the ability to take

advant age of support of elenents in the network has been found to be
very beneficial for supporting good throughput for a | arge nunbers of
receivers. Oher protocols have found it very beneficial to transmt
coded data to achi eve good throughput for |arge nunmbers of receivers

Thi s taxonony breaks proposed protocols into four famlies. Sone
protocols in the fanmly provide packet |evel delivery confirmation
that may be useful to the transport level. Al protocols in all

fam lies can be supplenented with higher |evel protocols that provide
delivery confirmation of application data units.

1 NACK only. Protocols such as SRM[FIJMB5] and MDP2 [ MA99] attenpt
tolimt traffic by only using NACKs for requesting packet
retransm ssion. They do not require network infrastructure.

2 Tree based ACK. Protocols such as RMIP [ LP96, PSLMB7], RMIP-I
[ WBPMB8] and TRAM [ KCWB8], use positive acknow edgnments (ACKS).
ACK based protocols reduce the need for supplenentary protocols
that provide delivery confirmation, as the ACKS can be used for
this purpose. 1In order to avoid ACK i nplosion in scaled up
depl oynents, the protocol can use servers placed in the network.

3 Asynchronous Layered Coding (ALC). These protocols (exanples
i nclude [RV97] and [BLMR98]) use sender-based Forward Error
Correction (FEC) nethods with no feedback fromreceivers or the
network to ensure good throughput. These protocols also used
sender - based | ayered nmulti cast and receiver-driven protocols to
join and | eave these layers with no feedback to the sender to
achi eve scal abl e congestion control

4 Router assist. Like SRM protocols such as PGV [ FLST98] and
[LE7] al so use negative acknow edgrments for packet recovery.
These protocol s take advantage of new router software to do
constrai ned negative acknow edgnments and retransm ssions. Router
assi st protocols can al so provide other functionality nore
efficiently than end to end protocols. For exanple, [LVS99] shows
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how router assist can provide fine grained congestion control for
ALC protocols. Router assist protocols can be designed to
conpl enent all protocol fanilies described above.

Note that the distinction in protocol famlies in not necessarily
preci se and nutually exclusive. Actual protocols nmay use a

conbi nation of the nechanisns belonging to different classes. For
exanpl e, hybrid NACK/ ACK based protocols (such as [ WBPMB8]) are
possi ble. Oher exanples are protocols belonging to class 1 through
3 that take advantage of router support.

2. Building Blocks Rationale

As specified in RFC 2357 [ MRBP98], no single reliable multicast
protocol will likely nmeet the needs of all applications. Therefore
the | ETF expects to standardi ze a nunber of protocols that are
tailored to application and network specific needs. This docunent
concentrates on the requirenents for "one-to-nmany bul k-data
transfer”, but in the future, additional protocols and buil di ng-

bl ocks are expected that will address the needs of other types of
applications, including "many-to- nany" applications. Note that

bul k-data transfer does not refer to the tinmeliness of the data,
rather it states that there is a | arge anount of data to be
transferred in a session. The scope and approach taken for the
devel opnment of protocols for these additional scenarios will depend
upon large part on the success of the "buil di ng-bl ock" approach put
forward in this document.

2.1. Building Bl ocks Advant ages
Building a | arge piece of software out of snaller nodul ar conponents
is a well understood techni que of software engineering. Sone of the
advant ages that can cone fromthis include

o Specification Reuse. Mdules can be used in nultiple protocols,
whi ch reduces the anmount of devel opnent tine required

0 Reduced Conplexity. To the extent that each nodul e can be easily
defined with a sinple API, breaking a large protocol in to smaller
pi eces typically reduces the total conmplexity of the system

0 Reduced Verification and Debugging Tine. Reduced conplexity

results in reduced tinme to debug the nodules. It is also usually
faster to verify a set of smaller nodules than a single |arger
nodul e.
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0o Easier Future Upgrades. There is still ongoing research in
reliable multicast, and we expect the state of the art to continue
to evolve. Building protocols with snaller nodules allows themto

be nore easily upgraded to reflect future research.

0 Common Diagnostics. To the extent that nultiple protocols share

common packet headers, packet analyzers and other diagnostic tools
can be built which work with multiple protocols.

0 Reduces Effort for New Protocols. As new application requirenents

drive the need for new standards, some existing nodul es may be
reused in these protocols.

o Parallelismof Developnment. |f the APIs are defined clearly, the
devel opnent of each nodul e can proceed in parallel

Bui I di ng Bl ock Ri sks

Li ke nost software specification, this technique of breaking down a
protocol in to smaller conponents also brings tradeoffs. After a

certain point, the disadvantages outwei gh the advantages, and it is
not worthwhile to further subdivide a problem These risks include:

0 Delaying Devel opnent. Defining the APl for how each two nodul es
inter-operate takes tinme and effort. As the nunber of nodul es
i ncreases, the nunber of APIs can increase at nore than a linear
rate. The nore tightly coupled and conpl ex a conmponent is, the
more difficult it is to define a sinple APlI, and the |ess

opportunity there is for reuse. In particular, the problem of how

to build and standardi ze fine grained building blocks for a
transport protocol is a difficult one, and in sone cases requires
fundanmental research

0 Increased Complexity. |If there are too nmany nodules, the tota
complexity of the systemactually increases, due to the
preponderance of interfaces between nodul es.

0 Reduced Performance. Each extra APl adds sone | evel of processing

overhead. |If an APl is inserted in to the "conmon case" of packet
processing, this risks degrading total protocol perfornance.

0 Abandoning Prior Wrk. The devel opnent of robust transport
protocols is a long and tine intensive process, which is heavily

dependent on feedback fromreal deploynents. A great deal of work

has been done over the past five years on conponents of protocols

such as RMIP-11, SRM and PGM Attenpting to dramatically re-
engi neer these conponents risks |losing the benefit of this prior
wor k.
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2.3. Building Block Requirenents

G ven these tradeoffs, we propose that a building block nust neet the
foll owi ng requirements

0 Wde Applicability. 1In order to have confidence that the
conponent can be reused, it should apply across nultiple protoco
famlies and allow for the conponent’s evol ution

o Sinmplicity. |In order to have confidence that the specification of
the conponent APIs will not dramatically slow down the standards
process, APls nust be sinple and straight forward to define. No
new fundanmental research should be done in defining these APIs.

o Performance. To the extent possible, the building bl ocks should
attenpt to avoid breaking up the "fast track", or common case
packet processing.

3. Protocol Conponents

This section proposes a functional deconposition of RM bul k-data
protocols fromthe perspective of the functional conponents provided
to an application by a transport protocol. It also covers sone
conponents that while not necessarily part of the transport protocol
are directly inpacted by the specific requirenents of a reliable
mul ti cast transport. The next section then specifies recomended
bui | di ng bl ocks that can inplenent these conponents.

Al though this list tries to cover all the nbost common transport-
rel ated needs of one-to-nmany bul k-data transfer applications, new
application requirenents nay arise during the process of
standardi zati on, hence this list nust not be interpreted as a
statement of what the transport |ayer should provide and what it
should not. Nevertheless, it nust be pointed out that some
functional conponents have been deliberately omtted since they have
been deened irrelevant to the type of application considered (i.e.
one-to-nmany bul k-data transfer). Anobng these are advanced nessage
ordering (i.e., those which cannot be inplenented through a sinple
sequence nunber) and atomic delivery.

It is also worth nmentioning that some of the functional conponents
|isted bel ow may be required by other functional conponents and not
directly by the application (e.g., nenbership know edge is usually
required to inplement ACK-based reliability).

The following list covers various transport functional conponents and
splits themin sub-conponents.

Whetten, et al. I nf or mat i onal [ Page 8]



RFC 3048 RMI Bui | di ng Bl ocks January 2001

3.

1

o0 Data Reliability (ensuring good throughput) |
| - Loss Detection/Notification
| - Loss Recovery
| - Loss Protection

o Congestion Control

|
| - Congestion Feedback
| - Rate Regul ation

| - Receiver Controls

0 Security

0 G oup nenbership
| - Membership Notification
| - Membership Managenent

0 Session Managenent |
| - G oup Menbership Tracking

| - Session Advertisenent

| - Session Start/Stop

| - Session Configuration/Mnitoring

o Tree Configuration

Note that not all conponents are required by all protocols, depending
upon the fully defined service that is being provided by the
protocol. In particular, some mninal service nodels do not require
many of these functions, including |loss notification, |oss recovery,
and group menbership.

Sub- Conponent s Definition

Loss Detection/Notification. This includes how nmissing packets are
detected during transm ssion and how know edge of these events are
propagated to one or nore agents which are designated to recover from
the transmission error. This task raises major scalability issues
and can lead to feedback inplosion and poor throughput if not
properly handl ed. Mechani sns based on TRACKs (tree-based positive
acknow edgenents) or NACKs (negative acknow edgenents) are the nost

wi dely used to performthis function. Mechanisns based on a

combi nation of TRACKs and NACKs are al so possible.

Loss Recovery. This function responds to |loss notification events

t hrough the transm ssion of additional packets, either in the form of
copi es of those packets lost or in the formof FEC packets. The
manner in which this function is inplenmented can significantly affect
the scalability of a protocol.
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Loss Protection. This function attenpts to mask packet-| osses so
that they don’t beconme Loss Notification events. This function can
be realized through the pro-active transm ssion of FEC packets. Each
FEC packet is created froman entire application data unit [LMSSS97]
or a portion of an application data unit [RV97], [BKKKLZ95], a fact
that allows a receiver to recover from sone packet | oss w thout
further retransm ssions. The nunber of |osses that can be recovered
fromwi thout requiring retransni ssion depends on the amount of FEC
packets sent in the first place. Loss protection can al so be pushed
to the extreme when good throughput is achieved w thout any Loss
Detection/ Notification and Loss Recovery functionality, as in the ALC
fam |y of protocols defined above.

Congesti on Feedback. For sender driven congestion control protocols,
the receiver nmust provide sone type of feedback on congestion to the
sender. This typically involves loss rate and round trip tinme
neasur enent s.

Rate Regulation. G ven the congestion feedback, the sender then nust
adjust its rate in a way that is fair to the network. One proposa
that defines this notion of fairness and ot her congestion contro
requirenents is [Whetten99].

Recei ver Controls. |In order to avoid allowing a receiver that has an
extrenely slow connection to the sender to stop all progress within
single rate schenmes, a congestion control algorithmw Il often
require receivers to | eave groups. For multiple rate approaches,
receivers of all connection speeds can have data delivered to them
according to the rate of their connection w thout slow ng down other
receivers

Security. Security for reliable nulticast contains a nunber of
conplex and tricky issues that stemin large part fromthe IP
mul ti cast service nodel. |In this service nodel, hosts do not send
traffic to another host, but instead elect to receive traffic froma
mul ticast group. This nmeans that any host may join a group and
receive its traffic. Conversely, hosts nmay also | eave a group at any
time. Therefore, the protocol nust address how it inpacts the
followi ng security issues:

0 Sender Authentication (since any host can send to a group),
o Data Encryption (since any host can join a group)
o Transport Protection (denial of service attacks, through

corruption of transport state, or requests for unauthorized
resour ces)
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0 Goup Key Managenent (since hosts may join and | eave a group at
any tine) [WHA98]

In particular, a transport protocol needs to pay particular attention
to how it protects itself fromdenial of service attacks, through
mechani sns such as |ightwei ght authentication of control packets

[ V9] .

Wth Source Specific Milticast service nodel (SSM, a host joins
specifically to a sender and group pair. Thus, SSM offers nore
security against hosts receiving traffic froma denial of service
attack where an arbitrary sender sends packets that hosts did not
specifically request to receive. Nevertheless, it is recomended
that additional protections against such attacks should be provided
when using SSM because the protection offered by SSM agai nst such
attacks may not be enough.

Sender Authentication, Data Encryption, and G oup Key Managenent.
Wil e these functions are not typically part of the transport |ayer
per se, a protocol needs to understand what ram fications it has on
data security, and may need to have special interfaces to the
security layer in order to accommpdate these ram fications.

Transport Protection. The primary security task for a transport
layer is that of protecting the transport layer itself fromattack
The nost inportant function for this is typically Iightweight

aut henti cation of control packets in order to prevent corruption of
state and ot her denial of service attacks.

Menbership Notification. This is the function through which the data
source--or upper |level agent in a possible hierarchica

organi zation--l earns about the identity and/or number of receivers or
| ower |evel agents. To be scalable, this typically will not provide

total know edge of the identity of each receiver.

Menber shi p Managenent. This inplenents the nechanisns for nenbers to
join and | eave the group, to accept/refuse new nenbers, or to
term nate the menbership of existing nenbers

G oup Menbership Tracking. As an optional feature, a protocol may
interface with a conponent which tracks the identity of each receiver

inalarge group. |If so, this feature will typically be inplenented
out of band, and nay be inplenented by an upper |evel protocol. This
may be useful for services that require tracking of usage of the
system billing, and usage reports.
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Session Advertisenent. This publishes the session nane/contents and
the paraneters needed for its reception. This function is usually
performed by an upper |ayer protocol (e.g., [HPW9] and [HI98]).

Session Start/Stop. These functions determine the start/stop tine of
sender and/or receivers. |In many cases this is inplicit or perforned
by an upper l|evel application or protocol. In sone protocols,
however, this is a task best perfornmed by the transport |ayer due to
scal ability requiremnents.

Session Configuration/Mnitoring. Due to the potentially far
reachi ng scope of a nulticast session, it is particularly inportant
for a protocol to include tools for configuring and nonitoring the
protocol s operation.

Tree Configuration. For protocols which include hierarchica

el ements (such as PGMand RMIP-11), it is inportant to configure
these elenents in a way that has approxi mate congruence with the
mul ticast routing topology. Wile tree configuration could be

i ncluded as part of the session configuration tools, it is clearly
better if this configuration can be nade automatic.

4. Building Bl ock Recormendati ons

The fanilies of protocols introduced in section 1.1 generally use

di fferent mechanisns to inplenment the protocol functional conponents
described in section 3. This section tries to group these nechani sns
in macro conmponents that define protocol building bl ocks.

A building block is defined as
"a logical protocol conponent that results in explicit APls for use
by ot her building blocks or by the protocol client."

Bui I di ng bl ocks are generally specified in ternms of the set of

al gorithnms and packet formats that inplenent protocol functiona
conponents. A building block may al so have API’'s through which it
communi cates to applications and/or other building bl ocks. Most
bui | di ng bl ocks shoul d al so have a nmanagenment API, through which it
conmuni cates to SNMP and/ or ot her nanagement protocols.

In the followi ng section we will list a nunber of building bl ocks
which, at this stage, seemto cover nost of the functional conponents
needed to inplenent the protocol families presented in section 1.1.
Nevertheless this list represents the "best current guess", and as
such it is not neant to be exhaustive. The actual building bl ock
deconposition, i.e., the division of functional conponents into
bui | di ng bl ocks, may al so have to be revised in the future.
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4.1. NACK-based Reliability

Thi s building bl ock defines NACK-based | oss detection/notification
and recovery. The major issues it addresses are inplosion prevention
(suppression) and NACK semantics (i.e., how packets to be
retransmtted should be specified, both in the case of selective and
FEC | oss repair). Suppression nechanisns to be considered are:

o Milticast NACKs
0o Unicast NACKs and Multicast confirnation

These suppression nmechanisns prinmarily need to both mninize del ay
whil e al so m ninm zing redundant nessages. They nay al so need to have
special weighting to work with Congestion Feedback

4.2. FEC coding

This building block is concerned with packet |evel FEC information
when FEC codes are used either proactively or as repairs in reaction
to |l ost packets. It specifies the FEC codec sel ection and the FEC
packet nami ng (indexing) for both reactive FEC repair and pro-active
FEC.

4.3. Congestion Contro

There will likely be nultiple versions of this building block
corresponding to different design policies in addressing congestion
control. Two nmain approaches are considered for the time being: a

source-based rate regulation with a single rate provided to all the
receivers in the session, and a nultiple rate receiver-driven
approach with different receivers receiving at different rates in the
sane session. The nultiple rate approach may use nultiple | ayers of
mul ticast traffic [VRCO8] or router filtering of a single |ayer
[LVS99]. The multiple rate approach is nost applicable for ALC

pr ot ocol s.

Bot h approaches are still in the phase of study, however the first
seenms to be nature enough [HFW9] to all ow the standardi zation
process to begin.

At the time of witing this docunent, a third class of congestion
control algorithm based on router support is beginning to energe in
the IRTF RVRG [LVS99]. This work may lead to the future
standardi zati on of one or nore additional building blocks for
congestion control
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4.4. Generic Router Support

The task of designing RM protocols can be nade nuch easier by the
presence of sonme specific support in routers. |In sonme application-
specific cases, the increased benefits afforded by the addition of
speci al router support can justify the resulting additiona

conpl exity and expense [ FLST98].

Functi onal conponents which can take advantage of router support

i ncl ude feedback aggregation/suppression (both for loss notification
and congestion control) and constrained retransm ssion of repair
packets. Anot her conponent that can take advantage of router support
is intentional packet filtering to provide different rates of
delivery of packets to different receivers fromthe sane nulticast
packet stream This could be nost advantageous when conbi ned with
ALC protocols [LVS99].

The process of designing and depl oyi ng these nechani sns i nside
routers can be nuch sl ower than the one required for end-host
protocol mechanisns. Therefore, it would be highly advantageous to
define these mechanisnms in a generic way that nultiple protocols can
use if it is available, but do not necessarily need to depend on

Thi s conponent has two hal ves, a signaling protocol and actual router
algorithnms. The signaling protocol allows the transport protocol to
request fromthe router the functions that it wi shes to perform and
the router algorithns actually performthese functions. It is nore
urgent to define the signaling protocol, since it will likely inpact
t he conmon case protocol headers.

An i nportant conponent of the signaling protocol is sone |evel of
comonal ity between the packet headers of nultiple protocols, which
allows the router to recognize and interpret the headers.

4.5. Tree Configuration

It has been shown that the scalability of RMprotocols can be greatly
enhanced by the insertion of sonme kind of retransni ssion or feedback
aggregati on agents between the source and receivers. These agents
are then used to forma tree with the source at (or near) the root,
the receivers at the | eaves of the tree, and the aggregation/loca
repair nodes in the mddle. The internal nodes can either be

dedi cated software for this task, or they nmay be receivers that are
perform ng dual duty.

The effectiveness of these agents to assist in the delivery of data

i s highly dependent upon how well the |logical tree they use to
conmmuni cate natches the underlying routing topology. The purpose of
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this building block would be to construct and manage the | ogical tree
connecting the agents. ldeally, this building block would perform
these functions in a manner that adapts to changes in session
menber shi p, routing topol ogy, and network availability.

4.6. Data Security

At the time of witing, the security issues are the subject of
research within the I RTF Secure Milticast Group (SMuG. Sol utions
for these requirements will be standardized within the | ETF when
ready.

4.7. Common Headers

As pointed out in the generic router support section, it is inportant
to have sone | evel of conmonality across packet headers. It nmay al so
be useful to have conmon data header formats for other reasons. This
bui | di ng bl ock woul d consi st of reconmmendations on fields in their
packet headers that protocols shoul d nake conmon across thensel ves.

4.8. Protocol Cores

The above buil di ng bl ocks consi st of the functional conponents |isted
in section 3 that appear to neet the requirenents for being
i mpl emented as building bl ocks presented in section 2.

The other functions fromsection 3, which are not covered above,
shoul d be inplemented as part of "protocol cores", specific to each
prot ocol standardized.

5. Security Considerations

RFC 2357 specifically states that "reliable nulticast Internet-Drafts
reviewed by the Transport Area Directors nust explicitly explore the
security aspects of the proposed design.” Specifically, RMI building
bl ock works in progress nust exam ne the denial-of-service attacks
that can be nmade upon buil ding bl ocks and affected by buildi ng bl ocks
upon the Internet at large. This requirenent is in addition to any
di scussi ons regardi ng data-security, that is the manipul ation of or
exposure of session information to unauthorized receivers. Readers
are referred to section 5.e of RFC 2357 for further details.

6. | ANA Consi derations
There will be nore than one building bl ock, and possibly multiple
versi ons of individual building blocks as their designs are refined.

For this reason, the creation of new buil ding bl ocks and new buil di ng
bl ock versions will be administered via a building block registry
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that will be administered by IANA. Initially, this registry will be
enpty, since the building blocks described in sections 4.1 to 4.3 are
presented for exanple and design purposes. The requested | ANA

buil ding block registry will be popul ated from specifications as they
are approved for RFC publication (using the "Specification Required"
policy as described in RFC 2434 [RFC2434]). A registration will
consi st of a building block nane, a version nunber, a brief text
description, a specification RFC nunber, and a responsi ble person, to
which 1ANA will assign the type nunber

7. Concl usi ons

In this docunent, we briefly described a nunber of building bl ocks
that may be used for the generation of reliable nmulticast protocols
to be used in the application space of one-to-many reliable bul k-data
transfer. The list of building bl ocks presented was derived from
considering the functions that a protocol in this space nust perform
and how these functions should be grouped. This list is not intended
to be all-inclusive but instead to act as guide as to which building
bl ocks are considered during the standardi zati on process within the
Rel i abl e Mul ticast Transport WG
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others, and derivative works that comment on or otherwi se explain it
or assist in its inplenentation may be prepared, copied, published
and distributed, in whole or in part, w thout restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng Internet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into | anguages other than
Engl i sh.

The linited perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LIM TED TO ANY WARRANTY THAT THE USE OF THE | NFORMATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE.
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