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Abstract

This meno specifies an optional interimnechanismfor IPv6 sites to
communi cate with each other over the | Pv4 network w thout explicit
tunnel setup, and for themto communicate with native | Pv6 donai ns
via relay routers. Effectively it treats the wide area | Pv4 network
as a unicast point-to-point link layer. The mechanismis intended as
a start-up transition tool used during the period of co-existence of
IPv4 and IPv6. It is not intended as a pernmanent sol ution

The document defines a nmethod for assigning an interimunique |Pv6
address prefix to any site that currently has at |east one globally
uni que | Pv4 address, and specifies an encapsul ati on nechani sm for
transmitting | Pv6 packets using such a prefix over the global |Pv4
net wor K.

The nmotivation for this nethod is to allow isolated | Pv6 donai ns or
hosts, attached to an | Pv4 network which has no native | Pv6 support,
to comuni cate with other such | Pv6 domains or hosts with nininal
manual configuration, before they can obtain natuve |IPv6
connectivity. It incidentally provides an interimglobally unique

| Pv6 address prefix to any site with at | east one gl obally unique

| Pv4 address, even if conbined with an | Pv4 Network Address
Transl at or (NAT).
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1. Introduction

This meno specifies an optional interim nechanismfor I1Pv6 sites to
communi cate with each other over the |IPv4 network w thout explicit
tunnel setup, and for themto communicate with native |IPv6 donains
via relay routers. Effectively it treats the wide area | Pv4 network
as a unicast point-to-point link layer. The nmechanismis intended as
a start-up transition tool used during the period of co-existence of
IPv4 and IPv6. It is not intended as a permanent sol ution
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The docunent defines a nethod for assigning an interimunique | Pv6
address prefix to any site that currently has at |east one globally
uni que | Pv4 address, and specifies an encapsul ati on nechani sm for
transmitting | Pv6 packets using such a prefix over the global |Pv4
network. It also describes scenarios for using such prefixes during
t he co-existence phase of IPv4 to IPv6 transition. Note that these
scenarios are only part of the total picture of transition to |Pv6.
Al'so note that this is considered to be an interimsolution and that
sites should nmigrate when possible to native |Pv6 prefixes and native
| Pv6 connectivity. This will be possible as soon as the site's | SP
of fers native I Pv6 connectivity.

The basi ¢ mechani sm described in the present docunent, which applies
to sites rather than individual hosts, will scale indefinitely by
limting the nunber of sites served by a given relay router (see
Section 5.2). It will introduce no new entries in the IPv4 routing
tabl e, and exactly one new entry in the native IPv6 routing table
(see Section 5.10).

Al t hough the nechanismis specified for an I Pv6 site, it can equally
be applied to an individual |IPv6 host or very small site, as long as
it has at |east one globally unique |IPv4 address. However, the

| atter case raises serious scaling issues which are the subject of
further study [ SCALE].

The notivation for this nethod is to allow isolated | Pv6 sites or
hosts, attached to a wide area network which has no native | Pv6
support, to conmunicate with other such | Pv6 domains or hosts wth
m ni mal manual configuration.

| Pv6 sites or hosts connected using this method do not require | Pv4-
conmpati ble | Pv6 addresses [ MECH or configured tunnels. |In this way
| Pv6 gai ns consi derabl e i ndependence of the underlying w de area
networ k and can step over many hops of |Pv4 subnets. The abbreviated
nane of this mechanismis 6to4 (not to be confused with [ 60VER4])

The 6to04 nmechanismis typically inplenented al nost entirely in border
routers, wi thout specific host nodifications except a suggested
address sel ection default. Only a npdest anount of router
configuration is required.

Sections 2 to 4 of this docunment specify the 6to4 schenme technically.
Section 5 discusses sone, but not all, usage scenarios, including
routing aspects, for 6to4 sites. Scenarios for isolated 6to4 hosts
are not discussed in this docunent. Sections 6 to 9 discuss other
general considerations.
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The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunment are to be interpreted as described in [RFC2119].

1.1. Term nol ogy
The terninology of [IPV6] applies to this docunent.

6t 04 pseudo-interface:
6t 04 encapsul ati on of | Pv6 packets inside | Pv4 packets occurs
at a point that is logically equivalent to an IPv6 interface,
with the link |layer being the | Pv4d unicast network. This point
is referred to as a pseudo-interface. Sone inplenentors nay
treat it exactly like any other interface and others nmay treat
it like a tunnel end-point.

6t 04 prefix:
an | Pv6 prefix constructed according to the rule in Section 2
bel ow

6t 04 address: an |Pv6 address constructed using a 6to4 prefix.

Native | Pv6 address: an |IPv6 address constructed using another type
of prefix than 6to4.

6to4 router (or 6to4 border router):

an | Pv6 router supporting a 6to4 pseudo-interface. It is
normal |y the border router between an |Pv6 site and a wi de-area
| Pv4 net wor k.

6t 04 host:

an | Pv6 host which happens to have at |east one 6to4 address.
In all other respects it is a standard | Pv6 host.

Note: an | Pv6 node may in sonme cases use a 6to4 address for a
configured tunnel. Such a node may function as an | Pv6 host using a
6t 04 address on its configured tunnel interface, and it nay al so
serve as a |Pv6 router for other hosts via a 6to4 pseudo-interface,
but these are distinct functions.

6to04 site:

a site running IPv6 internally using 6to4 addresses, therefore
contai ning at | east one 6to4 host and at |east one 6to4 router
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Rel ay router:
a 6to4 router configured to support transit routing between
6t 04 addresses and native | Pv6 addresses.

6t 04 exterior routing domain:
a routing donmain interconnecting a set of 6to4 routers and
relay routers. It is distinct froman IPv6 site's interior
routing donain, and distinct fromall native |Pv6 exterior
routi ng donains.

2. I1Pv6e Prefix Allocation

Suppose that a subscriber site has at |east one valid, globally

uni que 32-bit | Pv4 address, referred to in this docunent as V4ADDR
This address MJUST be duly allocated to the site by an address
registry (possibly via a service provider) and it MJST NOT be a
private address [RFC 1918].

The | ANA has pernmanently assigned one 13-bit | Pv6 Top Leve
Aggregator (TLA) identifier under the IPv6 Format Prefix 001 [ AARCH
AGCGR] for the 6to4 schene.lts nuneric value is 0x0002, i.e., it is
2002::/16 when expressed as an | Pv6 address prefix.

The subscriber site is then deenmed to have the follow ng | Pv6 address
prefix, w thout any further assignnment procedures being necessary:

Prefix length: 48 bits
Format prefix: 001
TLA val ue: 0x0002

NLA val ue: VA4ADDR

This is illustrated as foll ows:
| 3| 13 | 32 | 16 | 64 bits |
LS S S Fom e e e - o e e e e e e e e e e e e e e e +
| FP | TLA | V4ADDR | SLAID | Interface ID |
| 001] 0x0002] | | |
B T R E R o m e e e e e e e e me oo +

Thus, this prefix has exactly the same format as normal /48 prefixes
assigned according to [AGGR]. It can be abbreviated as

2002: VAADDR: : / 48. Wthin the subscriber site it can be used exactly
like any other valid IPv6 prefix, e.g., for automated address

assi gnnent and di scovery according to the normal nechani snms such as
[ CONF, DI sC, for native IPv6 routing, or for the "6over4" nechanism
[ 6OVER4] .
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Note that if the I Pv4d address is assigned dynanically, the
corresponding I Pv6 prefix will also be dynamic in nature, with the
same lifetine.

2.1 Address Sel ection

To ensure the correct operation of 6to4 in conplex topol ogies, source
and destination address sel ection nust be appropriately inplenented.
If the source I Pv6 host sending a packet has at |east one 2002:
address assigned to it, and if the set of |IPv6 addresses returned by
the DNS for the destination host contains at |east one 2002:

address, then the source host nust nake an appropriate choice of the
source and destination addresses to be used. The nechanisns for
address selection in general are under study at the tine of witing

[ SELECT]. Subject to those general mechani sms, the principle that
will normally allow correct operation of 6to4 is this:

If one host has only a 6to4 address, and the other one has both a
6to04 and a native | Pv6 address, then the 6to4 address should be used
for both.

If both hosts have a 6to04 address and a native | Pv6 address, then
either the 6to4 address should be used for both, or the native |IPv6
address should be used for both. The choice should be configurable.
The default configuration should be native IPv6 for both.

3. Encapsulation in |IPv4d

| Pv6 packets froma 6to4 site are encapsulated in |IPv4d packets when
they leave the site via its external |Pv4 connection. Note that the
I Pv4 interface that is carrying the 6to4 traffic is notionally
equivalent to an IPv6 interface, and is referred to below as a
pseudo-interface, although this phrase is not intended to define an
i npl enent ati on techni que. V4ADDR MJST be configured on the |IPv4

i nterface.

| Pv6 packets are transnitted in | Pv4 packets [RFC 791] with an | Pv4
protocol type of 41, the sane as has been assigned [ MECH for |Pv6
packets that are tunneled inside of IPv4 franes. The |IPv4 header
contains the Destination and Source | Pv4 addresses. One or both of
these will be identical to the V4AADDR field of an IPv6 prefix fornmed
as specified above (see section 5 for nore details). The |IPv4 packet
body contains the I Pv6 header and payl oad.
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0 1 2 3

01234567890123456789012345678901
i T o T e e e et o S s S R R SR
| Version| [IHL |Type of Service]| Total Length |
B T e o i S I i i S S N iy St S I S S
| I dentification | Fl ags| Fragnent O f set |
T e e e i i e e ettt i s o S R S
| Time to Live | Protocol 41 | Header Checksum |
i T i i o e e e Rt s s i S R SR R R S
| Sour ce Address |
B T e o i S I i i S S N iy St S I S S
| Destination Address |
e e i i e T S i S e e e R
| Options Paddi ng |
i T i i o e e e e  E st i S s s R S
| | Pv6 header and payl oad ... /

The IPv4 Tine to Live will be set as nornal [RFC 791], as will the
encapsul ated IPv6 hop linmit [IPv6]. Oher considerations are as
described in Section 4.1.2 of [MECH.

3. 1. Link-Local Address and NUD

The link-1ocal address of a 6to4 pseudo-interface perform ng 6to4
encapsul ati on would, if needed, be forned as described in Section 3.7
of [MECH . However, no scenario is known in which such an address
woul d be useful, since a peer 6to4 gateway cannot determi ne the
appropriate link-layer (IPv4) address to send to.

Nei ghbor Unreachability Detection (NUD) is handled as described in
Section 3.8 of [MECH .

4. Maxi mum Transm ssion Unit
MIU si ze consi derations are as described for tunnels in [ MECH .

If the |Pv6 MIU size proves to be too large for sone internediate

| Pv4 subnet, |Pv4 fragmentation will ensue. While undesirable, this
is not necessarily disastrous, unless the fragnents are delivered to
different 1 Pv4 destinations due to sonme formof |Pv4 anycast. The

| Pv4 "do not fragnent" bit SHOULD NOT be set in the encapsul ating

| Pv4 header.
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5. Unicast scenarios, scaling, and transition to normal prefixes

5.1 Sinple scenario - all sites work the sane

The sinpl est depl oynent scenario for 6to4 is to use it between a
nunmber of sites, each of which has at |east one connection to a
shared IPv4 Internet. This could be the global Internet, or it could
be a corporate IP network. 1In the case of the global Internet, there
is no requirement that the sites all connect to the same |nternet
service provider. The only requirenent is that any of the sites is
able to send | Pv4 packets with protocol type 41 to any of the others.
By definition, each site has an IPv6 prefix in the format defined in
Section 2. It will therefore create DNS records for these addresses.
For exanple, site A which owns IPv4 address 192.1.2.3 will create DNS
records with the I Pv6 prefix {FP=001, TLA=0x0002, NLA=192. 1. 2. 3}/48
(i.e., 2002:c001:0203::/48). Site B which owns address 9.254. 253. 252
wWill create DNS records with the IPv6 prefix

{ FP=001, TLA=0x0002, NLA=9. 254. 253. 252}/48 (i.e., 2002:09fe:fdfc::/48).

When an | Pv6 host on site B queries the DNS entry for a host on site
A, or otherw se obtains its address, it obtains an address with the
prefix {FP=001, TLA=0x0002, NLA=192. 1. 2. 3}/ 48 and whatever SLA and
Interface ID applies. The converse applies when a host on site A
queries the DNS for a host on site B. |Pv6 packets are forned and
transmitted in the nornal way within both sites.

|
| Wde Area | Pv4d Network |
| |

/ \
192.1.2.3/ 9. 254. 253. 252\
/ _ \
/ \
IPv4 Site A HHHHH R IPv4 Site B HHHHH R
# 6t o4 #_ # 6t o4 #_
# router # # router #
Pve Site A HitHHHH Pv6 Site B HiHH

|
|l
| 2
I

|

|l
002: c001: 0203: : / 48 | 2002: 09f e: fdfc::/48
I

Wthin a 6to4 site, addresses with the 2002::/16 prefix, apart from
those with the | ocal 2002: VAADDR: : /48 prefix, will be handled like
any other non-local |1Pv6 address, i.e., by a default or explicit
route towards the 6to4 border router
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When an out goi ng packet reaches the 6to4 router, it is encapsul ated
as defined in Section 3, according to the additional sending rule
defined in Section 5.3. Incoming packets are decapsul ated according
to the additional decapsulation rule defined in Section 5.3. The
addi ti onal sending and decapsul ation rules are the only changes to

| Pv6 forwardi ng, and they occur only at border routers. No |Pv4
routing information is inported into | Pv6 routing (nor vice versa).

In this scenario, any nunber of 6to4 sites can interoperate with no
tunnel configuration, and no special requirenments fromthe |IPv4
service. Al that is required is the appropriate DNS entries and the
addi ti onal sending and decapsul ation rules configured in the 6to4
router. This router SHOULD al so generate the appropriate | Pv6 prefix
announcements [ CONF, DI SC].

Al though site A and site Bwill each need to run I Pv6 routing
internally, they do not need to run an |IPv6 exterior routing protoco
in this sinple scenario; |IPv4 exterior routing does the job for them

It is RECOWENDED that in any case each site should use only one |Pv4
address per 6to4 router, and that should be the address assigned to
the external interface of the 6to4 router. Single-honed sites

t heref ore SHOULD use only one | Pv4 address for 6to4 routing. Milti-
honed sites are discussed briefly in section 5.6.

Because of the lack of configuration, and the distributed depl oynent
nodel, there are believed to be no particular scaling issues with the
basi ¢ 6to04 nmechani sm apart from encapsul ati on over head.

Specifically, it introduces no new entries in |IPv4 routing tables.

5.2 M xed scenario with relay to native | Pv6

During the transition to | Pv6 we can expect sone sites to fit the
nmodel just described (isolated sites whose only connectivity is the
| Pv4 Internet), whereas others will be part of larger islands of
native or tunneled |IPv6 using normal | Pv6 TLA address space. The
6tod4 sites will need connectivity to these native | Pv6 islands and
vice versa. |In the 6to4 nodel, this connectivity is acconplished by
| Pv6 routers which possess both 6to4 and native |Pv6 addresses.

Al t hough t hey behave essentially as standard | Pv6 routers, for the
pur poses of this docunment they are referred to as relay routers to
di stinguish themfromrouters supporting only 6to4, or only native
| Pv6.

There nust be at | east one router acting as a relay between the 6to4

domain and a given native | Pv6 domain. There is nothing special
about it; it is sinmply a normal router which happens to have at | east
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one | ogical 6to4 pseudo-interface and at |east one other |Pv6
interface. Since it is a 6to4 router, it inplements the additiona
sendi ng and decapsul ation rules defined in Section 5.3.

We now have three distinct classes of routing domain to consider

1. the internal IPv6 routing donain of each 6to4 site;

2. an exterior |IPv6 routing domain interconnecting
a given set of 6to4 border routers, including relay routers,
anong thenselves, i.e., a 6to4 exterior routing domain;

3. the exterior IPv6 routing domain of each native |IPv6 island.

1. The internal routing donmain of a 6to4 site behaves as described in
section 5. 1.

2. There are two deploynment options for a 6to4 exterior routing
donai n:

2.1 No IPv6 exterior routing protocol is used. The 6to4 routers
using a given relay router each have a default |IPv6 route pointing to
the relay router. The relay router MAY apply source address based
filters to accept traffic only from specific 6to4 routers.

2.2 An I Pv6 exterior routing protocol is used. The set of 6to4
routers using a given relay router obtain native |IPv6 routes fromthe
relay router using a routing protocol such as BGP4+ [ RFC 2283,

BGP4+]. The relay router will advertise whatever native |Pv6 routing
prefixes are appropriate on its 6to4 pseudo-interface. These

prefixes will indicate the regions of native |IPv6 topology that the
relay router is willing to relay to. Their choice is a matter of
routing policy. It is necessary for network operators to carefully

consider desirable traffic patterns and topol ogy when choosing the
scope of such routing advertisenments. The relay router wll
establish BGP peering only with specific 6to4 routers whose traffic
it iswlling to accept.

Al though this solution is nmore conplex, it provides effective policy
control, i.e., BGP4+ policy determ nes which 6to4 routers are able to
use which relay router.

3. Arelay router MIST advertise a route to 2002::/16 into the native
| Pv6 exterior routing domain. It is a nmatter of routing policy how
far this routing advertisenent of 2002::/16 is propagated in the
native | Pv6 routing system Since there will in general be multiple
relay routers advertising it, network operators will require to
filter it in a managed way. Incorrect policy in this area will |ead
to potential unreachability or to perverse traffic patterns.
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6t 04 prefixes nore specific than 2002::/16 nust not be propagated in
native | Pv6 routing, to prevent pollution of the IPv6 routing table
by elenments of the IPv4 routing table. Therefore, a 6to4 site which
al so has a native | Pv6 connection MJST NOT advertise its 2002::/48
routing prefix on that connection, and all native |IPv6 network
operators MJST filter out and discard any 2002:: routing prefix
adverti senents | onger than /16

Sites which have at | east one native | Pv6 connection, in addition to

a 6to4 connection, will therefore have at |east one | Pv6 prefix which
is not a 2002:: prefix. Such sites’” DNS entries will reflect this
and DNS | ookups will return nmultiple addresses. |f two such sites

need to interoperate, whether the 6to4 route or the native route will
be used depends on | Pv6 address sel ection by the individual hosts (or
even applications).

Now consi der again the exanple of the previous section. Suppose an
| Pv6 host on site B queries the DNS entry for a host on site A and
the DNS returns nultiple IPv6 addresses with different prefixes.

W de Area | Pv4 Network Nati ve | Pv6

|
W de Area Network
|

/ \ /1
192.1.2.3/ 9. 254. 253. 252\ /1 2001: 0600: :/48
____________ /_ \ Il_
/A \ I
#HpHHHH###E | | IPv4d Site B HERHHHH
__# 6tod #_ | | # 6tod  #_ |
# router # || || # router # |
HuHHH#HRE || || I Pv6 Site B HUHIHIHIRHE |
|| |]2002: 09fe:fdfc::/48 | ]
Site A [| |]2001: 0600::/48 [
as before | | |
|| |

If the host picks the 6to4 prefix according to some rule for multiple
prefixes, it will sinply send packets to an |IPv6 address formed with
the prefix {FP=001, TLA=0x0002, NLA=192.1.2.3}/48. It is essentia

that they are sourced fromthe prefix

{FP=001, TLA=0x0002, NLA=9. 254. 253. 252}/ 48 for two-way connectivity to
be possible. The address selection nechanismof Section 2.1 will
ensure this.
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5.2.1 Variant scenario with ISP rel ay

The previous scenario assunes that the relay router is provided by a
cooperative 6to4 user site. A variant of this is for an Internet
Service Provider, that already offers native |IPv6 connectivity, to
operate a relay router. Technically this is no different fromthe
previ ous scenario; site Bis sinply an internal 6to4 site of the ISP
possi bly containing only one system i.e., the relay router itself.

5.2.2 Summary of relay router configuration

A relay router participates in |Pv6 unicast routing protocols on its
native IPv6 interface and nay do so on its 6to4 pseudo-interface, but
t hese are independent routing domains with separate policies, even if
the sane protocol, probably BGP4+, is used in both cases.

A relay router also participates in |IPv4 unicast routing protocols on
its IPv4 interface used to support 6to4, but this is not further
di scussed here.

On its native IPv6 interface, the relay router MJST advertise a route
to 2002::/16. It MJIST NOT advertise a |longer 2002:: routing prefix
on that interface. Routing policy within the native |Pv6 routing
domai n deternines the scope of that advertisenent, thereby linting
the visibility of the relay router in that donain

| Pv6 packets received by the relay router whose next hop | Pv6 address
mat ches 2002::/16 will be routed to its 6tod4 pseudo-interface and
treated according to the sending rule of Section 5. 1.

5.2.2.1. BGP4+ not used

If BGP4+ is not deployed in the 6to4 exterior routing domain (option
2.1 of Section 5.2), the relay router will be configured to accept
and relay all IPv6 traffic only fromits client 6to4 sites. Each
6to4 router served by the relay router will be configured with a
default I Pv6 route to the relay router (for exanple, Site A's default
I Pv6 route ::/0 would point to the relay router’s address under
prefix 2002: 09fe:fdfc::/48).

5.2.2.2. BGP4+ used

If BGP4+ is deployed in the 6to4 exterior routing domain (option 2.2
of Section 5.2), the relay router advertises |Pv6 native routing
prefixes on its 6to4 pseudo-interface, peering only with the 6to4
routers that it serves. (An alternative is that these routes could
be advertised along with IPv4 routes using BGP4 over |Pv4, rather
than by running a separate BGP4+ session.) The specific routes
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adverti sed depend on applicable routing policy, but they nust be
chosen from anong those reachabl e through the relay router’s native
IPv6 interface. |In the sinplest case, a default route to the whole
| Pv6 address space could be advertised. Wien multiple relay routers
are in use, nore specific routing prefixes would be advertised
according to the desired routing policy. The usage of BGP4+ is
conpl etely standard so is not discussed further in this docunent.

5.2.2.3. Relay router scaling

Rel ay routers introduce the potential for scaling issues. |In genera
a relay router should not attenpt to serve nore sites than any other
transit router, allowing for the encapsul ati on overhead.

5,2.3 Unwilling to relay

It may arise that a site has a router with both 6to4 pseudo-
interfaces and native IPv6 interfaces, but is unwilling to act as a
relay router. Such a site MJUST NOT advertise any 2002:: routing
prefix into the native | Pv6 domain and MJUST NOT advertise any native
| Pv6 routing prefixes or a default 1Pv6 route into the 6to4 domain.
Wthin the 6to4 domain it will behave exactly as in the basic 6to4
scenario of Section 5.1.

5.3 Sendi ng and decapsul ati on rul es

The only change to standard | Pv6 forwarding is that every 6to4 router
(and only 6to4 routers) MJST inplenent the follow ng additiona
sendi ng and decapsul ati on rul es.

In the sending rule, "next hop" refers to the next |Pv6 node that the
packet will be sent to, which is not necessarily the fina
destination, but rather the next |Pv6 neighbor indicated by norma

| Pv6 routing nechanisns. |If the final destination is a 6to4 address,
it will be considered as the next hop for the purpose of this rule.

If the final destination is not a 6to4 address, and is not |ocal, the
next hop indicated by routing will be the 6to4 address of a relay
router.

ADDI TI ONAL SENDI NG RULE for 6to4 routers

if the next hop I Pv6 address for an | Pv6 packet
does match the prefix 2002::/16, and
does not match any prefix of the local site
t hen
apply any security checks (see Section 8);
encapsul ate the packet in IPv4 as in Section 3,
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with | Pv4 destination address = the NLA val ue V4ADDR
extracted fromthe next hop |IPv6 address;
queue the packet for |Pv4 forwarding.

A sinmpl e decapsul ation rule for incomng | Pv4 packets with protoco
type 41 MJUST be i npl enent ed

ADDI TI ONAL DECAPSULATI ON RULE for 6to4 routers

apply any security checks (see Section 8);
renmove the | Pv4 header;
submit the packet to local |Pv6 routing.

5.4 Variant scenario with tunnel to |IPv6 space

A 6to4 site which has no I Pv6 connections to the "native" |Pv6
Internet can acquire effective connectivity to the v6 Internet via a
"configured tunnel" (using the termnology in [MECH) to a
cooperating router which does have | Pv6 access, but which does not
need to be a 6to4 router. Such tunnels could be autoconfigured using
an | Pv4 anycast address, but this is outside of the scope of this
docunent. Alternatively a tunnel broker can be used. This scenario
woul d be suitable for a small user-managed site.

These nechani sns are not described in detail in this docunent.

5.5 Fragnmented Scenari os

If there are nultiple relay routers between native |Pv6 and the 6to4
world, different parts of the 6to4 world will be served by different
relays. The only conplexity that this introduces is in the scoping

of 2002::/16 routing advertisenents within the native |IPv6 world.

Li ke any BGP4+ advertisenents, their scope nust be correctly defined
by routing policy to ensure that traffic to 2002::/16 foll ows the

i nt ended pat hs.

If there are nultiple IPv6 stubs all interconnected by 6to4 through
the global IPv4 Internet, this is a sinple generalization of the
basi ¢ scenarios of sections 5.1. and 5.2 and no new i ssues ari se.
This is shown in the followi ng figure. Subject to consistent
configuration of routing advertisenents, there are no known issues
with this scenario.
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| AS1 | AS2 | 2002::/16, but only one of
| | them reaches AS3.
/1 \\
__________ /_ AR
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| | | | | ASA |
| | | |
| | | | I
| G obal 1 Pv4 Network [----- | 6to4 Rel ay3
| | | |
| | | |
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If nmultiple | Pv6 stubs ar
| Pv4 networks (i.e., a fr
al so fragnented; this is

is illustrated below to show why it does not work,

2002::/16 advertisenment f

e interconnected through nultiple, disjoint
agmented | Pv4 world) then the 6to4 world is
the one scenario that must be avoided. It
since the

romRelayl will be invisible to Relay2, and

vice versa. Sites A and B therefore have no connectivity to sites C
and D.
| AS3 |
| _IPv6 Network_| Both AS1 and AS2 advertise
| AS1 | AS2 | 2002::/16, but sites A and B
| | | cannot reach C and D
/1 \\
__________ I _ NN
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| | | |
| |
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| | | |
| | | |
S B | | S
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| Site A| | Site B| | Site C| | Site D|
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5.6 Ml tihom ng

Sites which are multihonmed on | Pv4 MAY extend the 6to4 scenario by
using a 2002:: prefix for each |IPv4 border router, thereby obtaining
a sinple formof IPv6 nultihom ng by using nultiple simnultaneous |Pv6
prefixes and nultiple sinultaneous relay routers.

5.7 Transition Considerations

If the above rules for routing advertisements and address sel ection
are followed, then a site can nmigrate fromusing 6to4 to using native
| Pv6 connections over a long period of co-existence, with no need to
stop 6to4 until it has ceased to be used. The stages involved are

1. Run IPv6 on site using any suitable inplenmentation. True native
| Pv6, [60OVER4], or tunnels are all acceptable

2. Configure a border router (or router plus |IPv4d NAT) connected to
the external |Pv4 network to support 6to4, including advertising the
appropriate 2002:: routing prefix locally. Configure |Pv6 DNS
entries using this prefix. At this point the 6to4 nechanismis
automatically available, and the site has obtained a "free" |Pv6
prefix.

3. ldentify a 6to4 relay router willing to relay the site's traffic
to the native IPv6 world. This could either be at another
cooperative 6to4 site, or an | SP service. |If no exterior routing
protocol is in use in the 6to4 exterior routing domain, the site’s
6to4 router will be configured with a default |IPv6 route pointing to
that relay router’'s 6tod4 address. |If an exterior routing protoco
such as BGP4+ is in use, the site’'s 6to4 router will be configured to
est abl i sh appropriate BGP peerings.

4. \Wen native external |Pv6 connectivity beconmes avail able, add a
second (native) IPv6 prefix to both the border router configuration
and the DNS configuration. At this point, an address selection rule
will deternine when 6to4 and when native IPv6 will be used.

5. When 6to4 usage is determ ned to have ceased (which rmay be severa
years later), renove the 6to4 configuration

5.8 Coexistence with firewall, NAT or RSIP

The 6t 04 nmechani sns appear to be unaffected by the presence of a
firewall at the border router.
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If the site concerned has very linmted gl obal |Pv4 address space, and
is running an | Pv4 network address translator (NAT), all of the above
nmechani snms remain valid. The NAT box nust also contain a fully
functional | Pv6 router including the 6to4 nechanism The address
used for VAADDR will sinply be a globally unique |IPv4d address
allocated to the NAT. 1In the exanple of Section 5.1 above, the 6to4
routers would al so be the sites’ |Pv4d NATs, which would own the

gl obal Iy uni que | Pv4 addresses 192.1.2.3 and 9. 254, 253. 252.

Conmbining a 6to4 router with an IPv4 NAT in this way offers the site
concerned a globally unique I1Pv6 /48 prefix, automatically, behind
the 1 Pv4 address of the NAT. Thus every host behind the NAT can
becone an I Pv6 host with no need for additional address space

al l ocation, and no intervention by the Internet service provider. No
address translation is needed by these | Pv6 hosts.

A nore conplex situation arises if a host is nore than one NAT hop
away fromthe globally unique |IPv4 address space, since only the

out ernost NAT has a unique |Pv4 address. Al 1Pv6 hosts in this
situation nust use addresses derived fromthe 2002: prefix
constructed fromthe gl obal |1Pv4 address of the outernost NAT. The
| Pv4 addresses of the inner NATs are not globally unique and play no
part in the 6to4 nmechanism and 6to4 encapsul ati on and decapsul ati on
can only take place at the outernopst NAT.

The Real m Specific IP (RSIP) nechanism[RSIP] can also co-exist with
6to4. |If a 6to4 border router is conbined with an RSIP border
router, it can support |IPv6 hosts using 6to4 addresses, |Pv4 hosts
using RSIP, or dual stack hosts using both. The RSIP function

provi des fine-grai ned managenent of dynanic gl obal |Pv4 address

al l ocation and the 6to4 function provides a stable |IPv6 gl oba
address to each host. As with NAT, the | Pv4 address used to
construct the site’'s 2002: prefix will be one of the globa
addresses of the RSIP border router.

5.9 Usage within Intranets

There is nothing to stop the above scenario being deployed within a
private corporate network as part of its internal transition to |Pv6;
the corporate |Pv4 backbone would serve as the virtual link layer for
i ndi vi dual corporate sites using 2002:: prefixes. The VAADDR MJST be
a duly allocated gl obal |Pv4 address, which MJST be unique within the
private network. The Intranet thereby obtains globally unique | Pve
addresses even if it is internally using private |IPv4 addresses [RFC
1918].
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5.10 Sunmary of inpact on routing

IGP (site) routing will treat the local site’'s 2002::/48 prefix
exactly like a native IPv6 site prefix assigned to the local site.
There will also be an I1GP route to the generic 2002::/16 prefix,
which will be a route to the site’s 6to4 router, unless this is
handl ed as a default route.

EGP (i.e., BGP) routing will include advertisenents for the 2002::/16
prefix fromrelay routers into the native |IPv6 donain, whose scope is
limted by routing policy. This is the only non-native IPv6 prefix
adverti sed by BGP

It will be necessary for 6tod4 routers to obtain routes to relay
routers in order to access the native |IPv6 dormain. 1In the sinplest
case there will be a manually configured default 1Pv6 route to a
relay router’s address under the prefix

{ FP=001, TLA=0x0002, NLA=VAADDR}/ 48, where VAADDR is the |Pv4 address
of the relay router. Such a route could be used to establish a BGP
session for the exchange of additional |Pv6 routes.

By construction, unicast IPv6 traffic within a 6to4 domain wll
foll ow exactly the sanme path as unicast |IPv4 traffic

5.11. Routing | oop prevention

Since 6to4 has no inpact on IPv4 routing, it cannot induce routing
loops in IPv4. Since 2002: prefixes behave exactly |ike standard

| Pv6 prefixes, they will not create any new nechani sns for routing

| oops in IPv6 unl ess m sconfigured. One very dangerous

m sconfigurati on woul d be an announcenent of the 2002::/16 prefix
into a 6to4 exterior routing donmain, since this would attract al
6tod traffic into the site nmaking the announcenent. |Its 6to4 router
woul d then resend non-local 6to4 traffic back out, formng a | oop

The 2002::/16 routing prefix may be legitimtely advertised into the
native I Pv6 routing domain by a relay router, and into an IPv6 site's
local |Pv6 routing domain; hence there is a risk of misconfiguration
causing it to be advertised into a 6to4 exterior routing domain.

To summari ze, the 2002::/16 prefix MJIST NOT be advertised to a 6to4
exterior routing donmain.
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6. Milticast and Anycast

It is not possible to assune the general availability of wi de-area

I Pv4 nulticast, so (unlike [60VER4]) the 6to4 mechani sm nmust assune
only unicast capability in its underlying IPv4 carrier network. An
I Pv6 nulticast routing protocol is needed [ MILTI].

The al |l ocated anycast address space [ ANYCAST] is conpatible with
2002:: prefixes, i.e., anycast addresses formed with such prefixes
may be used inside a 6to4 site.

7. | CVP nmessages

| CMP "unreachabl e and ot her messages returned by the | Pv4 routing
systemw ||l be returned to the 6to4 router that generated a

encapsul ated 2002:: packet. However, this router will often be
unable to return an | CMPv6 nessage to the originating | Pv6 node, due
to the lack of sufficient information in the "unreachabl e' nessage.
This means that the I Pv4 network will appear as an undi agnosable |ink
| ayer for |Pv6 operational purposes. Qher considerations are as
described in Section 4.1.3 of [MECH

8. | ANA Consi derations

No assignnments by the | ANA are required beyond the special TLA val ue
0x0002 al ready assi gned.

9. Security Considerations

| npl enentors should be aware that, in addition to possible attacks
agai nst | Pv6, security attacks against |Pv4 nust al so be considered.
Use of IP security at both IPv4 and | Pv6 | evels shoul d neverthel ess
be avoided, for efficiency reasons. For exanple, if IPv6 is running
encrypted, encryption of |IPv4 would be redundant except if traffic
analysis is felt to be a threat. |If IPv6 is running authenticated
then authentication of IPv4 will add little. Conversely, |Pv4
security will not protect IPv6 traffic once it |eaves the 6to4
domain. Therefore, inplementing | Pv6 security is required even if

| Pv4 security is avail able.

By default, 6to4 traffic will be accepted and decapsul ated from any
source fromwhich regular IPvd traffic is accepted. |If this is for
any reason felt to be a security risk (for exanple, if |Pv6 spoofing
is felt to be nore likely than IPv4 spoofing), then additional source
address based packet filtering could be applied. A possible
plausibility check is whether the encapsulating |Pv4 address is
consistent with the encapsul ated 2002:: address. |If this check is

Carpenter & Moore St andards Track [ Page 19]



RFC 3056 Connection of I Pv6 Dormains via | Pvd Couds February 2001

applied, exceptions to it nust be configured to adnit traffic from
relay routers (Section 5). 2002:: traffic nmust also be excepted from
checks applied to prevent spoofing of "6 over 4" traffic [ 60OVERA]

In any case, any 6to4 traffic whose source or destination address
enbeds a VA4ADDR which is not in the format of a gl obal unicast
address MJST be silently discarded by both encapsul ators and
decapsul ators. Specifically, this neans that |Pv4 addresses defined
in [RFC 1918], broadcast, subnet broadcast, nulticast and | oopback
addresses are unaccept abl e.
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