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Abstract

The differentiated services framework enabl es quality-of-service
provisioning within a network dormain by applying rules at the edges
to create traffic aggregates and coupling each of these with a
specific forwarding path treatnent in the domain through use of a
codepoint in the IP header. The diffserv WG has defined the genera
architecture for differentiated services and has focused on the
forwardi ng path behavior required in routers, known as "per-hop
forwardi ng behaviors" (or PHBs). The WG has al so di scussed
functionality required at diffserv (DS) donain edges to sel ect
(classifiers) and condition (e.g., policing and shaping) traffic
according to the rules. Short-term changes in the QS goals for a DS
domain are inplenented by changing only the configuration of these
edge behavi ors wi thout necessarily reconfiguring the behavior of
interior network nodes.

The next step is to formul ate exanpl es of how forwarding path
components (PHBs, classifiers, and traffic conditioners) can be used
to conpose traffic aggregates whose packets experience specific
forwardi ng characteristics as they transit a differentiated services
domain. The WG has decided to use the term per-domai n behavior, or
PDB, to describe the behavior experienced by a particular set of
packets as they cross a DS domain. A PDB is characterized by
specific netrics that quantify the treatnent a set of packets with a
particular DSCP (or set of DSCPs) will receive as it crosses a DS
domain. A PDB specifies a forwarding path treatnent for a traffic
aggregate and, due to the role that particular choices of edge and
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PHB configuration play in its resulting attributes, it is where the
forwardi ng path and the control plane interact. The neasurable
paraneters of a PDB should be suitable for use in Service Leve
Specifications at the network edge.

Thi s docunent defines and di scusses Per-Domai n Behavi ors in detai

and lays out the format and required content for contributions to the
Diffserv W6 on PDBs and the procedure that will be applied for

i ndi vi dual PDB specifications to advance as W5 products. This format
is specified to expedite working group review of PDB subm ssions.
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ntroducti on

Differentiated Services allows an approach to IP Quality of Service
that is nodular, increnentally deployable, and scal able while

i ntroduci ng m nimal per-node conplexity [RFC2475]. Fromthe end
user’s point of view, QS should be supported end-to-end between any
pair of hosts. However, this goal is not imediately attainable. It
will require interdomain QoS support, and many untaken steps remain
on the road to achieving this. One essential step, the evolution of
the business nodels for interdomain QS, will necessarily devel op
outside of the IETF. A goal of the diffserv Wois to provide the
firmtechnical foundation that allows these business nodels to
develop. The first major step will be to support edge-to-edge or

i ntradomai n QoS between the ingress and egress of a single network,
i.e., a DS Domain in the term nology of RFC 2474. The intention is
that this edge-to-edge QS should be conposable, in a purely
techni cal sense, to a quantifiable QoS across a DS Regi on conposed of
nmul ti ple DS domai ns.
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The Diffserv WG has finished the first phase of standardi zing the
behaviors required in the forwarding path of all network nodes, the
per-hop forwardi ng behaviors or PHBs. The PHBs defined in RFCs 2474,
2597 and 2598 give a rich tool box for differential packet handling by
i ndi vi dual boxes. The general architectural nodel for diffserv has
been docunented in RFC 2475. An informal router nodel [ MODEL]
describes a nodel of traffic conditioning and other forwarding

behavi ors. However, technical issues renmain in noving "beyond the
box" to intradomai n QoS nodel s.

The ultimte goal of creating scalable end-to-end QS in the Internet
requires that we can identify and quantify behavior for a group of
packets that is preserved when they are aggregated with other packets
as they traverse the Internet. The step of specifying forwarding
path attributes on a per-domain basis for a set of packets

di stinguished only by the mark in the DS field of individual packets
is critical in the evolution of Diffserv QoS and should provide the
technical input that will aid in the construction of business nodels.
Thi s docunent defines and specifies the term "Per-Domai n Behavior" or
PDB to describe QoS attributes across a DS domai n.

Diffserv classification and traffic conditioning are applied to
packets arriving at the boundary of a DS domain to inpose
restrictions on the conposition of the resultant traffic aggregates,
as distinguished by the DSCP marking , inside the donmain. The
classifiers and traffic conditioners are set to reflect the policy
and traffic goals for that domain and nay be specified in a TCA
(Traffic Conditioning Agreement). Once packets have crossed the DS
boundary, adherence to diffserv principles makes it possible to group
packets solely according to the behavior they receive at each hop (as
sel ected by the DSCP). This approach has well-known scaling

advant ages, both in the forwarding path and in the control plane.
Less well recognized is that these scaling properties only result if
t he per-hop behavior definition gives rise to a particular type of

i nvari ance under aggregation. Since the per-hop behavi or nmust be
equi val ent for every node in the domain, while the set of packets

mar ked for that PHB nay be different at every node, PHBs shoul d be
defined such that their characteristics do not depend on the traffic
vol ume of the associated BA on a router’s ingress link nor on a
particul ar path through the DS donmai n taken by the packets.
Specifically, different streans of traffic that belong to the sane
traffic aggregate nerge and split as they traverse the network. |f
the properties of a PDB using a particular PHB hold regardl ess of how
the tenporal characteristics of the marked traffic aggregate change
as it traverses the donain, then that PDB scales. (Cearly this
assunes that nunerical paraneters such as bandwi dth allocated to the
particular PDB nmay be different at different points in the network,
and nay be adjusted dynamically as traffic volune varies.) |If there
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are limts to where the properties hold, that translates to a linit
on the size or topology of a DS donain that can use that PDB

Al t hough useful single-link DS donains night exist, PDBs that are
invariant with network size or that have sinple relationships with
networ k size and whose properties can be recovered by reapplying
rules (that is, fornmng another diffserv boundary or edge to re-
enforce the rules for the traffic aggregate) are needed for building
scal abl e end-to-end quality of service.

There is a clear distinction between the definition of a Per-Donmain
Behavior in a DS domain and a service that mght be specified in a
Service Level Agreenent. The PDB definition is a technical building
bl ock that permits the coupling of classifiers, traffic conditioners,
specific PHBs, and particular configurations with a resulting set of
specific observable attributes which may be characterized in a
variety of ways. These definitions are intended to be useful tools
in configuring DS domains, but the PDB (or PDBs) used by a provider
is not expected to be visible to custoners any nore than the specific
PHBs enpl oyed in the provider’s network woul d be. Network providers
are expected to select their own neasures to nmake custonmer-visible in
contracts and these may be stated quite differently fromthe
technical attributes specified in a PDB definition, though the
configuration of a PDB m ght be taken froma Service Leve
Specification (SLS). Simlarly, specific PDBs are intended as tools
for 1SPs to construct differentiated services offerings; each nmay
choose different sets of tools, or even develop their own, in order
to achieve particular externally observable nmetrics. Nevertheless,

t he nmeasurabl e paraneters of a PDB are expected to be anong the
paraneters cited directly or indirectly in the Service Leve

Speci fication conponent of a correspondi ng SLA.

This docunent defines Differentiated Services Per-Donai n Behavi ors
and specifies the format that nust be used for subm ssions of
particular PDBs to the Diffserv WG

2 Definitions

The following definitions are stated in RFCs 2474 and 2475 and are
repeated here for easy reference:

" Behavi or Aggregate: a collection of packets with the same codepoi nt
crossing a link in a particular direction.

" Differentiated Services Donain: a contiguous portion of the

I nternet over which a consistent set of differentiated services
policies are adm nistered in a coordinated fashion. A
differentiated services donmain can represent different
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adm ni strative donai ns or autononous systems, different trust
regi ons, different network technologies (e.g., cell/franme), hosts
and routers, etc. Al so DS domain.

Differentiated Services Boundary: the edge of a DS domain, where
classifiers and traffic conditioners are likely to be deployed. A
differentiated services boundary can be further sub-divided into

i ngress and egress nodes, where the ingress/egress nodes are the
downstreanm upstream nodes of a boundary link in a given traffic
direction. A differentiated services boundary typically is found
at the ingress to the first-hop differentiated services-conpliant
router (or network node) that a host’s packets traverse, or at the
egress of the last-hop differentiated services-conpliant router or
net work node that packets traverse before arriving at a host. This
is sonetimes referred to as the boundary at a leaf router. A
differentiated services boundary may be co-located with a host,
subject to local policy. Al so DS boundary.

To these we add:
" Traffic Aggregate: a collection of packets with a codepoint that
maps to the same PHB, usually in a DS domain or sonme subset of a DS
domain. A traffic aggregate marked for the foo PHB is referred to
as the "foo traffic aggregate" or "foo aggregate" interchangeably.
This generalizes the concept of Behavior Aggregate froma link to a
net wor k.

Per - Domai n Behavior: the expected treatnent that an identifiable or
target group of packets will receive from"edge-to-edge" of a DS
domain. (Also PDB.) A particular PHB (or, if applicable, list of
PHBs) and traffic conditioning requirenents are associated with
each PDB

A Service Level Specification (SLS) is a set of paraneters and
their val ues which together define the service offered to a traffic
streamby a DS donmain. It is expected to include specific val ues
or bounds for PDB paraneters.

3 The Val ue of Defining Edge-to-Edge Behavi or

As defined in section 2, a PDB describes the edge-to-edge behavior
across a DS domain's "cloud." Specification of the transit
expectations of packets matching a target for a particular diffserv
behavi or across a DS domain will both assist in the deployment of
singl e-donmain QS and will help enable the conposition of end-to-end,
cross-domain services. Networks of DS domains can be connected to
create end-to-end services by building on the PDB characteristics

wi thout regard to the particular PHBs used. This |level of
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abstraction nakes it easier to conpose cross-donain services as well
as making it possible to hide details of a network’s internals while
exposing information sufficient to enable QoS

Today’s Internet is conposed of nultiple independently adm nistered
domai ns or Autononobus Systens (ASs), represented by the "clouds" in
figure 1. To deploy ubiquitous end-to-end quality of service in the
I nternet, business nodels nust evolve that include issues of charging
and reporting that are not in scope for the |ETF. In the neantine,
there are many possible uses of quality of service within an AS and
the I ETF can address the technical issues in creating an intradomain
Q@S within a Differentiated Services franmework. 1In fact, this
approach is quite anenable to increnental deploynent strategies.

Where DS donmi ns are independently adm nistered, the evolution of the
necessary business agreenments and future signaling arrangenments will
take some time, thus, early deploynments will be within a single

adm ni strative donmain. Putting aside the business issues, the sanme
technical issues that arise in interconnecting DS donmains wth

honmogeneous administration will arise in interconnecting the
aut ononous systems (ASs) of the Internet.

Figure 1: Interconnection of ASs and DS Donai ns

A single AS (e.g., AS2 in figure 1) nmay be conposed of subnetworks
and, as the definition allows, these can be separate DS domains. An
AS m ght have nultiple DS donmains for a nunber of reasons, nost

not abl e being to follow topol ogi cal and/or technol ogi cal boundaries
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and to separate the allocation of resources. |If we confine ourselves
to the DS boundaries between these "interior" DS donains, we avoid
the non-techni cal problens of setting up a service and can address
the issues of creating characterizable PDBs.

The incentive structure for differentiated services is based on
upstream donai ns ensuring their traffic conforns to the Traffic

Condi tioning Agreenents (TCAs) wi th downstream domai ns and downstream
domai ns enforcing that TCA, thus netrics associated with PDBs can be
sensi bly conmputed. The letters "X' and "Y" in figure 1 represent the
DS boundary routers containing traffic conditioners that ensure and
enforce conformance (e.g., shapers and policers). Although policers
and shapers are expected at the DS boundaries of ASs (the "X' boxes),
they m ght appear anywhere, or nowhere, inside the AS. Specifically,
the boxes at the DS boundaries internal to the AS (the "Y" boxes) nmay
or may not condition traffic. Technical guidelines for the placenent
and configuration of DS boundaries should derive fromthe attributes
of a particular PDB under aggregation and multiple hops.

This definition of PDB continues the separation of forwarding path
and control plane described in RFC 2474. The forwardi ng path
characteristics are addressed by considering how t he behavi or at
every hop of a packet’s path is affected by the nerging and branchi ng
of traffic aggregates through nultiple hops. Per-hop behaviors in
nodes are configured infrequently, representing a change in network
infrastructure. Mre frequent quality-of-service changes conme from
enpl oyi ng control plane functions in the configuration of the DS
boundaries. A PDB provides a |link between the DS domain |evel at
which control is exercised to formtraffic aggregates with quality-
of -service goals across the donmain and the per-hop and per-1Ilink
treatments packets receive that results in neeting the quality-of-
servi ce goal s.

4 Under st andi ng PDBs
4.1 Defining PDBs

RFCs 2474 and 2475 define a Differentiated Services Behavior
Aggregate as "a collection of packets with the sane DS codepoi nt
crossing a link in a particular direction" and further state that
packets with the same DSCP get the same per-hop forwardi ng treatnent
(or PHB) everywhere inside a single DS donain. Note that even if
multiple DSCPs nap to the sane PHB, this nust hold for each DSCP
individually. In section 2 of this docunent, we introduced a nore
general definition of a traffic aggregate in the diffserv sense so
that we mght easily refer to the packets which are mapped to the
same PHB everywhere within a DS dormain. Section 2 also presented a
short definition of PDBs which we expand upon in this section
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Per - Domai n Behavi or: the expected treatnent that an identifiable or
target group of packets will receive from"edge to edge" of a DS
domain. A particular PHB (or, if applicable, list of PHBs) and
traffic conditioning requirements are associated with each PDB

Each PDB has neasurable, quantifiable, attributes that can be used to
descri be what happens to its packets as they enter and cross the DS
domain. These derive fromthe characteristics of the traffic
aggregate that results fromapplication of classification and traffic
conditioning during the entry of packets into the DS donmain and the
forwarding treatnent (PHB) the packets get inside the domain, but can
al so depend on the entering traffic | oads and the donmin’s topol ogy.
PDB attributes may be absolute or statistical and they nay be
paraneterized by network properties. For exanple, a loss attribute
m ght be expressed as "no nore than 0.1% of packets will be dropped
when neasured over any tinme period larger than T", a delay attribute
m ght be expressed as "50% of delivered packets will see less than a
delay of d milliseconds, 30%w Il see a delay less than 2d ns, 20%
will see a delay of less than 3d ns." A wide range of netrics is
possible. |In general they will be expressed as bounds or percentiles
rather than as absol ute val ues.

A PDB is applied to a target group of packets arriving at the edge of
the DS domain. The target group is distinguished fromall arriving
packets by use of packet classifiers [RFC2475] (where the classifier
may be "null"). The action of the PDB on the target group has two
parts. The first part is the the use of traffic conditioning to
create a traffic aggregate. During traffic conditioning, confornant
packets are marked with a DSCP for the PHB associated with the PDB
(see figure 2). The second part is the treatnent experienced by
packets fromthe sane traffic aggregate transiting the interior of a
DS domai n, between and inside of DS domain boundaries. The follow ng
subsections further discuss these two effects on the target group
that arrives at the DS domain boundary.

——————————————————————————————————————————— foo
arriving _|classifiers| |target group| |traffic conditioning|_ traffic
packet s | | |of packets | |& marking (for foo) | aggregate

Figure 2: Relationship of the traffic aggregate associ ated
with a PDB to arriving packets
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4.1.1 Crossing the DS edge: the effects of traffic conditioning on the
target group

This effect is quantified by the relationship of the enmerging traffic
aggregate to the entering target group. That rel ationship can depend
on the arriving traffic pattern as well as the configuration of the
traffic conditioners. For exanple, if the EF PHB [ RFC2598] and a
strict policer of rate R are associated with the foo PDB, then the
first part of characterizing the foo PDBis to wite the relationship
between the arriving target packets and the departing foo traffic
aggregate. In this case, "the rate of the emerging foo traffic
aggregate is less than or equal to the smaller of R and the arriva
rate of the target group of packets" and additional tenporal
characteristics of the packets (e.g., burst) may be specified as
desired. Thus, there is a "loss rate" on the arriving target group
that results fromsending too much traffic or the traffic with the
wrong tenporal characteristics. This loss rate should be entirely
preventable (or controllable) by the upstream sender conformng to
the traffic conditioning associated with the PDB specification

The issue of "who is in control" of the loss (or denmption) rate hel ps
to clearly delineate this conponent of PDB performance fromthat
associated with transiting the domain. The latter is conpletely
under control of the operator of the DS domain and the forner is used
to ensure that the entering traffic aggregate confornms to the traffic
profile to which the operator has provisioned the network. Further
the effects of traffic conditioning on the target group can usually
be expressed nore sinply than the effects of transiting the DS domain
on the traffic aggregate’s traffic profile.

A PDB nay al so apply traffic conditioning at DS donain egress. The
effect of this conditioning on the overall PDB attributes would be
treated similarly to the ingress characteristics (the authors may
develop nore text on this in the future, but it does not materially
affect the ideas presented in this docunent.)

4.1.2 Crossing the DS domain: transit effects

The second conponent of PDB performance is the metrics that
characterize the transit of a packet of the PDB s traffic aggregate
bet ween any two edges of the DS domai n boundary shown in figure 3.
Note that the DS domai n boundary runs through the DS boundary routers
since the traffic aggregate is generally fornmed in the boundary
router before the packets are queued and schedul ed for output. (In
nost cases, this distinction is expected to be inportant.)
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DSCPs shoul d not change in the interior of a DS donain as there is no
traffic conditioning being applied. If it is necessary to reapply
the kind of traffic conditioning that could result in renarking,
there should be a DS domai n boundary at that point, though such an
"interior" boundary can have "lighter weight" rules in its TCA

Thus, when neasuring attributes between locations as indicated in
figure 3, the DSCP at the egress side can be assuned to have held

t hr oughout the donai n.

DS |

Figure 3: Range of applicability of attributes of a traffic
aggregate associated with a PDB (is between the
poi nts marked "X")

Though a DS donain nay be as snmall as a single node, nore conplex
topol ogi es are expected to be the norm thus the PDB definition nust
hold as its traffic aggregate is split and nmerged on the interior
links of a DS domain. Packet flowin a network is not part of the
PDB definition; the application of traffic conditioning as packets
enter the DS domain and the consistent PHB through the DS donmi n nust
suffice. A PDB s definition does not have to hold for arbitrary
topol ogi es of networks, but the limts on the range of applicability
for a specific PDB nust be clearly specified.

In general, a PDB operates between N ingress points and M egress
points at the DS donmin boundary. Even in the degenerate case where
N=M=1, PDB attributes are nore conplex than the definition of PHB
attributes since the concatenation of the behavior of internediate
nodes affects the former. A conplex case with N and M both greater
than one involves splits and nerges in the traffic path and is non-
trivial to analyze. Analytic, simulation, and experinental work will
all be necessary to understand even the sinplest PDBs.

4.2 Constructing PDBs
A DS domain is configured to neet the network operator’s traffic

engi neering goals for the domain independently of the performance
goals for a particular flow of a traffic aggregate. Once the
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interior routers are configured for the nunber of distinct traffic
aggregates that the network will handle, each PDB s allocation at the
edge cones from neeting the desired performance goals for the PDB s
traffic aggregate subject to that configuration of packet schedul ers
and bandw dth capacity. The configuration of traffic conditioners at
the edge may be altered by provisioning or adm ssion control but the
deci si on about which PDB to use and how to apply classification and
traffic conditioning comes from natching perfornmance to goals.

For exanple, consider the DS domain of figure 3. A PDB with an
explicit bound on |l oss nmust apply traffic conditioning at the
boundary to ensure that on the average no nore packets are admitted
than can energe. Though, queueing internal to the network nmay result
in a difference between input and output traffic over sone

ti mescal es, the averaging tinmescal e should not exceed what night be
expected for reasonably sized buffering inside the network. Thus if
bursts are allowed to arrive into the interior of the network, there
nmust be enough capacity to ensure that |osses don't exceed the bound.
Note that explicit bounds on the loss |level can be particularly
difficult as the exact way in which packets nerge inside the network
affects the burstiness of the PDB's traffic aggregate and hence,

| oss.

PHBs give explicit expressions of the treatnent a traffic aggregate
can expect at each hop. For a PDB, this behavior nust apply to
mergi ng and diverging traffic aggregates, thus characterizing a PDB
requi res understandi ng what happens to a PHB under aggregation. That
is, PHBs recursively applied must result in a known behavior. As an
exanpl e, since maxi mum burst sizes grow with the nunber of nicroflows
or traffic aggregate streans nerged, a PDB specification nust address
this. A clear advantage of constructing behaviors that aggregate is
the ease of concatenating PDBs so that the associated traffic
aggregate has known attributes that span interior DS domains and,
eventually, farther. For exanple, in figure 1 assune that we have
configured the foo PDB on the interior DS domai ns of AS2. Then
traffic aggregates associated with the foo PDB in each interior DS
domai n of AS2 can be nerged at the shaded interior boundary routers.
If the same (or fewer) traffic conditioners as applied at the
entrance to AS2 are applied at these interior boundaries, the
attributes of the foo PDB should continue to be used to quantify the
expected behavior. Explicit expressions of what happens to the
behavi or under aggregation, possibly paraneterized by node in-degrees
or network dianeters, are necessary to determ ne what to do at the

i nternal aggregation points. One approach might be to conpletely
reapply the traffic conditioning at these points; another night

enpl oy sone limted rate-based remarking only.
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Multiple PDBs may use the same PHB. The specification of a PDB can
contain a list of PHBs and their required configuration, all of which
would result in the same PDB. In operation, it is expected that a
single domain will use a single PHB to inplement a particul ar PDB

t hough di fferent domains may select different PHBs. Recall that in
the diffserv definition [ RFC2474], a single PHB nmight be sel ected
within a donmain by a list of DSCPs. Miltiple PDBs nmight use the same
PHB i n which case the transit performance of traffic aggregates of
these PDBs will, of necessity, be the same. Yet, the particular
characteristics that the PDB designer wishes to claimas attributes
may vary, so two PDBs that use the sanme PHB might not be specified
with the same list of attributes

The specification of the transit expectations of PDBs across domains
both assists in the deploynent of QS within a DS domain and hel ps
enabl e the conposition of end-to-end, cross-domain services to
proceed by making it possible to hide details of a domain’s internals
whi | e exposi ng characteristics necessary for QoS.

4.3 PDBs using PHB G oups

The use of PHB groups to construct PDBs can be done in several ways.
A single PHB nmenber of a PHB group might be used to construct a
single PDB. For exanple, a PDB could be defined using just one of
the Class Sel ector Conpliant PHBs [ RFC2474]. The traffic
conditioning for that PDB and the required configuration of the
particular PHB would be defined in such a way that there was no
dependence or relationship with the manner in which other PHBs of the
group are used or, indeed, whether they are used in that DS domai n.
In this case, the reasonabl e approach would be to specify this PDB
al one in a docunent which expressly called out the conditions and
configuration of the Cass Sel ector PHB required.

A single PDB can be constructed using nore than one PHB fromthe same
PHB group. For exanple, the traffic conditioner described in RFC
2698 might be used to mark a particular entering traffic aggregate
for one of the three AFlx PHBs [ RFC2597] while the transit
performance of the resultant PDB is specified, statistically, across
all the packets marked with one of those PHBs.

A set of related PDBs nmight be defined using a PHB group. In this
case, the related PDBs should be defined in the sane docunent. This
is appropriate when the traffic conditioners that create the traffic
aggregat es associated with each PDB have sone rel ationshi ps and

i nt erdependenci es such that the traffic aggregates for these PDBs
shoul d be described and characterized together. The transit
attributes will depend on the PHB associated with the PDB and wil|
not be the same for all PHBs in the group, though there may be sone
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paraneterized interrelationship between the attributes of each of
these PDBs. In this case, each PDB should have a clearly separate
description of its transit attributes (delineated in a separate
subsection) within the docunent. For exanple, the traffic
condi ti oner described in RFC 2698 mi ght be used to mark arriving
packets for three different AFlx PHBs, each of which is to be treated
as a separate traffic aggregate in terns of transit properties. Then
a single document could be used to define and quantify the

rel ati onship between the arriving packets and the energing traffic
aggregates as they relate to one another. The transit
characteristics of packets of each separate AFlx traffic aggregate
shoul d be described separately within the docunent.

Anot her way in which a PHB group nmight be used to create one PDB per
PHB mi ght have decoupled traffic conditioners, but some relationship
bet ween the PHBs of the group. For exanple, a set of PDBs might be
defined using O ass Sel ector Conpliant PHBs [ RFC2474] in such a way
that the traffic conditioners that create the traffic aggregates are
not related, but the transit performance of each traffic aggregate
has some paranetric relationship to the other. |If it nakes sense to
specify themin the sane docunment, then the author(s) should do so.

4.4 Forwarding path vs. control plane

A PDB' s associated PHB, classifiers, and traffic conditioners are al
in the packet forwarding path and operate at line rates. PHBs,
classifiers, and traffic conditioners are configured in response to
control plane activity which takes place across a range of tine

scal es, but, even at the shortest time scale, control plane actions
are not expected to happen per-packet. Cassifiers and traffic
conditioners at the DS donain boundary are used to enforce who gets
to use the PDB and how the PDB shoul d behave tenporally.
Reconfiguration of PHBs nmi ght occur nonthly, quarterly, or only when
the network is upgraded. Cassifiers and traffic conditioners night
be reconfigured at a few regular intervals during the day or m ght
happen in response to signalling decisions thousands of tines a day.
Much of the control plane work is still evolving and is outside the
charter of the Diffserv Wa. W note that this is quite appropriate
since the manner in which the configuration is done and the tine
scale at which it is done should not affect the PDB attri butes.

5 Format for Specification of Diffserv Per-Domain Behaviors
PDBs arise froma particular relationship between edge and interior
(which may be paraneterized). The quantifiable characteristics of a

PDB rmust be independent of whether the network edge is configured
statically or dynam cally. The particular configuration of traffic
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conditioners at the DS donain edge is critical to how a PDB perforns,
but the act(s) of configuring the edge is a control plane action
whi ch can be separated fromthe specification of the PDB

The follow ng sections nust be present in any specification of a
Differentiated Services PDB. O necessity, their Iength and content
will vary greatly.

5.1 Applicability Statenent

Al'l PDB specs nust have an applicability statement that outlines the
intended use of this PDB and the limts to its use.

5.2 Technical specification

This section specifies the rules or guidelines to create this PDB
each distinguished with "may", "nmust" and "should." The technica
specification nust list the classification and traffic conditioning
required (if any) and the PHB (or PHBs) to be used with any
additional requirenments on their configuration beyond that contained
in RFCs. Cassification can reflect the results of an adni ssion
control process. Traffic conditioning may include marking, traffic
shapi ng, and policing. A Service Provisioning Policy mght be used
to describe the technical specification of a particular PDB

5.3 Attributes

A PDB' s attributes tell how it behaves under ideal conditions if
configured in a specified manner (where the specification may be
paraneterized). These mi ght include drop rate, throughput, delay
bounds neasured over sone tine period. They nmay be bounds,
statistical bounds, or percentiles (e.g., "90% of all packets
nmeasured over intervals of at least 5 minutes will cross the DS
domain in less than 5 mlliseconds"). A wide variety of
characteristics may be used but they nmust be explicit, quantifiable,
and defensible. Were particular statistics are used, the docunent
nmust be preci se about how they are to be neasured and about how the
characteristics were derived

Advice to a network operator would be to use these as guidelines in
creating a service specification rather than use themdirectly. For
exanple, a "loss-free" PDB woul d probably not be sold as such, but
rather as a service with a very snmall packet |oss probability.
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5.4 Paraneters

The definition and characteristics of a PDB nmay be paraneterized by
net wor k- speci fic features; for exanple, maxi num nunber of hops,

m ni mum bandwi dth, total nunber of entry/exit points of the PDB
to/fromthe diffserv network, maxinumtransit delay of network

el ements, mninum buffer size available for the PDB at a network
node, etc.

5.5 Assunptions

In nost cases, PDBs will be specified assum ng | ossless |inks, no
link failures, and relatively stable routing. This is reasonable
since otherwise it would be very difficult to quantify behavi or and
this is the operating conditions for which nobst operators strive.
However, these assunptions must be clearly stated. Since PDBs wth
speci fic bandwi dth parameters require that bandw dth to be avail abl e,
the assunptions to be stated may include standby capacity. Sone PDBs
may be specifically targeted for cases where these assunptions do not
hold, e.g., for high loss rate links, and such targeting must al so be
made explicit. |If additional restrictions, especially specific
traffic engineering nmeasures, are required, these nust be stated.

Further, if any assunptions are nade about the allocation of
resources within a diffserv network in the creation of the PDB, these
nmust be made explicit.

5.6 Exanpl e Uses

A PDB specification nust give exanple uses to notivate the
under st andi ng of ways in which a diffserv network could make use of
the PDB al though these are not expected to be detailed. For exanple,
"A bulk handling PDB may be used for all packets which shoul d not
take any resources fromthe network unl ess they woul d otherw se go
unused. This might be useful for Netnews traffic or for traffic
rejected fromsone other PDB by traffic policers."

5.7 Environnental Concerns (nedia, topology, etc.)

Note that it is not necessary for a provider to expose which PDB (if
a conmonly defined one) is being used nor is it necessary for a
provider to specify a service by the PDB's attributes. For exanple,
a service provider mght use a PDB with a "no queueing | oss"
characteristic in order to specify a "very low | oss" service.

This section is to inject realisminto the characteristics described

above. Detail the assunptions nmade there and what constraints that
puts on topology or type of physical nedia or allocation

Ni chol s & Carpenter I nf or mat i onal [ Page 15]



RFC 3086 D ffserv per Domai n Behaviors April 2001

5.8 Security Considerations for each PDB

This section should include any security considerations that are

specific to the PDB. |Is it subject to any unusual theft-of-service
or denial -of-service attacks? Are any unusual security precautions
needed?

It is not necessary to repeat the general security discussions in
[ RFC2474] and [ RFC2475], but a reference should be included. Al so
refer to any special security considerations for the PHB or PHBs
used.

6 On PDB Attributes

As discussed in section 4, neasurable, quantifiable attributes
associ ated with each PDB can be used to describe what will happen to
packets using that PDB as they cross the domain. Inits role as a
bui l di ng bl ock for the construction of interdomain quality-of-
service, a PDB specification should provide the answer to the
guestion: Under what conditions can we join the output of this donain
to anot her under the same traffic conditioning and expectations?

Al t hough there are nmany ways in which traffic mght be distributed,
creating quantifiable, realizable PDBs that can be concatenated into
mul ti-domain services limts the realistic scenarios. A PDB' s
attributes with a clear statement of the conditions under which the
attributes hold is critical to the conposition of multi-domain

servi ces

There is a clear correlation between the strictness of the traffic
conditioning and the quality of the PDB' s attributes. As indicated
earlier, nunerical bounds are likely to be statistical or expressed
as a percentile. Paraneters expressed as strict bounds will require
very precise mathemati cal anal ysis, while those expressed
statistically can to sonme extent rely on experinment. Section 7 gives
the exanple of a PDB without strict traffic conditioning and
concurrent work on a PDB with strict traffic conditioning and
attributes is also in front of the W6 [WVW]. This section gives sone
general considerations for characterizing PDB attributes.

There are two ways to characterize PDBs with respect to tine. First
are properties over "long" time periods, or average behaviors. A PDB
specification should report these as the rates or throughput seen
over sone specified tine period. |n addition, there are properties
of "short" tinme behavior, usually expressed as the allowable
burstiness in a traffic aggregate. The short tinme behavior is

i mportant in understanding buffering requirenents (and associ at ed

| oss characteristics) and for nmetering and conditioning

consi derations at DS boundaries. For short-tine behavior, we are
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interested primarily in two things: 1) how many back-to-back packets
of the PDB's traffic aggregate will we see at any point (this would
be netered as a burst) and 2) how |l arge a burst of packets of this
PDB' s traffic aggregate can appear in a queue at once (gives queue
overflow and loss). |If other PDBs are using the sane PHB within the
domai n, that nmust be taken into account.

6.1 Considerations in specifying long-termor average PDB attributes

To characterize the average or long-term behavior for the foo PDB we
must expl ore a nunber of questions, for instance: Can the DS donain
handl e the average foo traffic flow? |Is that answer topol ogy
dependent or are there sone specific assunptions on routing which
must hold for the foo PDB to preserve its "adequately provisioned"
capability? |In other words, if the topology of D changes suddenly,
will the foo PDB's attributes change? WII its loss rate
dramatically increase?

Let domain Din figure 4 be an ISP ringing the U S. with |inks of
bandwi dth B and with Ntails to various netropolitan areas. |[nside
D, if the link between the node connected to A and the node connected
to Z goes down, all the foo traffic aggregate between the two nodes
must transit the entire ring: Wuld the bounded behavi or of the foo
PDB change? |If this outage results in some node of the ring now
having a larger arrival rate to one of its links than the capacity of
the link for foo's traffic aggregate, clearly the loss rate would

change dramatically. In this case, topol ogical assunptions were nade
about the path of the traffic fromA to Z that affected the
characteristics of the foo PDB. |If these topol ogical assunptions no

| onger hold, the loss rate of packets of the foo traffic aggregate
transiting the domain could change; for exanple, a characteristic
such as "loss rate no greater than 1% over any interval |arger than
10 minutes." A PDB specification should spell out the assunptions
made on preserving the attributes.

X X X /

/ \ L |
A<- - -->X X<= == - - > E

| | |

| D | \
Z<---->X |

| |

\ /

X X

Figure 4: ISP and DS domain D connected in a ring and
connected to DS donmain E
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6.2 Considerations in specifying short-termor bursty PDB attributes

Next, consider the short-time behavior of the traffic aggregate
associated with a PDB, specifically whether permtting the naxinmm

bursts to add in the sane manner as the average rates will lead to
properties that aggregate or under what conditions this will lead to
properties that aggregate. In our exanple, if donmain D allows each

of the uplinks to burst p packets into the foo traffic aggregate, the
bursts could accunul ate as they transit the ring. Packets headed for
link L can come fromboth directions of the ring and back-t o-back
packets fromfoo's traffic aggregate can arrive at the sane tine. |If
the bandwidth of Iink L is the sanme as the links of the ring, this
probably does not present a buffering problem |f there are two

i nput links that can send packets to queue for L, at worst, two
packets can arrive simultaneously for L. |If the bandwidth of link L
equal s or exceeds twice B, the packets won't accumulate. Further, if
pislimted to one, and the bandwi dth of L exceeds the rate of
arrival (over the longer ternm) of foo packets (required for boundi ng
the | oss) then the queue of foo packets for link L will enpty before
new packets arrive. |f the bandwidth of L is equal to B, one foo
packet nust queue while the other is transmitted. This would result
in Nx p back-to- back packets of this traffic aggregate arriving
over L during the same tinme scale as the bursts of p were pernitted
on the uplinks. Thus, configuring the PDB so that link L can handle
the sumof the rates that ingress to the foo PDB doesn't guarantee
that L can handle the sumof the N bursts into the foo PDB

If the bandwidth of L is less than B, then the link nust buffer
Nxpx(B-L)/B foo packets to avoid loss. |If the PDBis getting |ess
than the full bandwidth L, this nunber is larger. For probabilistic
bounds, a snaller buffer mght do if the probability of exceeding it
can be bounded.

More generally, for router indegree of d, bursts of foo packets m ght
arrive on each input. Then, in the absence of any additional traffic
conditioning, it is possible that dxpx(# of uplinks) back-to-back foo
packets can be sent across link L to domain E. Thus the DS donain E
must permt these nuch larger bursts into the foo PDB than dormain D
permits on the N uplinks or else the foo traffic aggregate nmust be
made to conformto the TCA for entering E (e.g., by shaping).

What conditions should be inposed on a PDB and on the associ ated PHB
in order to ensure PDBs can be concatenated, as across the interior
DS domains of figure 1? Traffic conditioning for constructing a PDB
that has certain attributes across a DS domai n shoul d apply

i ndependently of the origin of the packets. Wth reference to the
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exanpl e we’ ve been exploring, the TCA for the PDB s traffic aggregate
entering link L into domain E should not depend on the nunber of
uplinks into donain D

6.3 Remar ks

This section has been provided as notivational food for thought for
PDB specifiers. It is by no nmeans an exhaustive catal og of possible
PDB attributes or what kind of analysis nust be done. W expect this
to be an interesting and evolutionary part of the work of
under st andi ng and depl oying differentiated services in the Internet.
There is a potential for nuch interesting research work. However, in
submitting a PDB specification to the Diffserv W5 a PDB nust al so
nmeet the test of being useful and rel evant by a depl oynent

experience, described in section 8.

7 A Reference Per-Donmai n Behavi or

The intent of this section is to define as a reference a Best Effort
PDB, a PDB that has little in the way of rules or expectations.

7.1 Best Effort PDB
7.1.1 Applicability

A Best Effort (BE) PDB is for sending "normal internet traffic"
across a diffserv network. That is, the definition and use of this
PDB is to preserve, to a reasonable extent, the pre-diffserv delivery
expectation for packets in a diffserv network that do not require any
special differentiation. Although the PDB itself does not include
bounds on availability, |atency, and packet |oss, this does not

precl ude Service Providers fromengineering their networks so as to
result in comrercially viable bounds on services that utilize the BE
PDB. This would be anal ogous to the Service Level Cuarantees that
are provided in today' s single-service Internet.

In the present single-service commercial Internet, Service Leve
Guarantees for availability, latency, and packet delivery can be
found on the web sites of ISPs [WCG PSI, UU. For exanple, a
typical North American round-trip latency bound is 85 milliseconds,
wi th each service provider’s site information specifying the method
of measurenent of the bounds and the terns associated with these
bounds contractually.
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7.1.2 TCS and PHB configurations
There are no restrictions governing rate and bursts of packets beyond
the linmts inmposed by the ingress link. The network edge ensures
that packets using the PDB are marked for the Default PHB (as defined
in [ RFC2474]), but no other traffic conditioning is required.
Interior network nodes apply the Default PHB on these packets.

7.1.3 Attributes of this PDB
"As nuch as possible as soon as possible".
Packets of this PDB will not be conpletely starved and when resources
are available (i.e., not required by packets fromany other traffic
aggregate), network el ements should be configured to pernit packets
of this PDB to consune them
Net wor k operators may bound the delay and | oss rate for services
constructed fromthis PDB gi ven know edge about their network, but
such attributes are not part of the definition

7.1.4 Paraneters
None.

7.1.5 Assunptions

A properly functioning network, i.e., packets may be delivered from
any ingress to any egress.

7.1.6 Exanpl e uses
1. For the normal Internet traffic connection of an organization
2. For the "non-critical” Internet traffic of an organi zation
3. For standard donestic consuner connections
7.1.7 Environmental Concerns
There are no environmental concerns specific to this PDB
7.1.8 Security Considerations for BE PDB

There are no specific security exposures for this PDB. See the
general security considerations in [ RFC2474] and [ RFC2475].
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8 Guidelines for witing PDB specifications

GlL. Following the format given in this docunent, wite a draft and
submit it as an Internet Draft. The docunment should have "diffserv"
as sonme part of the nane. Either as an appendix to the draft, or in
a separate docunent, provide details of deploynent experience wth
measured results on a network of non-trivial size carrying realistic
traffic and/or convincing sinmulation results (sinulation of a range
of nodern traffic patterns and network topol ogi es as applicable).
The docunent should be brought to the attention of the diffserv W&
mailing list, if active.

@&. Initial discussion should focus primarily on the nerits of the
PDB, though comrents and questions on the clainmed attributes are
reasonable. This is inline with the Differentiated Services goal to
put rel evance before acadenmic interest in the specification of PDBs.
Academically interesting PDBs are encouraged, but would be nore
appropriate for technical publications and conferences, not for
submission to the IETF. (An "acadenmically interesting" PDB night
becone a PDB of interest for deploynent over tine.)

The inplenentation of the follow ng guidelines varies, depending on
whet her there is an active diffserv working group or not.

Active Diffserv Wirking Group pat h:

G3. Once consensus has been reached on a version of a draft that it
is a useful PDB and that the characteristics "appear" to be correct
(i.e., not egregiously wong) that version of the draft goes to a
revi ew panel the WG co-chairs set up to audit and report on the
characteristics. The review panel will be given a deadline for the
review. The exact timng of the deadline will be set on a case-by-
case basis by the co-chairs to reflect the conplexity of the task and
other constraints (I ETF nmeetings, major holidays) but is expected to
be in the 4-8 week range. During that tine, the panel may correspond
with the authors directly (cc’'ing the WG co-chairs) to get
clarifications. This process should result in a revised draft and/or
a report to the Ws fromthe panel that either endorses or disputes
the claimed characteristics.

4. | f/when endorsed by the panel, that draft goes to WG last call.

If not endorsed, the author(s) can give an item zed response to the
panel's report and ask for a WG Last Call

Ni chol s & Carpenter I nf or mat i onal [ Page 21]



RFC 3086 D ffserv per Domai n Behaviors April 2001

Gb. | f/when passes Last Call, goes to ADs for publication as a WG
Informational RFC in our "PDB series".

If no active Diffserv Working Goup exists:

G&3. Foll owi ng discussion on relevant mailing lists, the authors
shoul d revise the Internet Draft and contact the |IESG for "Expert
Revi ew' as defined in section 2 of RFC 2434 [ RFC2434].

4. Subsequent to the review, the | ESG may recommend publication of
the Draft as an RFC, request revisions, or decline to publish as an
I nformational RFC in the "PDB series".

9 Security Considerations

10

The general security considerations of [RFC2474] and [ RFC2475] apply
to all PDBs. Individual PDB definitions nmay require additional
security considerations.
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Thi s docunent and translations of it nmay be copied and furnished to
others, and derivative works that comment on or otherwi se explain it
or assist in its inplenentation may be prepared, copied, published
and distributed, in whole or in part, w thout restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng Internet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into | anguages other than
Engl i sh.

The linited perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LIM TED TO ANY WARRANTY THAT THE USE OF THE | NFORMATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE.
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