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| ESG Not e

The 1 ESG notes that the set of docunents describing the RSIP

technol ogy inply significant host and gateway changes for a conplete
i npl enentation. In addition, the floating of port numbers can cause
probl ens for sone applications, preventing an RSIP-enabl ed host from
interoperating transparently with existing applications in sone cases
(e.g., IPsec). Finally, there may be significant operationa

conpl exities associated with using RSIP. Sone of these and other
conplications are outlined in section 6 of RFC 3102, as well as in

t he Appendi ces of RFC 3104. Accordingly, the costs and benefits of
using RSIP should be carefully wei ghed agai nst other neans of
relieving address shortage.

Abst r act

Thi s docunent exani nes the general framework of Real m Specific IP
(RSIP). RSIPis intended as a alternative to NAT in which the end-
to-end integrity of packets is naintained. W focus on

i mpl enent ati on i ssues, deploynment scenarios, and interaction with
other |ayer-three protocols.
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1. Introduction

Net wor k Address Transl ati on (NAT) has becone a popul ar nechani sm of
enabl ing the separation of addressing spaces. A NAT router nust

exam ne and change the network | ayer, and possibly the transport

| ayer, header of each packet crossing the addressing donmains that the
NAT router is connecting. This causes the nmechani smof NAT to

viol ate the end-to-end nature of the Internet connectivity, and

di srupts protocols requiring or enforcing end-to-end integrity of
packets.
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Whi | e NAT does not require a host to be aware of its presence, it
requi res the presence of an application layer gateway (ALG w thin
the NAT router for each application that enbeds addressing
informati on within the packet payload. For exanple, nmost NATs ship
with an ALG for FTP, which transmts |IP addresses and port nunbers on
its control channel. RSIP (Real m Specific |IP) provides an
alternative to renedy these linitations

RSIP i s based on the concept of granting a host from one addressing
real ma presence in another addressing realmby allowing it to use
resources (e.g., addresses and other routing paraneters) fromthe
second addressing realm An RSIP gateway replaces the NAT router
and RSI P-aware hosts on the private network are referred to as RSIP
hosts. RSIP requires ability of the RSIP gateway to grant such
resources to RSIP hosts. ALGs are not required on the RSIP gateway
for conmuni cati ons between an RSIP host and a host in a different
addressing realm

RSIP can be viewed as a "fix", of sorts, to NAT. It may aneliorate
some | P address shortage problens in sone scenarios w thout sone of
the lintations of NAT. However, it is not a long-termsolution to
the I P address shortage problem RSIP allows a degree of address
real mtransparency to be achi eve between two differently-scoped, or
conpletely different addressing realns. This nakes it a usefu
architecture for enabling end-to-end packet transparency between
addressing realms. RSIP is expected to be deployed on privately
addresses | Pv4 networks and used to grant access to publically
addressed | Pv4 networks. However, in place of the private |Pv4d
network, there may be an I Pv6 network, or a non-IP network. Thus,
RSIP allows | P connectivity to a host with an I P stack and IP
applications but no native |IP access. As such, RSIP can be used, in
conjunction with DNS and tunneling, to bridge IPv4 and | Pv6 networKks,
such that dual -stack hosts can comunicate with | ocal or renote |Pv4
or | Pv6 hosts.

It is inmportant to note that, as it is defined here, RSIP does NOT
require nodification of applications. Al RSIP-related nodifications
to an RSIP host can occur at layers 3 and 4. However, while RSIP
does all ow end-to-end packet transparency, it nmay not be transparent
to all applications. Mre details can be found in the section "RSIP
compl i cations”, bel ow.
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1.1. Docunent Scope

Thi s docunent provides a framework for RSIP by focusing on four
particul ar areas:

- Requirenents of an RSIP host and RSI P gat eway.

- Likely initial deployment scenarios.

- Interaction with other |ayer-three protocols.

- Conplications that RSIP may introduce.
The interaction sections will be at an overview level. Detailed
nodi fications that would need to be made to RSIP and/or the
interacting protocol are left for separate documents to discuss in
detail.
Beyond the scope of this docunent is discussion of RSIP in |arge,
mul ti pl e-gateway networks, or in environnments where RSIP state would
need to be distributed and naintai ned across mnultiple redundant
entities.
Di scussion of RSIP solutions that do not use sonme form of tunne
bet ween the RSIP host and RSIP gateway are al so not considered in
t hi s docunent.
Thi s docunment focuses on scenarios that allow privately-addressed
| Pv4 hosts or | Pv6 hosts access to publically-addressed | Pv4
net wor ks.

1.2. Termnol ogy

Private Realm

A routing real mthat uses private | P addresses fromthe ranges

(10.0.0.0/8, 172.16.0.0/12, 192.168.0.0/16) specified in

[ RFC1918], or addresses that are non-routable fromthe Internet.
Publ i c Real m

A routing realmw th globally unique network addresses.
RSI P Host

A host within an addressing realmthat uses RSIP to acquire

addr essi ng paranmeters from anot her addressing real mvia an RSIP
gat enay.
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RSI P Gat eway

A router or gateway situated on the boundary between two
addressing realnms that is assigned one or nore | P addresses in at
| east one of the realms. An RSIP gateway is responsible for

par anet er nanagenent and assignnment fromone realmto RSIP hosts
in the other realm An RSIP gateway nmay act as a normal NAT
router for hosts within the a realmthat are not RSIP enabl ed.

RSIP dient

An application programthat perforns the client portion of the
RSIP client/server protocol. An RSIP client application MJST
exist on all RSIP hosts, and MAY exi st on RSIP gateways.

RSI P Server

An application programthat perforns the server portion of the
RSIP client/server protocol. An RSIP server application MJST
exi st on all RSIP gateways.

RSA-1 P: Real m Specific Address I P

An RSIP nethod in which each RSIP host is allocated a unique IP
address fromthe public realm

RSAP- 1 P: Real m Specific Address and Port |IP
An RSIP nethod in which each RSIP host is allocated an | P address
(possibly shared with other RSIP hosts) and sone nunber of per-
address uni que ports fromthe public realm

Dernul ti pl exi ng Fi el ds

Any set of packet header or payload fields that an RSIP gateway
uses to route an incom ng packet to an RSIP host.

Al other term nology found in this document is consistent with that
of [ RFC2663] .

1.3. Specification of Requirenents
The keywords "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunments are to be interpreted as described in [ RFC2119].
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2.

Architecture

In a typical scenario where RSIP is deployed, there are some number
of hosts within one addressing real mconnected to another addressing
real mby an RSIP gateway. This nodel is diagrammtically represented
as foll ows:

RSI P Host RSI P Gat eway Host
Xa Na Nb Yb
[X]------ ( Addr sp. A)----[N----- ( Addr sp. B)------- [Y]
( Network ) ( Network )

Hosts X and Y belong to different addressing realns A and B
respectively, and Nis an RSIP gateway (which may al so perform NAT
functions). N has two interfaces: Na on address space A, and Nb on
address space B. N may have a pool of addresses in address space B
which it can assign to or lend to X and other hosts in address space
A. These addresses are not shown above, but they can be denoted as
Nb1l, Nb2, Nb3 and so on.

As is often the case, the hosts within address space A are likely to
use private addresses while the RSIP gateway is multi-honed with one
or nore private addresses from address space Ain addition to its
public addresses from address space B. Thus, we typically refer to
the realmin which the RSIP host resides as "private" and the realm
fromwhi ch the RSIP host borrows addressing paraneters as the
"public" realm However, these realns may both be public or private
- our notation is for convenience. In fact, address space A may be
an | Pv6 real mor a non-1P address space.

Host X, wishing to establish an end-to-end connection to a network
entity Y situated within address space B, first negotiates and
obt ai ns assi gnnent of the resources (e.g., addresses and ot her
routing paraneters of address space B) fromthe RSIP gateway. Upon
assi gnnent of these paraneters, the RSIP gateway creates a napping,
referred as a "bind", of X s addressing infornmation and the assi gned
resources. This binding enables the RSIP gateway to correctly de-
mul ti plex and forward i nbound traffic generated by Y for X If
permitted by the RSIP gateway, X may create nultiple such bindings on
the sane RSI P gateway, or across several RSIP gateways. A lease tine
SHOULD be associated with each bind.

Using the public paraneters assigned by the RSIP gateway, RSIP hosts

tunnel data packets across address space Ato the RSIP gateway. The

RSI P gateway acts as the end point of such tunnels, stripping off the
outer headers and routing the inner packets onto the public realm

As nentioned above, an RSIP gateway nmintains a napping of the
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3.

3.

assigned public paraneters as denultiplexing fields for uniquely
mappi ng themto RSIP host private addresses. Wen a packet fromthe
public realmarrives at the RSIP gateway and it matches a given set

of demultiplexing fields, then the RSIP gateway will tunnel it to the
appropriate RSIP host. The tunnel headers of outbound packets from X
to Y, given that X has been assigned Nb, are as foll ows:

There are two basic flavors of RSIP: RSA-1P and RSAP-1P. RSIP hosts
and gateways MAY support RSA-I1P, RSAP-1P, or both

Wien using RSA-1P, an RSIP gateway maintains a pool of |P addresses
to be | eased by RSIP hosts. Upon host request, the RSIP gateway

all ocates an | P address to the host. Once an address is allocated to
a particular host, only that host nmay use the address until the
address is returned to the pool. Hosts MAY NOT use addresses that
have not been specifically assigned to them The hosts may use any
TCP/ UDP port in conmbination with their assigned address. Hosts may
al so run gateway applications at any port and these applications wll
be available to the public network w thout assistance fromthe RSIP
gateway. A host MAY | ease nore than one address fromthe sane or
different RSIP gateways. The denultiplexing fields of an RSA-IP
session MJST include the | P address |eased to the host.

When using RSAP-IP, an RSIP gateway maintains a pool of |P addresses
as well as pools of port nunbers per address. RSIP hosts |ease an IP
address and one or nore ports to use with it. Once an address / port
tupl e has been allocated to a particular host, only that host nmay use
the tuple until it is returned to the pool(s). Hosts MAY NOT use
address / port conbinations that have not been specifically assigned
to them Hosts may run gateway applications bound to an all ocated
tuple, but their applications will not be available to the public
network unless the RSIP gateway has agreed to route all traffic
destined to the tuple to the host. A host MAY | ease nore than one
tuple fromthe sane or different RSIP gateways. The denultiplexing
fields of an RSAP-1P session MJST include the tuple(s) |leased to the
host .

Requi renment s
1. Host and Gateway Requirenents
An RSI P host MJUST be able to maintain one or nore virtual interfaces

for the I P address(es) that it |eases froman RSIP gateway. The host
MUST al so support tunneling and be able to serve as an end-point for
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one or nore tunnels to RSIP gateways. An RSIP host MJST NOT respond
to ARPs for a public realmaddress that it |eases.

An RSI P host supporting RSAP-IP MJST be able to maintain a set of one
or nore ports assigned by an RSIP gateway from whi ch choose epheneral
source ports. If the host's pool does not have any free ports and
the host needs to open a new comuni cation session with a public
host, it MJST be able to dynamically request one or nore additiona
ports via its RSIP mechani sm

An RSIP gateway is a nulti-honed host that routes packets between two
or nore realns. Oten, an RSIP gateway is a boundary router between
two or nore adninistrative domains. It MJST al so support tunneling
and be able to serve as an end-point for tunnels to RSIP hosts. The
RSI P gateway MAY be a policy enforcenent point, which in turn may
require it to performfirewall and packet filtering duties in
addition to RSIP. The RSIP gateway MJST reassenble all incom ng
packet fragnents fromthe public network in order to be able to route
and tunnel themto the proper host. As is necessary for fragnent
reassenbly, an RSIP gateway MJUST tinmeout fragnments that are never
fully reassenbl ed

An RSI P gateway MAY include NAT functionality so that hosts on the
private network that are not RSIP-enabled can still comunicate with
the public network. An RSIP gateway MJST nmanage all resources that
are assigned to RSIP hosts. This managenent MAY be done according to
| ocal policy.
3.2. Processing of Denultiplexing Fields

Each active RSIP host nust have a unique set of demultiplexing fields
assigned to it so that an RSIP gateway can route incom ng packets
appropriately. Depending on the type of mapping used by the RSIP
gat eway, demultiplexing fields have been defined to be one or nore of
the foll ow ng:

- destination | P address

- | P protocol

- destination TCP or UDP port

- | PSEC SPI present in ESP or AH header (see [RFC3104])

- others

Note that these fields may be augnmented by source | P address and
source TCP or UDP port.
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Denmul ti pl exi ng of inconming traffic can be based on a decision tree.
The process begins with the exanmination of the | P header of the

i nconmi ng packet, and proceeds to subsequent headers and then the
payl oad.

- In the case where a public IP address is assigned for each
host, a unique public IP address is napped to each RSIP host.

- If the same IP address is used for nore than one RSIP host,
t hen subsequent headers nust have at |east one field that wll
be assigned a uni que value per host so that it is usable as a
demultiplexing field. The IP protocol field SHOULD be used to
deternmi ne what in the subsequent headers these denultipl exing
fields ought to be.

- |If the subsequent header is TCP or UDP, then destination port
nunber can be used. However, if the TCP/UDP port nunber is the
sanme for nore than one RSIP host, the payload section of the
packet nust contain a denultiplexing field that is guaranteed
to be different for each RSIP host. Typically this requires
negoti ati on of said fields between the RSIP host and gateway so
that the RSI P gateway can guarantee that the fields are unique
per - host

- |If the subsequent header is anything other than TCP or UDP
there nust exist other fields within the | P payl oad usabl e as
demultiplexing fields. |In other words, these fields nust be
able to be set such that they are guaranteed to be uni que per-
host. Typically this requires negotiation of said fields
bet ween the RSIP host and gateway so that the RSIP gateway can
guarantee that the fields are uni que per-host.

It is desirable for all demultiplexing fields to occur in well-known
fixed locations so that an RSIP gateway can rmask out and exam ne the
appropriate fields on incom ng packets. Denultiplexing fields that
are encrypted MJUST NOT be used for routing.

3.3. RSIP Protocol Requirenents and Reconmendati ons
RSI P gat eways and hosts MJST be able to negotiate |IP addresses when
using RSA-1P, | P address / port tuples when using RSAP-1P, and
possi bly other denultiplexing fields for use in other nbdes.

In this section we discuss the requirenments and inplenentation issues
of an RSI P negotiation protocol

For each required demultiplexing field, an RSIP protocol MJST, at the
very least, allow for:
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- RSIP hosts to request assignnents of derultiplexing fields

- RSIP gateways to assign dermultiplexing fields with an
associ ated | ease tine

- RSIP gateways to reclaimassigned denultiplexing fields

Additionally, it is desirable, though not mandatory, for an RSIP
protocol to negotiate an RSIP nethod (RSA-1P or RSAP-1P) and the type
of tunnel to be used across the private network. The protocol SHOULD
be extensible and facilitate vendor-specific extensions.

If an RSIP negotiation protocol is inplenented at the application

| ayer, a choice of transport protocol MJST be nade. RSIP hosts and
gat eways may conmuni cate via TCP or UDP. TCP support is required in
all RSIP gateways, while UDP support is optional. In RSIP hosts,

TCP, UDP, or both may be supported. However, once an RSIP host and
gat eway have begun communicating using either TCP or UDP, they NMNAY
NOT switch to the other transport protocol. For RSIP inplenentations
and depl oynents considered in this docunent, TCP is the reconmrended
transport protocol, because TCP is known to be robust across a wi de
range of physical nedia types and traffic | oads.

It is reconmended that all conmuni cati on between an RSIP host and
gateway be authenticated. Authentication, in the formof a nessage
hash appended to the end of each RSIP protocol packet, can serve to
aut henticate the RSIP host and gateway to one another, provide
message integrity, and (with an anti-replay counter) avoid replay

attacks. In order for authentication to be supported, each RSIP host
and the RSIP gateway MJST either share a secret key (distributed, for
exanpl e, by Kerberos) or have a private/public key pair. In the

|atter case, an entity's public key can be conputed over each nessage
and a hash function applied to the result to formthe nessage hash

3. 4. Interaction with DNS

An RSI P-enabl ed network has three uses for DNS: (1) public DNS
services to nmap its static public I P addresses (i.e., the public
address of the RSIP gateway) and for |ookups of public hosts, (2)
private DNS services for use only on the private network, and (3)
dynanmi c DNS services for RSIP hosts.

Wth respect to (1), public DNS informati on MJST be propagated onto

the private network. Wth respect to (2), private DNS i nformation
MUST NOT be propagated into the public network.

Borella, et al. Experi ment al [ Page 10]



RFC 3102 RSI P: Fr amewor k Cct ober 2001

Wth respect to (3), an RSIP-enabl ed network MAY all ow for RSIP hosts
with FQDNs to have their A and PTR records updated in the public DNS
These updates are based on address assignnment facilitated by RSIP
and should be perfornmed in a fashion sinmilar to DHCP updates to
dynanmic DNS [DHCP-DNS]. In particular, RSIP hosts should be all owed
to update their A records but not PTR records, while RSIP gateways
can update both. In order for the RSIP gateway to update DNS records
on behalf on an RSIP host, the host nust provide the gateway with its

FQDN.

Note that when using RSA-1P, the interaction with DNS is conpletely
anal ogous to that of DHCP because the RSIP host "owns" an | P address
for a period of time. |In the case of RSAP-1P, the claimthat an RSIP
host has to an address is only with respect to the port(s) that it
has | eased along with an address. Thus, two or nore RSIP hosts’

FQDNs may map to the sane | P address. However, a public host may
expect that all of the applications running at a particul ar address
are owned by the sane |ogical host, which would not be the case. It
is recomended that RSAP-IP and dynanic DNS be integrated with sone
caution, if at all.

3.5. Locating RSIP Gateways

When an RSIP host initializes, it requires (anbng other things) two
critical pieces of information. One is a local (private) |P address
to use as its own, and the other is the private |IP address of an RSIP
gateway. This information can be statically configured or
dynani cal | y assi gned

In the dynanmic case, the host’s private address is typically supplied
by DHCP. A DHCP option could provide the I P address of an RSIP
gateway i n DHCPOFFER nessages. Thus, the host’'s startup procedure
woul d be as follows: (1) performDHCP, (2) if an RSIP gateway option
is present in the DHCPOFFER, record the |IP address therein as the
RSI P gat eway.

Alternatively, the RSIP gateway can be discovered via SLP (Service
Location Protocol) as specified in [SLP-RSIP]. The SLP tenplate
defined allows for RSIP service provisioning and | oad bal anci ng.

3.6. Inplenmentation Considerations

RSI P can be acconplished by any one of a wide range of inplenentation
schemes. For exanple, it can be built into an existing configuration
protocol such as DHCP or SOCKS, or it can exist as a separate
protocol. This section discusses inplenmentation issues of RSIP in
general , regardl ess of how the RSIP nmechanismis inplenmented.
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Note that on a host, RSIP is associated with a TCP/IP stack

i mpl enentation. Mdifications to IP tunneling and routing code, as
well as driver interfaces may need to be made to support RSA-IP
Support for RSAP-I1P requires nodifications to epheneral port
selection code as well. If a host has multiple TCP/IP stacks or
TCP/ I P stacks and ot her comuni cation stacks, RSIP will only operate
on the packets / sessions that are associated with the TCP/IP
stack(s) that use RSIP. RSIP is not application specific, and if it
is inplemented in a stack, it will operate beneath all applications
that use the stack.

4. Depl oynent

When RSIP is deployed in certain scenarios, the network
characteristics of these scenarios will determ ne the scope of the
RSI P solution, and therefore inpact the requirenents of RSIP. In
this section, we exam ne depl oynent scenarios, and the inpact that
RSI P may have on exi sting networks.

4.1. Possi bl e Depl oynent Scenari os

In this section we discuss a nunber of potential RSIP depl oynent
scenari os. The selection bel ow are not conprehensive and ot her
scenari os may energe

4.1.1. Small / Medium Enterprise

Up to several hundred hosts will reside behind an RSI P-enabl ed
router. It is likely that there will be only one gateway to the
public network and therefore only one RSIP gateway. This RSIP
gateway nmay control only one, or perhaps several, public IP
addresses. The RSIP gateway may al so performfirewall functions, as
well as routing inbound traffic to particular destination ports on to
a small nunber of dedicated gateways on the private network.

4.1.2. Residential Networks

Thi s category includes both networking within just one residence, as
well as within multiple-dwelling units. At nost several hundred
hosts will share the gateway’s resources. |In particular, many of
these devices may be thin hosts or so-called "network appliances” and
therefore not require access to the public Internet frequently. The
RSIP gateway is likely to be inplenented as part of a residentia

firewall, and it may be called upon to route traffic to particular
destination ports on to a small nunber of dedicated gateways on the
private network. It is likely that only one gateway to the public
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network will be present and that this gateway’'s RSIP gateway will
control only one I P address. Support for secure end-to-end VPN
access to corporate intranets will be inportant.

4.1.3. Hospitality Networks

A hospitality network is a general type of "hosting" network that a
traveler will use for a short period of tine (a few minutes or a few
hours). Exanples scenarios include hotels, conference centers and
airports and train stations. At nost several hundred hosts wll
share the gateway’s resources. The RSIP gateway may be i npl enented

as part of a firewall, and it will probably not be used to route
traffic to particular destination ports on to dedi cated gateways on
the private network. It is likely that only one gateway to the
public network will be present and that this gateway’s RSIP gateway
will control only one I P address. Support for secure end-to-end VPN

access to corporate intranets will be inportant.
4.1.4. Dialup Renpte Access

RSI P gat eways may be placed in dialup renpte access concentrators in
order to nultiplex | P addresses across dialup users. At npst severa
hundred hosts will share the gateway’'s resources. The RSIP gateway
may or may not be inplenented as part of a firewall, and it wll
probably not be used to route traffic to particular destination ports
on to dedicated gateways on the private network. Only one gateway to
the public network will be present (the renpte access concentrator
itself) and that this gateway’'s RSIP gateway will control a small
nunber of | P addresses. Support for secure end-to-end VPN access to
corporate intranets will be inportant.

4.1.5. Wreless Renpte Access Networks

Wreless renpte access will becone very prevalent as nore PDA and I P
/ cellular devices are deployed. 1In these scenarios, hosts may be
changi ng physical location very rapidly - therefore Mbile IP wll
play a role. Hosts typically will register with an RSIP gateway for
a short period of time. At nost several hundred hosts will share the
gateway’' s resources. The RSIP gateway nmay be inplenented as part of

a firewall, and it will probably not be used to route traffic to
particul ar destination ports on to dedi cated gateways on the private
network. It is likely that only one gateway to the public network

will be present and that this gateway’'s RSIP gateway will control a
smal | nunber of | P addresses. Support for secure end-to-end VPN
access to corporate intranets will be inportant.
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4.

4.

2.

2.

Cascaded RSI P and NAT

It is possible for RSIP to allow for cascadi ng of RSIP gateways as
wel | as cascadi ng of RSIP gateways with NAT boxes. For exanple,
consider an ISP that uses RSIP for address sharing anongst its
custoners. It mght assign resources (e.g., |P addresses and ports)
to a particular custoner. This custoner may use RSIP to further
subdi vi de the port ranges and address(es) anongst individual end
hosts. No matter how many | evels of RSIP assignnent exists, RSIP
MUST only assign public |IP addresses.

Note that sone of the architectures discussed bel ow may not be usefu
or desirable. The goal of this sectionis to explore the

i nteracti ons between NAT and RSIP as RSIP is increnentally depl oyed
on systens that already support NAT

1. RSIP Behind RSIP

A reference architecture is depicted bel ow

R +
| |
| RSI P |
| gateway +---- 10.0.0.0/8
| B |
| |
+-- - - - +-- - - - +
|
| 10.0.1.0/24
e + | (149.112.240.0/25)
| (.
149. 112. 240. 0/ 24| RSI P +- -+
---------------- + gateway
| A +- -+
| (.
e + | 10.0.2.0/24
| (149.112.240. 128/ 25)
|
+-- - - - +-- - - - +
| |
| RSI P |
| gateway +---- 10.0.0.0/8
| c |
| |
R +
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RSIP gateway A is in charge of the I P addresses of subnet

149. 112.240.0/24. It distributes these addresses to RSIP hosts and
RSI P gateways. In the given configuration, it distributes addresses
149.112.240.0 - 149.112.240.127 to RSIP gateway B, and addresses
149. 112. 240. 128 - 149.112.240.254 to RSIP gateway C. Note that the
subnet broadcast address, 149.112.240.255, nust renain unclainmed, so
that broadcast packets can be distributed to arbitrary hosts behind
RSI P gateway A. Al so, the subnets between RSIP gateway A and RSIP
gateways B and C will use private addresses.

Due to the tree-like fashion in which addresses will be cascaded, we
will refer to RSIP gateways A as the 'parent’ of RSIP gateways B and
C, and RSIP gateways B and C as 'children’ of RSIP gateways A. An
arbitrary nunber of levels of children may exi st under a parent RSIP
gat ewnay.

A parent RSIP gateway will not necessarily be aware that the
address(es) and port blocks that it distributes to a child RSIP
gateway will be further distributed. Thus, the RSIP hosts MJST
tunnel their outgoing packets to the nearest RSIP gateway. This
gateway will then verify that the sending host has used the proper
address and port bl ock, and then tunnel the packet on to its parent
RSI P gat eway.

For exanple, in the context of the diagram above, host 10.0.0.1,
behind RSIP gateway C will use its assigned external |P address (say,
149. 112. 240. 130) and tunnel its packets over the 10.0.0.0/8 subnet to
RSIP gateway C. RSIP gateway C strips off the outer |IP header.

After verifying that the source public |IP address and source port
nunber is valid, RSIP gateway C will tunnel the packets over the
10.0.2.0/8 subnet to RSIP gateway A. RSIP gateway A strips off the
outer I P header. After verifying that the source public |IP address
and source port number is valid, RSIP gateway A transnits the packet
on the public network

While it may be nore efficient in terns of conputation to have a RSIP
host tunnel directly to the overall parent of an RSIP gateway tree,
this would introduce significant state and adninistrative
difficulties.

A RSIP gateway that is a child MIST take into consideration the

par aneter assignnment constraints that it inherits fromits parent
when it assigns paraneters to its children. For exanple, if a child
RSI P gateway is given a |lease tine of 3600 seconds on an | P address,
it MJUST conpare the current time to the lease time and the tinme that
the | ease was assigned to conpute the maxi num al |l owabl e | ease tinme on
the address if it is to assign the address to a RSIP host or child
RSI P gat eway.
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4.2.2. NAT Behind RSIP

F + F +
| NAT w | | RSIP |

hosts ------ + RSIP  +------ + gate- +----- publ i c network
| host | |  way |
Fommemm e + Fommemm e +

In this architecture, an RSIP gateway is between a NAT box and the
public network. The NAT is al so equipped with an RSIP host. The NAT
dynamical ly requests resources fromthe RSIP gateway as the hosts
establish sessions to the public network. The hosts are not aware of
the RSIP mani pulation. This configuration does not enabl e the hosts
to have end-to-end transparency and thus the NAT still requires ALGs
and the architecture cannot support |PSEC

4.2.3. RSIP Behind NAT

E R + E R +
RSI P | RSIP | | |
hosts ------ + gate- +------ + NAT  +----- public network
| way | | |
Fom e e e - + Fom e e e - +

In this architecture, the RSIP hosts and gateway reside behind a NAT.
This configuration does not enable the hosts to have end-to-end
transparency and thus the NAT still requires ALGs and the
architecture cannot support |IPSEC. The hosts may have transparency
if there is another gateway to the public network besides the NAT
box, and this gateway supports cascaded RSIP behi nd RSIP.

4.2.4. RSIP Through NAT

Fomm e o - + Fomm e o - +
RSI P | | | RSIP |
hosts ------ + NAT  +------ + gate- +----- public network
| | | way |
E R + E R +

In this architecture, the RSIP hosts are separated fromthe RSIP
gateway by a NAT. RSIP signaling nmay be able to pass through the NAT
if an RSIP ALGis installed. The RSIP data flow, however, wll have
its outer IP address translated by the NAT. The NAT nust not
translate the port nunbers in order for RSIP to work properly.
Therefore, only traditional NAT will nake sense in this context.
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5.

5.

Interaction with Layer-Three Protocols
Since RSIP affects layer-three objects, it has an inpact on other
| ayer three protocols. |In this section, we outline the inpact of
RSI P on these protocols, and in each case, how RSIP, the protocol, or
both, can be extended to support interaction
Each of these sections is an overview and not a conplete technica
specification. |If a full technical specification of how RSIP
interacts with a layer-three protocol is necessary, a separate
docunment will contain it.
1. |PSEC

RSIP is a mechanismfor allowi ng end-to-end | PSEC with sharing of IP
addresses. Full specification of RSIP/IPSEC details are in [RSIP-

| PSEC]. This section provides a brief summary. Since |PSEC nmay
encrypt TCP/UDP port nunbers, these objects cannot be used as
demultiplexing fields. However, |IPSEC inserts an AH or ESP header
following the I P header in all |PSEC- protected packets (packets that
are transmtted on an | PSEC Security Association (SA)). These
headers contain a 32-bit Security Paranmeter Index (SPlI) field, the
val ue of which is determned by the receiving side. The SPI field is
always in the clear. Thus, during SA negotiation, an RSIP host can
instruct their public peer to use a particular SPlI value. This SP
val ue, along with the assigned | P address, can be used by an RSIP
gateway to uniquely identify and route packets to an RSIP host. In
order to guarantee that RSIP hosts use SPIs that are uni que per
address, it is necessary for the RSIP gateway to allocate unique SPIs
to hosts along with their address/port tuple.

| PSEC SA negoti ation takes place using the Internet Key Exchange

(IKE) protocol. |IKE is designated to use port 500 on at |east the
destination side. Sonme host |IKE inplenentations will use source port
500 as well, but this behavior is not mandatory. |If two or nore RSIP

hosts are running | KE at source port 500, they MJST use different
initiator cookies (the first eight bytes of the | KE payl oad) per
assigned | P address. The RSIP gateway will be able to route inconing
| KE packets to the proper host based on initiator cookie val ue.
Initiator cookies can be negotiated, like ports and SPIs. However,
since the likelihood of two hosts assigned the same | P address
attenpting to sinultaneously use the sane initiator cookie is very
smal |, the RSIP gateway can guarantee cooki e uni queness by dropping

| KE packets with a cookie value that is already in use
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5.2. Mbile IP

Mobile IP allows a nobile host to maintain an | P address as it noves
fromnetwork to network. For Mobile I P foreign networks that use
private | P addresses, RSIP nmay be applicable. 1In particular, RSIP
woul d allow a nobile host to bind to a |ocal private address, while
mai ntai ni ng a gl obal hone address and a gl obal care-of address. The
gl obal care-of address could, in principle, be shared with other
nobi | e nodes.

The exact behavior of Mbile P with respect to private |IP addresses
has not be settled. Until it is, a proposal to adapt RSIP to such a
scenario is premature. Also, such an adaptation nmay be considerably
conmpl ex. Thus, integration of RSIP and Mobile IPis a topic of
ongoi ng consi deration

5.3. Differentiated and Integrated Services
To attain the capability of providing quality of service between two

communi cating hosts in different realns, it is inportant to consider
the interaction of RSIP with different quality of service

provi sioni ng nodel s and nmechanisnms. I n the section, RSIP interaction
with the integrated service and differentiated service frameworks is
di scussed.

5.3.1. Differentiated Services

The differentiated services architecture defined in [ RFC2475] all ows
networks to support nultiple levels of best-effort service through
the use of "markings" of the IP Type-of-Service (now DS) byte. Each
value of the DS byte is terned a differentiated services code point
(DSCP) and represents a particular per-hop behavior. This behavior
may not be the same in all administrative domains. No explicit
signaling is necessary to support differentiated services.

For out bound packets from an edge network, DSCP marking is typically
perfornmed and/or enforced on a boundary router. The narked packet is
then forwarded onto the public network. |In an RSIP-enabl ed network,
a natural place for DSCP nmarking is the RSIP gateway. |In the case of
RSAP-I P, the RSIP gateway can apply its mcro-flow (address/port
tupl e) know edge of RSIP assignnents in order to provide different
service levels to different RSIP host. For RSA-IP, the RSIP gateway
wi Il not necessarily have know edge of micro-flows, so it nust rely
on mar ki ngs nade by the RSIP hosts (if any) or apply a default policy
to the packets.
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When differentiated services is to be perforned between RSIP hosts
and gateways, it nust be done over the tunnel between these entities.
Differentiated services over a tunnel is considered in detail in
[DS-TUNN], the key points that need to be addressed here are the
behavi ors of tunnel ingress and egress for both incom ng and going
packets.

For incomi ng packets arriving at an RSIP gateway tunnel ingress, the
RSI P gateway may either copy the DSCP fromthe inner header to the
out er header, |eave the inner header DSCP unt ouched, but place a
different DSCP in the outer header, or change the inner header DSCP
whil e applying either the sane or a different DSCP to the outer
header .

For incomi ng packets arriving at an RSI P host tunnel egress, behavior
with respect to the DSCP is not necessarily inmportant if the RSIP
host not only term nates the tunnel, but consunes the packet as well.
If this is not the case, as per sone cascaded RSIP scenarios, the
RSI P host nust apply local policy to deternine whether to | eave the

i nner header DSCP as is, overwite it with the outer header DSCP, or
overwite it with a different val ue.

For out goi ng packets arriving at an RSIP host tunnel ingress, the
host nmy either copy the DSCP fromthe inner header to the outer
header, | eave the inner header DSCP untouched, but place a different
DSCP in the outer header, or change the inner header DSCP while

appl ying either the sane or a different DSCP to the outer header.

For out goi ng packets arriving at an RSIP gateway tunnel egress, the
RSI P gateway nust apply local policy to determ ne whether to | eave
the inner header DSCP as is, overwite it with the outer header DSCP
or overwite it with a different val ue.

It is reasonable to assune that in nost cases, the diffserv policy
applicable on a site will be the sane for RSIP and non-RSIP hosts.
For this reason, a likely policy is that the DSCP wi |l al ways be
copi ed between the outer and inner headers in all of the above cases.
However, inplenmentations should allow for the nore general case.

5.3.2. Integrated Services

The integrated services nodel as defined by [ RFC2205] requires
signalling using RSVP to setup a resource reservation in internediate
nodes between the communi cating endpoints. 1In the nost common
scenario in which RSIP is deployed, receivers located within the
private realminitiate conmmunication sessions with senders | ocated
within the public realm In this section, we discuss the interaction
of RSIP architecture and RSVP in such a scenario. The |ess common
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case of having senders within the private realmand receivers within
the public realmis not discussed although concepts nmentioned here
may be appli cabl e.

Wth senders in the public realm RSVP PATH nessages fl ow downstream
fromsender to receiver, inbound with respect to the RSIP gateway,
whil e RSVP RESV nessages flow in the opposite direction. Since RSIP
uses tunneling between the RSIP host and gateway within the private
real m how the RSVP nessages are handled within the RSIP tunne
depends on situations el aborated in [ RFC2746].

Fol I owi ng the ternm nol ogy of [RFC2476], if Type 1 tunnels exi st

bet ween the RSIP host and gateway, all internedi ate nodes inclusive
of the RSIP gateway will be treated as a non- RSVP aware cl oud wi thout
QoS reserved on these nodes. The tunnel will be viewed as a single
(logical) Iink on the path between the source and destination. End-
to-end RSVP nmessages will be forwarded through the tunne

encapsul ated in the sane way as nornal |P packets. W see this as
the nost common and applicabl e depl oynent scenari o.

However, should Type 2 or 3 tunnels be depl oyed between the tunneling
endpoints , end-to-end RSVP session has to be statically mapped (Type
2) or dynamcally mapped (Type 3) into the tunnel sessions. VWhile
the end-to-end RSVP nessages will be forwarded through the tunne
encapsul ated in the sane way as nornal |P packets, a tunnel session
is established between the tunnel endpoints to ensure QoS reservation
within the tunnel for the end-to-end session. Data traffic needing

speci al QoS assurance will be encapsulated in a UDP/IP header while
normal traffic will be encapsul ated using the normal IP-1P
encapsul ation. In the type 2 deploynent scenario where all data

traffic flowing to the RSIP host receiver are given QS treatnent,
UDP/ | P encapsul ation will be rendered in the RSIP gateway for al
data flows. The tunnel between the RSIP host and gateway could be
seen as a "hard pipe". Traffic exceeding the QoS guarantee of the
"hard pipe" would fall back to the best effort IP-1P tunneling.

In the type 2 depl oynment scenario where data traffic could be

sel ectively channeled into the UDP/IP or normal IP-IP tunnel, or for
type 3 depl oynent where end-to-end sessions could be dynamically
mapped into tunnel sessions, integration with the RSIP nodel could be
complicated and tricky. (Note that these are the cases where the
tunnel link could be seen as a expandable soft pipe.) Two nmin

i ssues are worth consi dering.

- For RSIP gateway inpl enentations that does encapsul ation of the
i ncom ng stream before passing to the IP layer for forwarding,
the RSVP daenon has to be explicitly signal ed upon reception of
i ncom ng RSVP PATH nessages. The RSIP inplenentation has to
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recogni ze RSVP PATH nessages and pass themto the RSVP daenon
i nstead of doing the default tunneling. Handling of other RSVP
nessages woul d be as described in [ RFC2746] .

- RSIP enables an RSIP host to have a tenporary presence at the
RSI P gat eway by assumi ng one of the RSIP gateway' s gl oba
interfaces. As a result, the RSVP PATH nessages woul d be
addressed to the RSIP gateway. Also, the RSVP SESSI ON obj ect
wi thin an incom ng RSVP PATH woul d carry the gl obal destination
address, destination port (and protocol) tuples that were
| eased by the RSIP gateway to the RSIP host. Hence the realm
unawar e RSVP daenon running on the RSIP gateway has to be
presented with a translated version of the RSVP nessages.

O her approaches are possible, for exanple naking the RSVP
daenon real m awar e.

A sinmpl e mechani smwould be to have the RSIP nodul e handl e the
necessary RSVP nessage translation. For an incom ng RSVP signalling
flow, the RSIP nodul e does a packet translation of the |P header and
RSVP SESSI ON obj ect before handling the packet over to RSVP. The

gl obal address | eased to the host is translated to the true private
address of the host. (Note that this nmechani smworks with both RSA-
I P and RSAP-1P.) The RSIP nodul e also has to do an opposite
translation fromprivate to gl obal paraneter (plus tunneling) for
end-t o-end PATH nessages generated by the RSVP daenon towards the
RSI P host receiver. A translation on the SESSI ON object also has to
be done for RSVP outbound control nessages. Once the RSVP daenon
gets the nessage, it maps themto an appropriate tunnel sessions.

Encapsul ati on of the inbound data traffic needing QS treatnent woul d
be done using UDP-1P encapsul ati on designated by the tunnel session
For this reason, the RSIP nodule has to be aware of the UDP-IP
encapsul ation to use for a particular end-to-end session

O assification and scheduling of the QoS guaranteed end-to-end fl ow
on the output interface of the RSIP gateway woul d be based on the
UDP/ | P encapsul ation. Mappi ng between the tunnel session and end-
to-end session could continue to use the nechani snms proposed in

[ RFC2746]. Al though [ RFC2746] proposes a nunber of approaches for
this purpose, we propose using the SESSI ON ASSOC obj ect introduced
because of its sinplicity.

5.4, |P Milticast

The amount of specific RSIP/multicast support that is required in
RSI P hosts and gateways is dependent on the scope of multicasting in
the RSI P-enabl ed network, and the roles that the RSIP hosts w |

play. In this section, we discuss RSIP and nulticast interactions in
a nunber of scenari os.
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Note that in all cases, the RSIP gateway MJST be nmulticast aware
because it is on an adm nistrative boundary between two donai ns that
will not be sharing their all of their routing information. The RSIP
gateway MUST NOT allow private | P addresses to be propagated on the
public network as part of any nulticast nessage or as part of a
routing table.

5.4.1. Receiving-Only Private Hosts, No Multicast Routing on
Private Network

In this scenario, private hosts will not source multicast traffic,

but they may join nulticast groups as recipients. |In the private
network, there are no nmulticast-aware routers, except for the RSIP
gat enay.

Private hosts may join and | eave multicast groups by sending the
appropriate |1 GW nessages to an RSIP gateway (there nmay be | GW proxy
routers between RSIP hosts and gateways). The RSIP gateway wl |

coal esce these requests and performthe appropriate actions, whether
they be to performa nulticast WAN routing protocol, such as PIM or
to proxy the | GW nessages to a WAN nul ticast router. In other
words, if one or nore private hosts request to join a nulticast

group, the RSIP gateway MJST join in their stead, using one of its
own public | P addresses.

Note that private hosts do not need to acquire denultiplexing fields
and use RSIP to receive multicasts. They may receive all multicasts
using their private addresses, and by private address is how the RSIP
gateway will keep track of their group nmenbership.

5.4.2. Sending and Receiving Private Hosts, No Miulticast Routing
on Private Network

This scenarios operates identically to the previous scenario, except
that when a private host becones a nulticast source, it MJST use RSIP
and acquire a public IP address (note that it will still receive on
its private address). A private host sending a multicast will use a
public source address and tunnel the packets to the RSIP gateway.

The RSIP gateway will then performtypical RSIP functionality, and
route the resulting packets onto the public network, as well as back
to the private network, if there are any listeners on the private

net wor K.

If there is nore than one sender on the private network, then, to the

public network it will seemas if all of these senders share the sane
| P address. If a downstream nulticasting protocol identifies sources
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based on | P address al one and not port nunbers, then it is possible
that these protocols will not be able to distinguish between the
senders

6. RSIP Conplications

In this section we docunent the know conplications that RSIP nmay
cause. Wiile none of these conplications should be considered "show
stoppers" for the majority of applications, they may cause unexpected
or undefined behavior. \Where it is appropriate, we discuss potential
renedi al procedures that may reduce or elimnate the del eterious

i mpact of a conplication.

6.1. Unnecessary TCP TIME_VWAI T

When TCP di sconnects a socket, it enters the TCP TIME WAIT state for
a period of tine. VWhile it is inthis state it will refuse to accept
new connections using the sane socket (i.e., the same source

address/ port and destination address/port). Consider the case in

whi ch an RSI P host (using RSAP-1P) is | eased an address/port tuple
and uses this tuple to contact a public address/port tuple. Suppose
that the host term nates the session with the public tuple and

i Mmediately returns its leased tuple to the RSIP gateway. |If the
RSI P gateway i nmedi ately all ocates this tuple to another RSIP host
(or to the sanme host), and this second host uses the tuple to contact
the sane public tuple while the socket is still in the TIME WAIT
phase, then the host’s connection may be rejected by the public host.

In order to mtigate this problem it is recommended that RSIP

gat eways hold recently deallocated tuples for at |east two m nutes,
which is the greatest duration of TIME WAIT that is commonly

i mpl enented. | n situations where port space is scarce, the RSIP
gat eway MAY choose to allocate ports in a FIFO fashion fromthe poo
of recently deallocated ports

6.2. ICWP State in RSIP Gateway

Li ke NAT, RSIP gateways providing RSAP-IP nust process | CVWP responses
fromthe public network in order to determine the RSIP host (if any)
that is the proper recipient. W distinguish between |ICVP error
packets, which are transmitted in response to an error with an

associ ated | P packet, and | CVWP response packets, which are
transmitted in response to an | CVP request packet.

| CMP request packets originating on the private network wll
typically consist of echo request, tinestanp request and address nask
request. These packets and their responses can be identified by the
tupl e of source IP address, ICW identifier, |ICVMP sequence nunber,
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and destination | P address. An RSIP host sending an | CMP request
packet tunnels it to the RSIP gateway, just as it does TCP and UDP
packets. The RSIP gateway rmust use this tuple to map incomning | CW
responses to the private address of the appropriate RSIP host. Once
it has done so, it will tunnel the ICMP response to the host. Note
that it is possible for two RSIP hosts to use the sane values for the
tuples listed above, and thus create an anbiguity. However, this
occurrence is likely to be quite rare, and is not addressed further
in this docunent.

Incoming | CVP error response nessages can be forwarded to the
appropriate RSIP host by exani ning the I P header and port nunbers
enbedded within the | CMP packet. |f these fields are not present,
t he packet should be silently discarded.

Cccasionally, an RSIP host will have to send an | CMP response (e.g.
port unreachable). These responses are tunneled to the RSIP gateway,
as is done for TCP and UDP packets. Al |ICW requests (e.g., echo
request) arriving at the RSIP gateway MJST be processed by the RSIP
gat eway and MUST NOT be forwarded to an RSIP host.

6.3. Fragnmentation and IP Identification Field Collision

If two or nore RSIP hosts on the sanme private network transnit

out bound packets that get fragnented to the sane public gateway, the
public gateway nay experience a reassenbly anbiguity if the |IP header
ID fields of these packets are identical

For TCP packets, a reasonably small MIU can be set so that
fragmentation is guaranteed not to happen, or the likelihood or
fragmentation is extrenely snmall. |f path MIU di scovery works
properly, the problemis mitigated. For UDP, applications contro

the size of packets, and the RSIP host stack nay have to fragnent UDP
packets that exceed the local MIU. These packets may be fragmented
by an internmedi ate router as well.

The only conpletely robust solution to this problemis to assign al
RSI P hosts that are sharing the sane public |P address disjoint

bl ocks of nunbers to use in their IP identification fields. However,
whet her this nodification is worth the effort of inplenmenting is
currently unknown.

6.4. Application Servers on RSAP-|P Hosts
RSAP-I P hosts are linmted by the same constraints as NAT with respect
to hosting servers that use a well-known port. Since destination

port nunbers are used as routing information to uniquely identify an
RSAP- | P host, typically no two RSAP-IP hosts sharing the sane public
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| P address can sinmul taneously operate publically-avail abl e gat eways
on the sane port. For protocols that operate on well-known ports,
this inplies that only one public gateway per RSAP-1P | P address /
port tuple is used simultaneously. However, nore than one gateway
per RSAP-1P I P address / port tuple may be used sinmultaneously if and
only if there is a demultiplexing field within the payl oad of al
packets that will uniquely deternmine the identity of the RSAP-IP
host, and this field is known by the RSIP gateway.

In order for an RSAP-IP host to operate a publically-avail able

gat eway, the host nmust informthe RSIP gateway that it w shes to
receive all traffic destined to that port nunber, per its |IP address.
Such a request MJST be denied if the port in question is already in
use by anot her host.

In general, contacting devices behind an RSIP gateway may be
difficult. A potential solution to the general problemwould be an
architecture that allows an application on an RSIP host to register a
public IP address / port pair in a public database. Sinultaneously,
the RSIP gateway would initiate a mapping fromthis address / port
tuple to the RSIP host. A peer application would then be required to
contact the database to determ ne the proper address / port at which
to contact the RSIP host’s application

6.5. Determining Locality of Destinations froman RSIP Host

In general, an RSIP host nust know, for a particular |IP address,
whet her it shoul d address the packet for local delivery on the
private network, or if it has to use an RSIP interface to tunnel to
an RSIP gateway (assuming that it has such an interface avail able).

If the RSIP hosts are all on a single subnet, one hop froman RSIP
gat eway, then exanination of the |ocal network and subnet mask will
provide the appropriate information. However, this is not always the
case.

An alternative that will work in general for statically addressed
private networks is to store a list of the network and subnet masks
of every private subnet at the RSIP gateway. RSIP hosts may query
the gateway with a particular target |IP address, or for the entire
list.

If the subnets on the | ocal side of the network are changi ng nore
rapidly than the lifetine of a typical RSIP session, the RSIP host
may have to query the |ocation of every destination that it tries to
communi cate with.
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If an RSIP host transnmits a packet addressed to a public host without
using RSIP, then the RSIP gateway will apply NAT to the packet (if it
supports NAT) or it may discard the packet and respond with and
appropriate | CMP nessage.

A robust solution to this problemhas proven difficult to devel op
Currently, it is not known how severe this problemis. It is likely
that it will be nore severe on networks where the routing information
is changing rapidly that on networks with relatively static routes.

6.6. Inplenmenting RSIP Host Deall ocation

An RSI P host MAY free resources that it has deternmined it no | onger
requi res. For exanple, on an RSAP-IP subnet with a |imited nunber of
public | P addresses, port nunbers may beconme scarce. Thus, if RSIP
hosts are able to dynamically deall ocate ports that they no |onger
need, nore hosts can be supported.

However, this functionality may require significant nodifications to
a vanilla TCP/IP stack in order to inplenent properly. The RSIP host
nmust be able to determ ne which TCP or UDP sessions are using RSIP
resources. |If those resources are unused for a period of time, then
the RSIP host may deal |l ocate them \When an open socket’s resources
are deallocated, it will cause sone associated applications to fail
An anal ogous case would be TCP and UDP sessions that nust terninate
when an interface that they are using | oses connectivity.

On the other hand, this issue can be considered a resource allocation
problem It is not recommended that a | arge nunber (hundreds) of
hosts share the sane | P address, for performance purposes. Even if,
say, 100 hosts each are allocated 100 ports, the total nunber of
ports in use by RSIP would be still less than one-sixth the tota

port space for an IP address. |If nore hosts or nore ports are
needed, nore | P addresses should be used. Thus, it is reasonable,
that in many cases, RSIP hosts will not have to deallocate ports for
the lifetinme of their activity.

Since RSIP demultiplexing fields are | eased to hosts, an
appropriately chosen lease tinme can alleviate sone port space
scarcity issues.

6.7. Milti-Party Applications

Mul ti-party applications are defined to have at |east one of the
foll owi ng characteristics:

- Athird party sets up sessions or connections between two
host s.
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- Conputation is distributed over a nunber of hosts such that the
i ndi vi dual hosts may conmuni cate with each other directly.

RSI P has a fundanental problemw th nulti-party applications. |If
some of the parties are within the private addressing real mand
others are within the public addressing realm an RSIP host may not
know when to use private addresses versus public addresses. In
particular, |P addresses nmay be passed fromparty to party under the
assunption that they are global endpoint identifiers. This may cause
multi-party applications to fail

There is currently no known solution to this general problem
Renedi al neasures are avail able, such as forcing all RSIP hosts to
al ways use public | P addresses, even when conmuni cating only on to
other RSIP hosts. However, this can result in a socket set up

bet ween two RSI P hosts having the sane source and destination IP
addresses, which nost TCP/IP stacks will consider as intra-host
communi cati on.

6.8. Scalability

The scalability of RSIPis currently not well understood. Wile it
is conceivable that a single RSIP gateway could support hundreds of
RSI P hosts, scalability depends on the specific deploynent scenario
and applications used. |In particular, three major constraints on
scalability will be (1) RSIP gateway processing requirements, (2)
RSI P gateway nenory requirenments, and (3) RSIP negotiation protoco
traffic requirenments. It is advisable that all RSIP negotiation
protocol inplenentations attenpt to mnimze these requirenents.

7. Security Considerations

RSIP, in and of itself, does not provide security. It nmay provide
the illusion of security or privacy by hiding a private address
space, but security can only be ensured by the proper use of security
protocol s and cryptographi c techniques.
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and distributed, in whole or in part, w thout restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
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devel opi ng Internet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into | anguages other than
Engl i sh.

The linited perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.
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"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
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