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Abst r act

The docunent describes an I Pv6-to-1Pv4 transport relay translator
(TRT). It enables IPv6-only hosts to exchange {TCP,UDP} traffic with
| Pv4-only hosts. A TRT system which locates in the mddle,
translates {TCP, UDP}/IPv6 to {TCP, UDP}/I| Pv4, or vice versa.

The meno tal ks about how to inplement a TRT system using existing
technol ogies. It does not define any new protocols.

1. Probl em domain

Wien you deploy an | Pv6-only network, you still want to gain access
to I Pv4-only network resources outside, such as |IPv4-only web
servers. To solve this problem many |IPv6-to-1Pv4 translation
technol ogi es are proposed, nainly in the | ETF ngtrans working group
The meno describes a translator based on the transport relay

techni que to solve the sane probl em

In this nmeno, we call this kind of translator "TRT" (transport relay
translator). A TRT system | ocates between |IPv6-only hosts and | Pv4
hosts and translates {TCP, UDP}/1Pv6 to {TCP, UDP}/1Pv4, vice versa.

Advant ages of TRT are as foll ows:
o TRT is designed to require no extra nodification on | Pv6-only
initiating hosts, nor that on IPv4-only destination hosts. Sone

other translation nmechani sns need extra nodifications on |Pv6-only
initiating hosts, limting possibility of deploynent.
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0 The IPv6-to-1Pv4 header converters have to take care of path MIu
and fragmentation issues. However, TRT is free fromthis problem

Di sadvant ages of TRT are as foll ows:

0 TRT supports bidirectional traffic only. The |IPv6-to-I1Pv4 header
converters may be able to support other cases, such as
uni directional nulticast datagrans.

0 TRT needs a stateful TRT system between the communicating peers,
just like NAT systens. Wiile it is possible to place nultiple TRT
systens in a site (see Appendix A), a transport |ayer connection
goes through particular, a single TRT system The TRT systemthus
can be considered a single point of failure, again |ike NAT
systens. Sone ot her mechani sms, such as SIIT [ Nordnmark, 2000],
use stateless translator systens which can avoid a single point of
failure.

0 Special code is necessary to relay NAT-unfriendly protocols. Sone
of NAT-unfriendly protocols, including |IPsec, cannot be used
across TRT system

This meno assunes that traffic is initiated by an | Pv6-only host
destined to an IPv4-only host. The nmenbp can be extended to handl e
opposite direction, if an appropriate address mappi ng mechanismis
i ntroduced.

2. I Pv4-to-1Pv4 transport relay

To hel p understandi ng of the proposal in the next section, here we
describe the transport relay in general. The transport relay
technique itself is not new, as it has been used in many of
firewal |l -rel ated products.

2.1. TCP relay

TCP rel ay systens have been used in firewall-related products. These
products are designed to achieve the followi ng goals: (1) disallow
forwardi ng of |IP packets across a system and (2) allow {TCP, UDP}
traffic to go through the systemindirectly. For exanple, consider a
network constructed like the follow ng diagram "TCP relay systent
in the diagram does not forward | P packet across the inner network to
the outer network, vice versa. It only relays TCP traffic on a
specific port, fromthe inner network to the outer network, vice
versa. (Note: The diagramhas only two subnets, one for inner and
one for outer. Actually both sides can be nore conplex, and there
can be as many subnets and routers as you wi sh.)
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desti nati on host

| X
—=+=======+== oguter network
|Y
TCP relay system
| B
==4+=======+== | nner network
| A

initiating host

When the initiating host (whose IP address is A) tries to nake a TCP
connection to the destination host (X), TCP packets are routed toward
the TCP relay system based on routing decision. The TCP relay system
recei ves and accepts the packets, even though the TCP relay system
does not own the destination |P address (X). The TCP relay system
pretends to having | P address X, and establishes TCP connection with
the initiating host as X. The TCP relay systemthen nakes a anot her
TCP connection fromY to X, and relays traffic fromA to X, and the
ot her way around.

Thus, two TCP connections are established in the picture: fromAto B
(as X), and fromY to X, |ike bel ow

TCP/ 1 Pv4: the initiating host (A) -->the TCP relay system (as X)
address on | Pv4 header: A -> X

TCP/ 1 Pv4: the TCP relay system (Y) --> the destination host (X)
address on | Pv4 header: Y -> X

The TCP relay system needs to capture sone of TCP packets that is not
destined to its address. The way to do it is inplenentation
dependent and outside the scope of this neno.

2.2. UDP relay

If you can recogni ze UDP i nbound and outbound traffic pair in sone
way, UDP relay can be inplenmented in simlar nmanner as TCP relay. An
i mpl enentation can recognize UDP traffic pair |ike NAT systens does,
by recordi ng address/port pairs onto an table and nmanagi ng tabl e
entries with tineouts.

3. IPv6-to-1Pv4 transport relay translator
We propose a transport relay translator for |Pv6-to-I1Pv4 protoco
translation, TRT. |In the follow ng description, TRT for TCP is
described. TRT for UDP can be inplenmented in sinlar nmanner

For address mapping, we reserve an | Pv6 prefix referred to by
C6::/64. C6::/64 should be a part of 1Pv6 unicast address space
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assigned to the site. Routing information nust be configured so that
packets to C6::/64 are routed toward the TRT system The foll ow ng
di agram shows the network configuration. The subnet marked as "dumry
prefix" does not actually exist. Al so, now we assune that the
initiating host to be IPv6-only, and the destination host to be

| Pv4-only.
desti nation host
| X4
=—=4=======+4== guter network
| Y4
TRT system --- dummy prefix (C6::/64)
| B6
==4+=======+== | nher network
| A

initiating host

When the initiating host (whose | Pv6 address is A6) wishes to nake a
connection to the destination host (whose | Pv4 address is X4), it
needs to make an TCP/ | Pv6 connection toward C6::X4. For exanple, if
C6::/64 equals to fec0:0:0:1::/64, and X4 equals to 10.1.1.1, the
destination address to be used is fec0:0:0:1::10.1.1.1. The packet
is routed toward the TRT system and is captured by it. The TRT
system accepts the TCP/ 1 Pv6 connection between A6 and C6:: X4, and
communi cate with the initiating host, using TCP/IPv6. Then, the TRT
systeminvestigates the | owernost 32bit of the destination address
(I1Pv6 address C6::X4) to get the real |Pv4 destination (IPv4 address
X4). It nmakes an TCP/IPv4 connection fromY4 to X4, and forward
traffic across the two TCP connecti ons.

There are two TCP connections. One is TCP/IPv6 and another is
TCP/ I Pv4, in the picture: fromA6 to B6 (as C6::X4), and Y4 to X4
li ke bel ow.

TCP/1Pv6: the initiating host (A6) --> the TRT system (as C6:: X4)
address on | Pv6 header: A6 -> C6:: X4

TCP/ 1 Pv4: the TRT system (Y4) --> the destination host (X4)
address on | Pv4 header: Y4 -> X4

4. Address mappi ng

As seen in the previous section, an initiating host nust use a
special formof |Pv6 address to connect to an |Pv4 destination host.
The special formcan be resolved froma hostnane by static address
mappi ng table on the initiating host (like /etc/hosts in UN X)
speci al DNS server inplenmentation, or nodified DNS resol ver

i npl ementation on initiating host.
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5.

Notes to inplenenters

TRT for UDP nmust take care of path MIU i ssues on the UDP/I| Pv6 side
The good thing is that, as we do not relay |IP |l ayer packets between

| Pv4 and | Pv6, we can decide |IPv6 path MIU i ndependently from | Pv4
traffic. A sinple solution would be to always fragnent packets from
the TRT systemto UDP/IPv6 side to I Pv6 m nimum MIU (1280 octets), to
elinmnate the need for I Pv6 path MIU di scovery.

Though the TRT systemonly relays {TCP,UDP} traffic, it needs to
check I CMPv6 packets destined to C6::X4 as well, so that it can
recogni ze path MIU di scovery nessages and ot her notifications between
A6 and C6:: X4.

When forwarding TCP traffic, a TRT system needs to handl e urgent data
[ Postel, 1981] carefully.

To relay NAT-unfriendly protocols [Hain, 2000] a TRT system may need
to nodify data content, just like any translators which nodifies the
| P addr esses.

Scal ability issues nust carefully be considered when you depl oy TRT
systenms to a large IPv6 site. Scalability parameters would be (1)
nunber of connections the operating system kernel can accept, (2)
nunber of connections a userland process can forward (equals to
nunber of filehandles per process), and (3) nunber of transport
relaying processes on a TRT system Design decision nust be nmade to
use proper nunber of userland processes to support proper nunber of
connecti ons.

To nmake TRT for TCP nore scalable in a large site, it is possible to
have nmultiple TRT systens in a site. This can be done by taking the
followi ng steps: (1) configure nultiple TRT systens, (2) configure
different dummy prefix to them (3) and let the initiating host pick
a dunmmy prefix randomy for |oad-balancing. (3) can be inplenented
as follows; If you install special DNS server to the site, you nay
(3a) configure DNS servers differently to return different dummy

prefixes and tell initiating hosts of different DNS servers. O you
can (3b) let DNS server pick a dumy prefix randomy for | oad-
bal anci ng. The | oad-bal ancing is possi ble because you will not be

changi ng destination address (hence the TRT system), once a TCP
connection is established.

For address mappi ng, the authors reconmend use of a special DNS
server for large-scale installation, and static mapping for small -
scale installation. It is not always possible to have specia
resolver on the initiating host, and assuming it would cause

depl oynent probl ens.
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6.

Applicability statenent

Combi ned with a special DNS server inplenentation (which translates
| Pv4 addresses into | Pv6), TRT systens support |Pv6-to-IPv4
translation very well. It requires no change to existing |Pv6
clients, nor |IPv4d servers, so the TRT system can be installed very
easily to existing | Pv6-capabl e networks.

| Pv4-to-1Pv6 translation is nuch harder to support with any of the
transl ator techni ques [ Yamanoto, 1998]. Wile it is possible to use
TRT systemfor |IPv4-to-1Pv6 translation, it requires nontrivial
mappi ng between DNS nanes to tenporary |Pv4 addresses, as presented
in NAT-PT RFC [Tsirtsis, 2000].

As presented in the earlier sections, TRT systens use transport |ayer
(TCP/UDP) relay technique to translate IPv6 traffic to IPv4 traffic.
It gives two major benefits: (1) the inplenentation of the TRT system
can be done very sinple, (2) with the TRT system path MIU di scovery
issue is easier to deal with, as we can decide |IPv6 path MU

i ndependently from | Pv4 path MU, Even with the sinplicity, the TRT
system can cover nost of the daily applications (HTTP, SMIP, SSH, and
many other protocols). For NAT-unfriendly protocols, a TRT system
may need to nodify data content, just |ike any translators/NATs. As
the TRT systemreside in transport layer, it is not possible for the
TRT systemto translate protocols that are not known to the TRT
system

Normal Iy users do not want to translate DNS query/reply traffic using
the TRT system Instead, it nakes nore sense to run standard DNS
server, or special DNS server that hel ps TRT system sonewhere in the
site | Pv6 network. There are two reasons to it:

o Transport issue - It is a lot easier to provide recursive DNS
server, accessible via IPv6, than to translate DNS queries/replies
across the TRT system |If soneone tries to ask TRT to translate
DNS packets, the person would put C6::X (where C6 is TRT reserved
prefix and X is an | Pv4 address of a DNS server) into
/letc/resolv.conf. The configuration is rather conplicated than we
normal | y want.

o Payload issue - In sone installation it nakes nore sense to
transmit queries/replies unnodified, across the TRT system In
sone installation it makes nore sense to translate | Pv4 DNS
queries (like queries for AAAA record) into queries for A record,
and vice versa, to invite traffic into the TRT system It depends
on the installation/configuration at the user’s site.
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7.

Security Considerations

Mal i cious party may try to use TRT systens akin to an SMIP open rel ay
[ Li ndberg, 1999] for traffic to | Pv4 destinations, which is simlar
to circunventing ingress filtering [Ferguson, 1998] , or to achieve
sonme ot her inproper use. TRT systens should inplenent sone sorts of
access control to prevent such inproper usage.

A careless TRT inplenmentati on may be subject to buffer overflow
attack, but this kind of issue is inplenentation dependent and
out si de the scope of this meno.

Due to the nature of TCP/UDP rel aying service, it is not reconmmended
to use TRT for protocols that use authentication based on source |P
address (i.e., rsh/rlogin).

A transport relay systemintercepts TCP connecti on between two nodes.
This may not be a legitimte behavior for an I P node. The docunent
does not try to claimit to be legitimte.

| Psec cannot be used across a rel ay.

Use of DNS proxies that nodify the RRs will make it inpossible for
the resolver to verify DNSsec signatures
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Appendi x A. Qperational experiences

W DE KAME | Pv6 stack inplenments TRT for TCP, called "FAITH'. The
i npl enent ati on canme from W DE Hydrangea | Pv6 stack, which is one of
ancestors of the KAME | Pv6 stack.

The FAI TH code has been avail able and operational for nore than 5
years. The inplenentation has been used at WDE research group
offsite nmeeting, and | ETF i pngwg 1999 Tokyo interimmeeting. At the
| atter occasion, we configured |IPv6-only ternminal network cluster
just like we do in | ETF neetings, and used a TRT systemto support
nore than 100 | Pv6 hosts on the neeting network to connect to outside
| Pv4 hosts. Fromstatistics we gathered SSH, FTP, HTTP, and POP3 are
t he nmost popul ar protocol we have relayed. The inplenentation was
also used in the ternmnal cluster |IPv6 network at | ETF48, |ETF49 and
| ETF50.

The source code is available as free software, bundled in the KAME
| Pv6 stack kit.

Speci al DNS server inplenmentations are avail able as "newbi e" DNS
server inplenentation by Yusuke DO, and "totd" DNS proxy server from
Uni versity of Tronmso (Norway).
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ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
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Thi s docunent and the information contained herein is provided on an
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