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Abstract

This meno defines I nMon Coporation’s sFlow system sFlowis a
technology for nonitoring traffic in data networks containing
switches and routers. In particular, it defines the sanpling
mechani sms i npl emented in an sFl ow Agent for nonitoring traffic, the
sFlow MB for controlling the sFl ow Agent, and the format of sanple
data used by the sFlow Agent when forwarding data to a central data
col I ector.
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1. Overview

sFlow is a technology for nonitoring traffic in data networks

contai ning switches and routers. |n particular, it defines the
sanpl i ng nechani sns i npl enented in an sFl ow Agent for nonitoring
traffic, the sFlow MB for controlling the sFl ow Agent, and the
format of sample data used by the sFl ow Agent when forwarding data to
a central data collector.

The architecture and sanpling techniques used in the sFlow nonitoring
system are designed to provide continuous site-w de (and networ k-
wide) traffic nmonitoring for high speed sw tched and routed networks.

The design specifically addresses issues associated with:
0 Accurately nonitoring network traffic at G gabit speeds and hi gher
0 Scaling to manage tens of thousands of agents froma single point.
o Extrenely | ow cost agent inplenentation
The sFlow nonitoring systemconsists of an sFl ow Agent (enbedded in a
switch or router or in a stand al one probe) and a central data
col l ector, or sFlow Analyzer
The sFl ow Agent uses sanpling technology to capture traffic
statistics fromthe device it is nonitoring. sFlow Datagrans are
used to imMmediately forward the sanpled traffic statistics to an
sFl ow Anal yzer for analysis.
Thi s docunent describes the sanpling nechani sns used by the sFl ow
Agent, the SFLOWN M B used by the sFl ow Anal yzer to control the sFl ow
Agent, and the sFl ow Datagram Format used by the sFl ow Agent to send
traffic data to the sFl ow Anal yzer.

2. Sanpling Mechani sns
The sFl ow Agent uses two fornms of sanpling: statistical packet-based

sanpling of switched flows, and tine-based sanpling of network
interface statistics.
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2.1 Sanpling of Switched Fl ows

Aflowis defined as all the packets that are received on one
interface, enter the Switching/Routing Mdule and are sent to another
interface. In the case of a one-arnmed router, the source and
destination interface could be the same. In the case of a broadcast
or multicast packet there may be nultiple destination interfaces.

The sanpling nechani sm nust ensure that any packet involved in a flow
has an equal chance of being sanpled, irrespective of the flowto

whi ch it bel ongs.

Sampling flows is acconplished as follows: Wen a packet arrives on
an interface, a filtering decision is nade that determn nes whether

t he packet should be dropped. |f the packet is not filtered a
destination interface is assigned by the switching/routing function
At this point a decision is made on whether or not to sanple the
packet. The mechani sminvol ves a counter that is decrenmented with
each packet. Wen the counter reaches zero a sanple is taken

Whet her or not a sanple is taken, the counter Total Packets is
incremented. Total _Packets is a count of all the packets that could
have been sanpl ed.

Taki ng a sanpl e involves either copying the packet’s header, or
extracting features fromthe packet (see sFlow Datagram Fornat for a
description of the different fornms of sanple). Every tine a sanple
is taken, the counter Total Sanples, is increnmented. Total Sanples
is a count of the nunber of sanples generated. Sanples are sent by
the sanpling entity to the sFl ow Agent for processing. The sanple

i ncl udes the packet information, and the values of the Total Packets
and Total Sanpl es counters.

When a sanple is taken, the counter indicating how many packets to
skip before taking the next sanple should be reset. The value of the
counter should be set to a randominteger where the sequence of
random i ntegers used over tine should be such that

(1) Total Packets/Total Sanples = Rate

An alternative strategy for packet sanpling is to generate a random
nunber for each packet, conpare the random nunber to a preset
threshold and take a sanpl e whenever the random nunber is smaller
than the threshold value. Calculation of an appropriate threshold
val ue depends on the characteristics of the random nunber generator
however, the resulting sanple stream nmust still satisfy (1).
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2.1.1 Distributed Switching

The SFLOWM B pernits separate sanpling entities to be associ ated
with different physical or logical elenments of the switch (such as

i nterfaces, backplanes or VLANs). Each sanpling engine has its own
i ndependent state (i.e., Total Packets, Total Sanples, Skip and
Rate), and forwards its own sanple nessages to the sFl ow Agent. The
sFl ow Agent is responsible for packagi ng the sanples into datagrans
for transmi ssion to an sFl ow Anal yzer

2. 1.2 Random Nunber Generation

The essential property of the random nunber generator is that the
nmean val ue of the nunbers it generates converges to the required
sanpling rate.

A uniformdistribution random nunber generator is very effective
The range of skip counts (the variance) does not significantly affect
results; variation of +-10% of the nean value is sufficient.

The random nunber generator nust ensure that all nunbers in the range
between its maxi mum and ni ni num val ues of the distribution are
possi bl e; a random nunber generator only capabl e of generating even
nunbers, or nunbers with any conmon divisor is unsuitable.

A new skip value is only required every tinme a sanple is taken
2.2 Sanpling of Network Interface Statistics

The objective of the counter sanpling is to efficiently, periodically
pol|l each data source on the device and extract key statistics.

For efficiency and scalability reasons, the sFlow Systeminpl ements
counter polling in the sFlow Agent. A maxinmum polling interval is

assigned to the agent, but the agent is free to schedule polling in
order maximnize internal efficiency.

Fl ow sanpling and counter sanpling are designed as part of an
i ntegrated system Both types of sanples are conbined in sFl ow

Dat agranms. Since flow sanpling will cause a steady, but random
stream of datagrans to be sent to the sFl ow Anal yzer, counter sanples
may be taken opportunistically in order to fill these datagrans.

One strategy for counter sanpling has the sFlow Agent keep a |ist of
counter sources being sanpled. Wen a flow sanple is generated the
sFl ow Agent examines the |ist and adds counters to the sanple

dat agram | east recently sanpled first. Counters are only added to
the datagramif the sources are within a short period, 5 seconds say,
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of failing to neet the required sanpling interval (see

sFl owCount er Sanpl i nglnterval in SFLONM B). Wenever a counter
source’s statistics are added to a sanple datagram the tine the
counter source was |ast sanpled is updated and the counter source is
pl aced at the end of the list. Periodically, say every second, the
sFl ow Agent exam nes the list of counter sources and sends any
counters that need to be sent to neet the sanpling interva
requirenent.

Alternatively, if the agent regularly schedul es counter sanpling,
then it shoul d schedul e each counter source at a different start time
(preferably randomy) so that counter sanpling is not synchronized
within an agent or between agents.

3. sFlow M B

The sFlow M B defines a control interface for an sFlow Agent. This
interface provides a standard nechanismfor renotely controlling and
configuring an sFl ow Agent.

3.1 The SNMP Managenent Franewor k

The SNWVP Managenent Franmework presently consists of five major
conponent s:

0 An overall architecture, described in RFC 2571 [2].

0 Mechani sms for describing and nam ng objects and events for the
pur pose of managenment. The first version of this Structure of
Managenment Information (SM) is called SMvl and described in STD
16,

RFC 1155 [3], STD 16, RFC 1212 [4] and RFC 1215 [5]. The second
version, called SMv2, is described in STD 58, RFC 2578 [6], STD
58, RFC 2579 [7] and STD 58, RFC 2580 [8].

0 Message protocols for transferring nanagenent information. The
first version of the SNWP nessage protocol is called SNMPv1l and
described in STD 15, RFC 1157 [9]. A second version of the SNW
message protocol, which is not an Internet standards track
protocol, is called SNWv2c and described in RFC 1901 [10] and RFC
1906 [11]. The third version of the nessage protocol is called
SNMPv3 and described in RFC 1906 [11], RFC 2572 [12] and RFC 2574
[13].
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o Protocol operations for accessing managenent information. The
first set of protocol operations and associated PDU formats is
described in STD 15, RFC 1157 [9]. A second set of protocol
operations and associated PDU formats is described in RFC 1905
[14].

0 A set of fundanental applications described in RFC 2573 [15] and
t he vi ew based access control nmechani sm described in RFC 2575
[16].

A nore detailed introduction to the current SNMP Managenent Franework
can be found in RFC 2570 [17].

Managed objects are accessed via a virtual information store, terned
t he Managenent Information Base or MB. (Objects in the MB are
defined using the nmechani sns defined in the SM.

This meno specifies a MB nodule that is conpliant to the SMv2. A
M B conforming to the SMvl can be produced through the appropriate
translations. The resulting translated M B nust be senmantically

equi val ent, except where objects or events are ontted because no
translation is possible (use of Counter64). Sone nachi ne readabl e
information in SMv2 will be converted into textual descriptions in
SM vl during the translation process. However, this |oss of machine
readabl e information is not considered to change the semantics of the
M B.

3.2 Definitions
SFLOWM B DEFINITIONS ::= BEG N
| MPORTS

MODULE- | DENTI TY, OBJECT-TYPE, |nteger32, enterprises
FROM SNWPv2- SM
SnnpAdmi nStri ng
FROM SNWVP- FRAVEWORK- M B
Onner String
FROM RMON- M B
| net Addr essType, | net Address
FROM | NET- ADDRESS- M B
MODULE- COVPLI ANCE, OBJECT- GROUP
FROM SNWVPv2- CONF;

sFl owM B MODULE- | DENTI TY
LAST- UPDATED " 200105150000Z" -- May 15, 2001
CRGANI ZATI ON "I nMon Corp. "
CONTACT- | NFO
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"Pet er Phaal
I nMon Cor p.
http://ww. innmon. com

Tel : +1-415-661-6343
Enmai | : peter_phaal @ nnon. cont
DESCRI PTI ON
"The M B nodul e for managi ng the generation and transportation
of sFlow data records."

-- Revision History
REVI SI ON "200105150000Z" -- May 15, 2001
DESCRI PTI ON

"Version 1.2

Brings MB into SM v2 conpliance."

REVI SI ON "2001050100002" -- May 1, 2001
DESCRI PTI ON
"Version 1.1

Adds sFl owDat agr anVer si on. "
::={ enterprises 4300 1 }

sFl owAgent OBJECT IDENTIFIER ::= { sFlowMB 1 }

sFl owver si on OBJECT- TYPE
SYNTAX SnnpAdmi nStri ng
MAX- ACCESS read-only
STATUS current
DESCRI PTI ON
"Uniquely identifies the version and inplenentation of this MB.
The version string nust have the follow ng structure:
<M B Ver si on>; <Or gani zat i on>; <Sof t war e Revi si on>
wher e:
<M B Version> nust be '1.2', the version of this MB.
<Organi zation> the name of the organization responsible
for the agent inplenentation.
<Revi si on> the specific software build of this agent.

As an exanple, the string '1.2;1nMon Corp.;2.1.1" indicates
that this agent inplenents version 1.2 of the SFLONMB, that
it was devel oped by 'InMon Corp.’ and that the software build
is'2.1.1.

The M B Version will change with each revision of the SFLOW
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M B.

Managenment entities nust check the M B Version and not attenpt
to nmanage agents with M B Versions greater than that for which
t hey were designed.

Not e: The sFl ow Dat agram Format has an i ndependent version
nunmber whi ch may change i ndependently from <M B Versi on>.
<M B Version> applies to the structure and semantics of
the SFLOWM B only."

DEFVAL { "1.2;;" }
.= { sFlowAgent 1 }

sFl owAgent Addr essType OBJECT- TYPE

SYNTAX | net Addr essType
MAX- ACCESS read-only
STATUS current

DESCRI PTI ON

"The address type of the address associated with this agent.
Only ipvd and ipv6 types are supported.”
::= { sFlowAgent 2}

sFl owAgent Addr ess OBJECT- TYPE

SYNTAX | net Addr ess

MAX- ACCESS read-only

STATUS current

DESCRI PTI ON
"The | P address associated with this agent. In the case of a
mul ti-homed agent, this should be the | oopback address of the
agent. The sFl owAgent address nust provide SNVP connectivity
to the agent. The address should be an invariant that does not
change as interfaces are reconfigured, enabled, disabled,
added or renmoved. A manager should be able to use the
sFl owAgent Address as a unique key that will identify this
agent over extended periods of tinme so that a history can
be maintained."

::={ sFlowAgent 3}

sFl owTabl e OBJECT- TYPE

SYNTAX SEQUENCE OF SFl owkEntry
MAX- ACCESS not -accessi bl e

STATUS current

DESCRI PTI ON

"A table of the sFlow sanplers within a device."
::={ sFlowAgent 4 }

sFl oweEnt ry OBJECT- TYPE
SYNTAX SFl owEnt ry
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MAX- ACCESS not-accessi bl e
STATUS current
DESCRI PTI ON

I nMon Corporation’s sFl ow

"Attributes of an sFl ow sanpler.’

| NDEX { sFl owDat aSource }
::={ sFlowTable 1 }

SFl owEntry :: = SEQUENCE {
sFl owDat aSour ce
sFl owOnner
sFI owTi neout
sFl owPacket Sanpl i ngRat e
sFl owCount er Sanpl i ngl nt erva
sFI owMaxi nunHeader Si ze
sFl owvbaxi munDat agr anfSi ze
sFl owCol | ect or Addr essType
sFl owCol | ect or Addr ess
sFl owCol | ect or Por t
sFl owDat agr anVer si on

}
sFl owDat aSour ce OBJECT- TYPE

SYNTAX OBJECT | DENTI FI ER
MAX- ACCESS read-only

STATUS current
DESCRI PTI ON

OBJECT | DENTI FI ER
Owner Stri ng,

I nt eger 32,

I nt eger 32,

I nt eger 32,

I nt eger 32,

I nt eger 32,

| net Addr essType,
| net Addr ess,

I nt eger 32,

I nt eger 32

"Identifies the source of the data for the sFl ow sanpl er
The followi ng data source types are currently defined:

- iflndex.<l>

Dat aSources of this traditiona
Ideally the sanpling entity will

formare called 'port-based’
perform sanpling on all flows

originating fromor destined to the specified interface.

However ,

nunber of ports it wll

Not e:

Port O is used to indicate that all

if the switch architecture only permts input or
out put sanpling then the sanpling agent
sanpl e input flows input or output flows.
only be considered once for sanpling,

is permtted to only
Each packet nust
irrespective of the

be forwarded to.

ports on the device

are represented by a single data source.

- sFl owPacket Sanpl i ngRate applies to all

ports on the

devi ce capabl e of packet sanpling.

- sFl owCount er Sanpl i ngl nterva

- snmonVI anDat aSour ce. <V>

applies to all ports.

A dataSource of this formrefers to a ' Packet-based VLAN

and is called a ' VLAN- based
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I D as defined by the | EEE 802.1Q standard. The

value is between 1 and 4094 inclusive, and it represents

an 802.1Q VLAN-1D with gl obal scope within a given

bri dged donai n.

Sampling is performed on all packets received that are part
of the specified VLAN (no nmatter which port they arrived on).
Each packet will only be considered once for sanpling,
irrespective of the number of ports it will be forwarded to.

- ent Physi cal Entry. <N>

A dataSource of this formrefers to a physical entity within
the agent (e.g., entPhysical dass = backplane(4)) and is called
an 'entity-based dataSource.

Sampling is perfornmed on all packets entering the resource (e.g.
If the backplane is being sanpled, all packets transmtted onto

t he backplane will be considered as single candi dates for
sampling irrespective of the nunmber of ports they ultimately
reach).

Not e: Since each DataSource operates independently, a packet
that crosses multiple DataSources may generate multiple
flow records.”

:={ sFlowkntry 1}

sFl onOmer OBJECT- TYPE

SYNTAX Onner String
MAX- ACCESS read-wite
STATUS current
DESCRI PTI ON

"The entity naking use of this sFlow sanpler. The enpty string
i ndi cates that the sFlow sanpler is currently unclai ned.

An entity wishing to claiman sFl ow sanpl er nust nake sure
that the sanpler is unclainmed before trying to claimit.

The sanpler is clained by setting the owner string to identify
the entity claimng the sanpler. The sanpler nust be clained
bef ore any changes can be nade to other sanpler objects.

In order to avoid a race condition, the entity taking contro
of the sanpler nmust set both the owner and a val ue for
sFl owTi meout in the sane SNWP set request.

When a nanagenent entity is finished using the sanpler,
it should set its value back to unclained. The agent
nmust restore all other entities this rowto their
default val ues when the owner is set to unclai ned.

Thi s mechani sm provi des no enforcenment and relies on the
cooperation of managenent entities in order to ensure that
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conpetition for a sanpler is fairly resolved."
DEFVAL { "" }
:={ sFlowkentry 2}

sFl owTi meout OBJECT- TYPE

SYNTAX I nt eger 32
MAX- ACCESS read-wite
STATUS current
DESCRI PTI ON

"The time (in seconds) remaining before the sanpler is rel eased
and stops sanpling. Wen set, the owner establishes contro

for the specified period. Wen read, the renmaining time in the
interval is returned.

A managenment entity wanting to maintain control of the sanpler
is responsible for setting a new val ue before the old one
expires.

When the interval expires, the agent is responsible for
restoring all other entities in this rowto their default
val ues. "

DEFVAL { 0 }

::={ sFlowentry 3}

sFl owPacket Sanpl i ngRat e OBJECT- TYPE

SYNTAX I nt eger 32

MAX- ACCESS read-wite

STATUS current

DESCRI PTI ON
"The statistical sanpling rate for packet sanpling fromthis
sour ce.

Set to Nto sanple 1/Nth of the packets in the nonitored flows.
An agent should choose its own algorithmintroduce variance
into the sanpling so that exactly every Nth packet is not
counted. A sanpling rate of 1 counts all packets. A sanpling
rate of 0 disables sanpling.

The agent is permtted to have m ni nrum and nmaxi mum al | owabl e
values for the sanpling rate. A mninumrate lets the agent

desi gner set an upper bound on the overhead associated with
sanpling, and a maxi numrate may be the result of hardware
restrictions (such as counter size). |In addition not all values
bet ween t he maxi mum and ni ni rum may be realizable as the
sanmpling rate (agai n because of inplenmentation considerations).

When the sanpling rate is set the agent is free to adjust the
value so that it lies between the maxi mum and m ni mum val ues
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and has the cl osest achi evabl e val ue.

Wien read, the agent nust return the actual sanpling rate it
will be using (after the adjustnents previously described). The
sanmpling al gorithm nust converge so that over tine the nunber
of packets sanpl ed approaches 1/Nth of the total nunber of
packets in the nonitored flows."

DEFVAL { 0 }

c:={ sFlowkentry 4 }

sFI owCount er Sanpl i ngl nt erval OBJECT- TYPE
SYNTAX I nt eger 32
MAX- ACCESS read-wite
STATUS current
DESCRI PTI ON
"The maxi mum nunber of seconds between successive sanples of the
counters associated with this data source. A sanpling interva
of 0 disables counter sanpling.”
DEFVAL { 0 }
::={ sFlowkentry 5 }

sFl owvaxi nunHeader Si ze OBJECT- TYPE

SYNTAX I nt eger 32
MAX- ACCESS read-wite
STATUS current
DESCRI PTI ON

"The maxi mum nunber of bytes that should be copied froma
sanpl ed packet. The agent may have an internal maxi mum and
m ni mum permi ssible sizes. If an attenpt is nade to set this
val ue outside the perm ssible range then the agent should
adjust the value to the closest perm ssible value."
DEFVAL { 128 }
c:={ sFlowkntry 6 }

sFI owMaxi nunDat agr an5i ze OBJECT- TYPE

SYNTAX I nt eger 32
MAX- ACCESS read-wite
STATUS current
DESCRI PTI ON

"The maxi mum nunber of data bytes that can be sent in a single
sanmpl e datagram The manager should set this value to avoid
fragmentation of the sFlow datagrans."

DEFVAL { 1400 }
c:={ sFlowkentry 7 }

sFl owCol | ect or Addr essType OBJECT- TYPE

SYNTAX | net Addr essType
MAX- ACCESS read-wite
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STATUS current
DESCRI PTI ON
"The type of sFl owCol | ectorAddress."
DEFVAL { ipv4 }
::={ sFlowentry 8 }

sFl owCol | ect or Addr ess OBJECT- TYPE
SYNTAX | net Addr ess
MAX- ACCESS read-wite
STATUS current
DESCRI PTI ON
"The | P address of the sFlow coll ector.
If set to 0.0.0.0 all sanpling is disabled."
DEFVAL { "0.0.0.0" }
c:={ sFlowkntry 9 }

sFl owCol | ect or Port OBJECT- TYPE
SYNTAX I nt eger 32
MAX- ACCESS read-write
STATUS current
DESCRI PTI ON
"The destination port for sFlow datagrans."”
DEFVAL { 6343 }
::={ sFlowentry 10 }

sFl owDat agr anVer si on OBJECT- TYPE
SYNTAX I nt eger 32
MAX- ACCESS read-wite
STATUS current
DESCRI PTI ON
"The version of sFlow datagrans that should be sent.

When set to a value not support by the agent, the agent should
adj ust the value to the highest supported value |ess than the
requested value, or return an error if no such values exist."

DEFVAL { 4}
::={ sFlowentry 11 }

-- Compliance Statenents

sFl owM BConf or mance OBJECT | DENTI FI ER : :
sFl owM BGr oups OBJECT | DENTI FI ER ::
sFI owM BConpl i ances OBJECT | DENTI FI ER : :

{ sFilowmB 2 }

sFI owConpl i ance MODULE- COVPLI ANCE
STATUS current
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DESCRI PTI ON
"Conpliance statements for the sFl ow Agent."

MODULE -- this nodul e
MANDATORY- GROUPS { sFl owAgent Group }

OBJECT sFl owAgent Addr essType
SYNTAX | net AddressType { ipv4(1l) }
DESCRI PTI ON

"Agents need only support ipv4."

OBJECT sFl owCol | ect or Addr essType
SYNTAX | net AddressType { ipv4(1l) }
DESCRI PTI ON

"Agents need only support ipv4."

::={ sFlowM BConpliances 1 }

sFl owAgent Group OBJECT- GROUP
OBJECTS { sFl owVersi on, sFl owAgent AddressType, sFl owAgent Addr ess,

sFl owbDat aSour ce, sFl owOmner, sFl owTi meout,
sFl owPacket Sanpl i ngRat e, sFlI owCount er Sanpl i ngl nt erval ,
sFI owvaxi numHeader Si ze, sFl owvaxi nunDat agr anfSi ze,
sFl owCol | ect or Addr essType, sFl owCol | ect or Addr ess,
sFl owCol | ect or Port, sFl owDat agr amVer si on }

STATUS current

DESCRI PTI ON

"A collection of objects for managi ng the generati on and
transportation of sFlow data records.”
::={ sFlowM BG oups 1}

END

The sFlow M B references definitions froma nunber of existing RFCs
[18], [19], [20] and [21].

4. sFl ow Dat agram For mat

The sFl ow datagram fornmat specifies a standard format for the sFl ow
Agent to send sanpled data to a renote data collector.

The format of the sFlow datagramis specified using the XDR standard
[1]. XDR is nore conpact than ASN. 1 and sinpler for the sFl ow Agent
to encode and the sFl ow Anal yzer to decode.

Sanpl es are sent as UDP packets to the host and port specified in the
SFLOWMB. The lack of reliability in the UDP transport mechani sm
does not significantly affect the accuracy of the measurenents

obt ai ned from an sFl ow Agent.
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/*

/*

*/

/*

o |If counter sanples are |ost then new values will be sent during
the next polling interval. The chance of an undetected counter
wap is negligible. The sFlow datagram specifies 64 bit octet
counters, and with typical counter polling intervals between 20 to
120 seconds, the chance of a | ong enough sequence of sFl ow
dat agrans being lost to hide a counter wap is very snmall

0 The net effect of lost flow sanples is a slight reduction in the
ef fective sanpling rate.

The use of UDP reduces the anmount of nenory required to buffer data.
UDP al so provides a robust nmeans of delivering tinmely traffic

i nformati on during periods of intense traffic (such as a denial of
service attack). UDP is nore robust than a reliable transport
nmechani sm because under overload the only effect on overall system
performance is a slight increase in transnission delay and a greater
nunber of |ost packets, neither of which has a significant effect on
an sFl ow based nonitoring system |If a reliable transport nmechani sm
were used then an overload woul d i ntroduce | ong transni ssion del ays
and require |large anounts of buffer nmenory on the agent.

Whil e the sFl ow Datagram structure permnmits multiple sanples to be

i ncluded in each datagram the sanpling agent nust not wait for a
buffer to fill with sanples before sending the sanpl e datagram

sFl ow sanpling is intended to provide tinely information on traffic.
The agent may at nost delay a sanple by 1 second before it is
required to send the datagram

The agent should try to piggyback counter sanples on the datagram
streamresulting fromflow sanpling. Before sending out a datagram
the renaining space in the buffer can be filled with counter sanples.
The agent has discretion in the tinmng of its counter polling, the
specified counter sanpling intervals sFl owCounterSanplinglnterval is
a maxi mum so the agent is free to sanple counters early if it has
space in a datagram If counters nust be sent in order to satisfy
the maxi mum sanpling interval then a datagram nust be sent contai ning
t he out standi ng counters.

The following is the XDR description of an sFl ow Dat agram
sFl ow Dat agram Version 4 */
Revi sion Hi story

- version 4 adds support BGP comunities
- version 3 adds support for extended_url information

sFl ow Sanpl e types */
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/* Address Types */

typedef opaque ip_v4[4];
typedef opaque ip_v6[16];

enum address_type {

| P_V4 =1,
| P_V6 =2
}
uni on address (address_type type) {
case | P_V4:
i p_v4,;
case | P_V6
i p_v6;
}

/* Packet header data */
const MAX HEADER Sl ZE = 256; /* The maxi mum sanpl ed header size. */

/* The header protocol describes the format of the sanpl ed header */
enum header _protocol {
ETHERNET- | SC8023
| SC88024- TOKENBUS

| SCB88025- TOKENRI NG
FDDI

FRAME- RELAY
X25

PPP

SMDS

AALS
AAL5- | P

| Pv4

| Pv6

MPLS

Co~Nouh,rwhNE

10, /* e.g., Cisco AAL5 mux */
11,
12,
13

}
struct sanpl ed_header {
header _protocol protocol; /* Format of sanpled header */
unsi gned int frame_| ength; /* Original length of packet before
sanpling */
opaque header <MAX HEADER Sl ZE>; /* Header bytes */
/* Packet |IP version 4 data */

struct sanpled_ipvd {
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unsi gned int |ength; /* The length of the I P packet excl uding
| ower |ayer encapsul ations */
unsi gned int protocol; /* I P Protocol type
(for example, TCP = 6, UDP = 17) */
ip_v4 src_ip; /* Source | P Address */
i p_v4 dst_ip; /* Destination | P Address */
unsi gned int src_port; /* TCP/ UDP source port nunber or

equi val ent */

unsi gned int dst_port; /* TCP/ UDP destination port nunber or
equi val ent */

unsigned int tcp_flags; /* TCP flags */

unsi gned int tos; /* 1P type of service */

}

/* Packet |P version 6 data */

struct sanpled_ipv6 {

unsi gned int |ength; /* The length of the I P packet excl uding
| ower | ayer encapsul ations */

unsi gned int protocol; /* 1P next header
(for example, TCP = 6, UDP = 17) */

i p_v6 src_ip; /* Source | P Address */

i p_v6 dst_ip; /* Destination | P Address */

unsigned int src_port; /* TCP/ UDP source port nunber or
equi val ent */

unsi gned int dst_port; /* TCP/ UDP destination port nunber or

equi val ent */
unsigned int tcp_flags; /* TCP flags */
unsigned int priority; [* IP priority */

/* Packet data */

enum packet _i nformati on_type {
HEADER = 1, /* Packet headers are sanpled */
| PV4 = 2, /* | P version 4 data */
| PV6 =3 /* I P version 6 data */

}

uni on packet _data_type (packet_information_type type) {
case HEADER
sanpl ed_header header;

case | PV4.
sanpl ed_i pv4 ipv4;
case | PV6

sanpl ed_i pv6 i pv6
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/* Extended data types */
/* Extended switch data */

struct extended_switch {

unsi gned int src_vlan; /* The 802.1Q VLAN id of incoming frane */
unsigned int src_priority; /* The 802.1p priority of inconing

frame */
unsi gned int dst_vlan; /* The 802.1Q VLAN id of outgoing frane */
unsigned int dst_priority; /* The 802.1p priority of outgoing

frame */

}

/* Extended router data */

struct extended_router {

addr ess next hop; /* 1P address of next hop router */
unsi gned int src_nask; /* Source address prefix mask bits */
unsi gned int dst_nask; /* Destination address prefix nmask bits */

}

/* Extended gateway data */

enum as_pat h_segnent _type {

AS SET = 1, /* Unordered set of ASs */
AS_SEQUENCE = 2 /* Ordered set of ASs */
}
union as_path_type (as_path_segnent _type) {
case AS_SET:
unsi gned int as_set <>;
case AS_SEQUENCE
unsi gned i nt as_sequence<>;
}
struct extended _gateway {
unsi gned int as; /* Autononous system nunber of router */
unsi gned int src_as; /* Aut ononpus system nunber of source */
unsi gned int src_peer_as; /* Aut ononopus system nunber of source
peer */
as_path_type dst_as_path<>; /* Autononous systempath to the
destination */
unsi gned int communities<> /[/* Communities associated with this
route */
unsi gned int | ocal pref; /* Local Pref associated with this
route */
}
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/* Extended user data */
struct extended_user {
string src_user<>; /*
string dst_user<>; /*

}
/*

Ext ended URL data */

enumurl _direction {

}

struct extended_url

}
/*

src =1, /*

dst =2 /*

{

url _direction direction;
string url <>;

/*
/*

Ext ended data */

enum ext ended_i nformati on_type {

un

}

SW TCH =1, [ * Ext ended
ROUTER = 2, /* Ext ended
GATEVAY = 3, /* Ext ended
USER = 4, /* Ext ended
URL =5 /* Ext ended

on extended_data_type (extended
case SW TCH:

ext ended_switch switch;
case ROUTER

ext ended_router router;
case GATEWAY:

ext ended_gat eway gat eway;
case USER

ext ended_user user;
case URL:

extended_url url;

ration’s sFl ow

User I D associated with packet
source */

User I D associated with packet
destination */

URL is associated with source
address */

URL is associated with destination
addr ess */

URL associated with packet source */
URL associated with the packet flow */

switch information */

router information */

gateway router information */
TACACS/ RADI US user information */
URL i nformation */

_information_type type) {

/* Format of a single flow sanmple */

Phaal ,
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struct flow sanple {

unsi gned i nt sequence_nunber; /* Increnmented with each flow sanple
generated by this source_id */
unsi gned int source_id; /* sFl owDat aSour ce encoded as foll ows:

The nost significant byte of the
source_id is used to indicate the
type of sFl owbat aSource

(0 = iflndex,

1 = snonVI anDat aSour ce

2 = ent Physical Entry) and the

| ower three bytes contain the

rel evant index val ue.*/

unsi gned int sanpling rate; /* sFl owPacket Sanpl i ngRate */

unsi gned i nt sanpl e_pool; /* Total nunber of packets that could
have been sanpled (i.e., packets
ski pped by sanpling process + tota
nunber of sanples) */

unsi gned i nt drops; /* Nunber tinmes a packet was dropped
due to lack of resources */

unsi gned int input; /* SNWP iflndex of input interface.
Oif interface is not known. */
unsi gned i nt out put; /* SNWP iflndex of output interface,

Oif interface i s not known.
Set nost significant bit to
i ndicate multiple destination
interfaces (i.e., in case of
broadcast or nulticast)
and set |ower order bits to
i ndi cate nunber of destination
i nterfaces.
Exanpl es:
0x00000002 indicates iflndex =
2
0x00000000 i flndex unknown.
0x80000007 indicates a packet
sent to 7
interfaces.
0x80000000 i ndicates a packet
sent to an unknown
nunber of interfaces
greater than 1. */

packet data_type packet _dat a; /* Information about sanpl ed

packet */
ext ended_dat a_type extended_data<>;, /* Extended fl ow information */
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/* Counter types */
/* Generic interface counters - see RFC 2233 */

struct if_counters {
unsi gned int iflndex;
unsi gned int ifType;
unsi gned hyper if Speed;
unsigned int ifDirection; /* derived fromMAU M B (RFC 2668)
0 = unknown, 1=full-dupl ex,
2=hal f-duplex, 3 =in, 4=out */
unsi gned int ifStatus; /* bit field with the following bits
assi gned
bit 0 = ifAdn nStatus
(0 = down, 1 = up)
bit 1 = ifQOperStatus
(0 = down, 1 = up) */
unsi gned hyper iflnCctets;

unsi gned int iflnUcastPkts;
unsigned int iflnMilticastPkts;
unsi gned int iflnBroadcast Pkt s;
unsi gned int iflnDiscards;
unsigned int iflnErrors;

i

unsi gned int iflnUnknownPr ot os;
unsi gned hyper i fQut Cct et s;

unsi gned int ifQutUcastPkts;
unsigned int ifQutMilticastPkts;
unsi gned int ifQutBroadcastPkts;
unsigned int ifQutDi scards
unsigned int ifQutErrors;

unsi gned int ifProni scuoushvbde;

}

/* Ethernet interface counters - see RFC 2358 */

struct ethernet _counters {
i f_counters generic;

unsi gned int dot3StatsAlignnentErrors

unsi gned int dot3Stat sFCSErrors;

unsi gned int dot3StatsSingleCollisionFranes;
unsi gned int dot3StatsMiltipleCollisionFranes;

i
i
i
i
unsi gned int dot3StatsSQETest Errors;
unsi gned int dot 3StatsDeferredTransni ssi ons;

i

i

i

i

i

unsi gned int dot3StatsLateCollisions;

unsi gned i nt dot 3Stat sExcessiveCol | i sions;

unsi gned int dot3Statslnternal MacTransmitErrors;
unsi gned int dot3StatsCarrierSenseErrors;

unsi gned i nt dot 3StatsFraneToolLongs;
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unsi gned i nt dot 3Stat sl nternal MacRecei veErrors;
unsi gned int dot3StatsSynbol Errors;

}

/* FDDI interface counters - see RFC 1512 */
struct fddi _counters {
i f_counters generic;

}
/* Token ring counters - see RFC 1748 */

struct tokenring counters {
i f_counters generic;

unsi gned int dot5StatsLineErrors;

unsi gned int dot5StatsBurstErrors;

unsi gned int dot5StatsACErrors;

unsi gned int dot5StatsAbort TransErrors;
unsi gned int dot5Statslnternal Errors;
unsi gned int dot5StatslLostFraneErrors;
unsi gned int dot5Stat sRecei veCongesti ons;
unsi gned int dot5St at sFranmeCopi edErrors;
unsi gned int dot5StatsTokenErrors;

unsi gned int dot5StatsSoftErrors;

unsi gned int dot5StatsHardErrors;

unsi gned i nt dot5StatsSi gnal Loss;

unsi gned int dot5StatsTransm t Beacons;
unsi gned int dot5Stat sRecoverys;

unsi gned int dot5StatsLobeWres;

unsi gned int dot5Stat sRenoves;

unsi gned int dot5StatsSingles;

unsi gned int dot5StatsFreqErrors;

}
/* 100 BaseVG interface counters - see RFC 2020 */

struct vg_counters {
i f_counters generic;
unsi gned int dot 12l nHi ghPriorityFranes;
unsi gned hyper dot 121 nHi ghPriorityCctets;
unsi gned int dot 12l nNornPriorityFranes;
unsi gned hyper dot 12l nNornPriorityQCctets;
unsi gned int dot 12l nl PMErrors;
unsi gned int dot 12l nOversi zeFraneErrors;
unsi gned int dot 12| nDat aErrors;
unsi gned int dot 12l nNul | Addr essedFr anes;
unsi gned int dot12Qut Hi ghPriorityFranes;
unsi gned hyper dot 12QutHi ghPriorityCctets;
unsi gned int dot12TransitionlntoTraini ngs;
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unsi gned hyper dot 12HCI nHi ghPriorityCctets;
unsi gned hyper dot12HCI nNornPriorityCctets;
unsi gned hyper dot 12HCCQut Hi ghPriorityQCctets;

}

/* WAN counters */

struct wan_counters {
i f_counters generic;

}
/* VLAN counters */

struct vlan_counters {
unsi gned int vlan_id,
unsi gned hyper octets;
unsi gned int ucastPkts;
unsi gned int mnulticastPkts;
unsi gned i nt broadcast Pkts;
unsi gned int discards;

}

/* Counter data */

enum counters_version {
GENERI C
ETHERNET
TOKENRI NG
FDDI
VG
WAN
VLAN

Hnnnnnon
~NoUAWNE

uni on counters_type (counters_version version) {
case GENERI C:

i f_counters generic;
case ETHERNET:

et hernet _counters ethernet;
case TOKENRI NG

t okenring_counters tokenring;
case FDDI :

fddi _counters fddi
case VG

vg_counters vg;
case WAN:

wan_count ers wan;
case VLAN:
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vl an_counters vl an;

}

/* Format of a single counter sanple */

struct counters_sanple {
unsi gned i nt sequence_nunber; /* Increnented with each counter
sanpl e generated by this
source_id */
unsi gned int source_id; /* sFl owDat aSour ce encoded as
fol | ows:
The nost significant byte of the
source_id is used to indicate the
type of sFl owbat aSource
(0 = iflndex,
1 snonVI anDat aSour ce
2 ent Physi cal Entry) and the
| oner three
bytes contain the rel evant
i ndex val ue. */

unsigned int sanpling_interval; /* sFl owCounterSanplinglnterval */
counters_type counters;

}

/* Format of a sanple datagram */

enum sanpl e_types {
FLOANSAMPLE = 1,
COUNTERSSAMPLE = 2

}

uni on sanmpl e_type (sanple_types sanpl etype) {
case FLONSAMPLE
fl ow sanpl e fl owsanpl e;
case COUNTERSSAMPLE:
count ers_sanpl e count erssanpl e;

}

struct sanpl e_datagramv4 {

addr ess agent _address /* 1P address of sampling agent,
sFl owAgent Address. */

unsi gned int sequence_nunber; [/* Incremented with each sanple
dat agram generated */

unsi gned int uptimne; /* Current tine (in milliseconds since
device last booted). Should be set
as close to datagramtransm ssion
tinme as possible.*/
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}

sanpl e_type sanpl es<>; /* An array of flow, counter and del ay
sanmpl es */

enum dat agram ver si on {

}

VERSI ON4 = 4

uni on sanpl e_dat agram type (datagram version version) {

}

case VERSI O\N4:
sanpl e_dat agram v4 dat agr am

struct sanpl e_dat agram {

sanpl e_dat agram type version

}
The sFl ow Dat agram specification nmakes use of definitions froma
nunber of existing RFCs [22], [23], [24], [25], [26], [27] and [28].
5. Security Considerations
Deploying a traffic nmonitoring systemraises a nunber of security
rel ated i ssues. sFlow does not provide specific security nechani sns,
relying instead on proper depl oynent and configuration to nmaintain an
adequate | evel of security.
Wil e the depl oynent of traffic nonitoring systens does create sone
risk, it also provides a powerful nmeans of detecting and tracing
unaut hori zed network activity.
This section is intended to provide information that will help
understand potential risks and configuration options for mitigating
t hose ri sks.
5.1 Contro

The sFlow M B is used to configure the generation of sFlow sanpl es
The security of SNMP, with access control lists, is usually

consi dered adequate in an enterprise setting. However, there are
situations when these security nmeasures are insufficient (for exanple
a WAN router) and SNWP configuration control will be disabled.

Wien SNMP is disabled, a command line interface is typically
provided. The follow ng argunents are required to configure sFl ow
sanmpling on an interface.
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- sFl owbDat aSour ce <sour ce>

- sFl owPacket Sanpl i ngRat e <rat e>

- sFl owCount er Sanpl i ngl nterval <interval >

- sFl owivaxi muntHeader Si ze <header size>

- sFl owvbaxi munDat agr anSi ze <dat agr am si ze>
- sFl owCol | ect or Addr ess <addr ess>

- sFl owCol | ect or Por t <port >

5.2 Transport

Traffic information is sent unencrypted across the network fromthe
sFl ow Agent to the sFlow Analyzer and is thus vulnerable to
eavesdropping. This risk can be Iinmted by creating a secure
nmeasur enent network and routing the sFl ow Datagrans over this
network. The choice of technology for creating the secure

nmeasur enent network is depl oyment specific, but could include the use

of VLANs or VPN tunnel s.

The sFlow Anal yzer is vulnerable to attacks involving spoofed sFl ow
Datagrams. To linmit this vulnerability the sFl ow Anal yzer shoul d
check sequence nunbers and verify source addresses. |If a secure
nmeasur enent network has been constructed then only sFl ow Dat agrans
recei ved fromthat network should be processed.

5.3 Confidentiality

Traffic information can reveal confidential information about

i ndi vi dual network users. The degree of visibility of application
| evel data can be controlled by limting the nunber of header bytes
captured by the sFlow agent. In addition, packet sanpling nakes it
virtually inpossible to capture sequences of packets from an

i ndi vi dual transaction

The traffic patterns discernible by decoding the sFl ow Datagranms in
the sFl ow Anal yzer can reveal details of an individual’ s network
related activities and due care should be taken to secure access to
the sFl ow Anal yzer.

6. References

[1] Sun M crosystens, Inc., "XDR External Data Representation
St andard", RFC 1014, June 1987.

[ 2] Harrington, D., Presuhn, R, and B. Wjnen, "An Architecture

for Describing SNVWP Managenent Framewor ks", RFC 2571, Apri
1999.

Phaal , et al. I nf or mat i onal [ Page 26]



RFC 3176

[3]

[ 4]

[5]

[ 6]

[7]

[ 8]

[9]

[10]

[11]

[12]

[13]

[14]

[15]

I nMon Corporation’s sFl ow Sept ember 2001

Rose, M and K. Md oghrie, "Structure and ldentification of
Managenment | nformation for TCP/I P-based |Internets", STD 16, RFC
1155, May 1990.

Rose, M and K. Md oghrie, "Concise MB Definitions", STD 16,
RFC 1212, March 1991.

Rose, M, "A Convention for Defining Traps for use with the
SNMP', RFC 1215, March 1991.

McCl oghrie, K., Perkins, D., Schoenwael der, J., Case, J., Rose,
M and S. Wal dbusser, "Structure of Managenent |nfornation
Version 2 (SMv2)", STD 58, RFC 2578, April 1999.

McC oghrie, K., Perkins, D., Schoenwael der, J., Case, J., Rose,
M and S. Wal dbusser, "Textual Conventions for SMv2", STD 58,
RFC 2579, April 1999.

McC oghrie, K., Perkins, D., Schoenwael der, J., Case, J., Rose,
M and S. Wal dbusser, "Conformance Statenents for SMv2", STD
58, RFC 2580, April 1999.

Case, J., Fedor, M, Schoffstall, M and J. Davin, "Sinple
Net wor k Managenent Protocol", STD 15, RFC 1157, May 1990.

Case, J., McCOoghrie, K, Rose, M and S. Wil dbusser,
"Introduction to Comunity-based SNWv2", RFC 1901, January
1996.

Case, J., McCoghrie, K, Rose, M and S. Wl dbusser,
"Transport Mappings for Version 2 of the Sinple Network
Management Protocol (SNWPv2)", RFC 1906, January 1996.

Case, J., Harrington D., Presuhn R and B. Wjnen, "Message
Processi ng and Di spatching for the Sinple Network Managenent
Protocol (SNWP)", RFC 2572, April 1999.

Bl unenthal, U and B. Wjnen, "User-based Security Mdel (USM
for version 3 of the Sinple Network Managenent Protocol
(SNWPv3)", RFC 2574, April 1999.

Case, J., McCoghrie, K, Rose, M and S. Wl dbusser, "Protocol
Operations for Version 2 of the Sinple Network Managenent
Protocol (SNWPv2)", RFC 1905, January 1996.

Levi, D., Meyer, P. and B. Stewart, "SNWMPv3 Applications", RFC
2573, April 1999.

Phaal , et al. I nf or mat i onal [ Page 27]



RFC 3176

[16]

[17]

[18]

[19]

[ 20]

[21]

[22]

[ 23]

[24]

[ 25]

[ 26]

[27]

[ 28]

I nMon Corporation’s sFl ow Sept ember 2001

Wijnen, B., Presuhn, R and K. ©Mdoghrie, "View based Access
Control Model (VACM for the Sinple Network Managenent Protocol
(SNWP) ", RFC 2575, April 1999.

Case, J., Mundy, R, Partain, D. and B. Stewart, "Introduction
to Version 3 of the Internet-standard Network Managenent
Framewor k", RFC 2570, April 1999.

Wal dbusser, S., "Renpote Network Monitoring Managenent
I nformati on Base", RFC 2819, My 2000.

Waterman, R, Lahaye, B., Romascanu, D. and S. Wal dbusser,
"Renote Network Monitoring MB Extensions for Sw tched Networks
Version 1.0", RFC 2613, June 1999.

Daniele, M, Haberman, B., Routhier, S. and J. Schoenwael der,
"Textual Conventions for Internet Network Addresses", RFC 2851,
June 2000.

Brownlee, N, "Traffic Fl ow Measurenent: Meter M B"', RFC 2720,
Cct ober 1999.

Smth, A, Flick, J., de Gaaf, K, Romanscanu, D., MMaster,
D., MCoghrie, K and S. Roberts, "Definition of Managed
bj ects for | EEE 802.3 Medium Attachnment Units (MAUs)", RFC
2668, August 1999.

McC oghrie, K and F. Kastenholz, "The Interfaces G oup MB
using SMv2", RFC 2233, Novenber 1997.

Flick, J. and J. Johnson, "Definition of Managed Objects for
the Ethernet-like Interface Types", RFC 2358, June 1998.

Case, J., "FDDI WManagenent |Information Base", RFC 1512,
Sept ember 1993.

McC oghrie, K. and E. Decker, "IEEE 802.5 MB using SMv2", RFC
1748, Decenber 1994.

Flick, J., "Definitions of Managed bjects for |EEE 802.12
Interfaces”, RFC 2020, Cctober 1996.

Wllis, S., Burruss, J. and J. Chu, "Definitions of Managed
oj ects for the Fourth Version of the Border Gateway Protocol
(BGP-4) using SMv2", RFC 1657, July 1994.

Phaal , et al. I nf or mat i onal [ Page 28]



RFC 3176 I nMon Corporation’s sFl ow Sept ember 2001

7. Authors’ Addresses

Pet er Phaal

I nMon Cor poration

1404 Irving Street

San Francisco, CA 94122

Phone: (415) 661-6343
EMai | : pet er_phaal @ NMON. COM

Soni a Panchen

I nMon Cor poration

1404 Irving Street

San Franci sco, CA 94122

Phone: (415) 661-6343
EMai | ; soni a_panchen@ NVON. COM

Neil MKee

I nMon Cor poration

1404 Irving Street

San Franci sco, CA 94122

Phone: (415) 661-6343
EMai | : nei |l _ntkee@ NMON. COM

Phaal , et al. I nf or mat i onal [ Page 29]



RFC 3176 I nMon Corporation’s sFl ow Sept ember 2001

8. Intellectual Property Statenent

The | ETF takes no position regarding the validity or scope of any
intellectual property or other rights that mght be clainmed to
pertain to the inplenentation or use of the technol ogy described in
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ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng Internet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into | anguages other than
Engl i sh.

The linited perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LIM TED TO ANY WARRANTY THAT THE USE OF THE | NFORMATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE.
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