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Copyright Notice
Copyright (C) The Internet Society (2001). Al Rights Reserved.
| ESG Not e

This meno docunents a way of tunneling PPP over Sonet over MAPOS
networks. This docunent is NOT the product of an | ETF working group
nor is it a standards track docunment. It has not necessarily
benefited fromthe w despread and in depth comunity review that
standards track docunents receive.

Abst r act

Thi s docunent specifies tunneling configuration over MAPOS (Miltiple
Access Protocol over SONET/ SDH) networks. Using this node, a MAPCS
network can provide transparent point-to-point Iink for PPP over
SONET/ SDH (Packet over SONET/ SDH, POS) wi thout any additional

over head.

1. Introduction

MAPCS [1][2] frane is designed to be simlar to PPP over SONET/ SDH
(Packet over SONET/SDH, POS)[3][4] frane (Figure 1).
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a) MAPCS frane header (version 1)

| Address | Control | Protocol |
| 8 bits | fixed, 0x03| 16 bits |

|  16bits | 16 bits |

| Address | Control | Protocol |
| fixed, OxFF| fixed, Ox03| 16 bits |

Figure 1. Header simlarity of MAPCS frame and PCS frane

This means that a MAPOS network can easily carry PCS franes with no
addi ti onal header overhead by rewiting only 1 or 2 octets. PPP
tunneling configuration over MAPCS networ ks ( MAPOS/ PPP tunneling
node) provides for efficient L2 nmultiplexing by which users can share
the cost of high speed | ong-haul |inks.

Thi s docunent specifies MAPOS/ PPP tunneling node. |In this node, a
MAPCOS networ k provides a point-to-point link for those who intend to
connect PGS equipnent. Such link is established within a MAPCS
switch, or between a pair of MAPOS swi tches that converts between PCS
header and MAPCS header for each L2 frane.

Chapter 2 describes the specification in two parts. First part is
user network interface (UNI) specification and the second part is
operation, admnistration, managenent and provi sioning ( CAM&P)
description. Qher issues such as congestion avoi dance, end-to-end
fairness control are out of scope of this docunent.

| mpl enent ation i ssues are discussed in Chapter 3. Security
consi derations are noted in Chapter 4.
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2. MAPQOS/ PPP tunnel i ng node
2.1 Overview

MAPOS/ PPP tunneling node is based on header rewiting. Figure 2.

shows an exanpl e of MAPQS/ PPP tunneling node. The MAPCS network uses

MAPCS 16 [2] in this exanple. Consider a tunneling path between
custoner prenise equipnent (CPE) A and CPE B which are industry
standard POCS equi prent. The ingress/egress MAPOS switches A/B
assi gns uni que MAPOS addresses (0x0203 and 0x0403) to the CPEs.
These MAPCS addresses are used in the MAPGCS network, for frane
forwardi ng between CPE A and CPE B. NSP [5] will not be running
bet ween the CPEs and the switches in this case.

MAPCS switch Arewites the first 2 octets of every frane from CPE A,

which are fixed as OxFF and 0x03, to the MAPCS address of its peer,
which is 0x0403. Franes are forwarded by the MAPOS network and
arrives at the egress MAPCS switch B which rewites the first 2
octets to their original values. |f MAPOS vl [1] is used in the
MAPCS network, only the first octet is rewitten.

+----- + POS/ 0x0203 +-------- + A +
| CPE Al <---------- >| MAPCS | MAPOS | MAPCS | <---
- + --->switch Aj------------------ [switch |<---
e +\__ Network _ / +-------- +
\ /
Foemo oo + +-|----- | -+ POS/ 0x0403 +----- +
--->| MAPCS | ----| MAPCS | <---------- >| CPE B
--->|switch | [switch B | <--- +----- +
[ + [ SR —-— +

Fi gure 2. MAPGCS/ PPP tunneling node

The tunneling path between the two CPEs is managed by the
i ngress/ egress MAPCS swi t ches.

2.2 User-Network Interface(UN)

2.2.1 Physical Layer
For transport medi a between border MAPOS switch and CPE, SONET/ SDH
signal is utilized. Signal speed, path signal |abel, Iight power

budget and all physical requirenents are the sane as those of PPP
over SONET/SDH [3].
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SONET/ SDH overheads are term nated at the ingress/egress swtches.
SONET/ SDH performance nonitors and alarns are used for the link
managenent between a CPE and the switch. Inter-switch links are
simlarly managed by SONET/ SDH nmonitors and al ar ns.

A CPE shoul d synchronize to the clock of the border MAPOS switch.
The correspondi ng port of the MAPCS switch uses its internal clock.
When the CPE is connected to the MAPCS switch through SONET/ SDH
transm ssion equi pnent, both should synchronize to the clock of the
SONET/ SDH t ransni ssi on equi pnent .

2.2.2 Link layer

Li nk layer fram ng between CPE and MAPCS switch also follows the
specification of PPP over SONET/SDH [3].

HDLC operation including byte stuffing, scranbling, FCS generation is
termnated at the ingress/egress switch. In a MAPCS switch, HDLC
frane [4] is picked up froma SONET/ SDH payl oad and the first octet
(HDLC address) for MAPOS v1 [1], or the first two octets (HDLC
address and control field) for MAPCS 16 [2] are rewitten. The
operation inside the border switch is as foll ows:

From CPE (I ngress Switch receiving):

SONET/ SDH f r ani ng
-> X"43+1 De-scranbling -> HDLC Byte de-stuffing
-> HDLC FCS detection (if error, silently discard)
-> L2 HDLC address/control rewiting
(OXxFF  -> MAPCS v1 destination address, or
OxFF03 -> MAPCS 16 destinati on address)
-> MAPOS- FCS generation
-> HDLC Byte stuffing -> X*43+1 Scranbling -> SONET/ SDH frani ng

To CPE (Egress Switch transmtting):

SONET/ SDH f rani ng
-> X"43+1 De-scranbling -> HDLC Byte de-stuffing
-> MAPCS- FCS detection (if error, silently discard)
-> L2 HDLC address/control rewiting
(MAPCS v1 address -> OxFF, or
MAPCS 16 address -> OxFF03)
-> HDLC FCS generation
-> HDLC Byte stuffing -> X*43+1 Scranbling -> SONET/ SDH framni ng
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For STS-3c-SPE/VC-4, non-scranbled franme can be used for
compatibility with RFC 1619. However, the use of 32bit-CRC and
XN43+1 scranbling is reconmended in RFC2615 [3] and for MAPCS
net wor ks.

Maxi mum transm ssion unit (MIU) of the |ink nust not be negotiated
| arger than MAPCS- MTU which is 65280 octets.

Figure 3 shows a CPE-side L2 frane and the converted frane in the

i ngress/ egress MAPCS switches. Note that the MAPGCS/ PPP tunneling
node i s not a piggy-back encapsulation, but it is a transparent |ink
with no additional header overhead.

<--- Transmi ssion
Fommemeaa Fommemeaa Fommemeaa Fommemeaa +
| Fl ag | Address | Control | Protocol |
| 011112110 | 11211111 | 00000011 | 16 bits |
Fomm e - Fomm e - Fomm e - Fomm e - +
. Fommemana I I .
| I'nformation | Padding | HOLC FCS | Fl ag | Inter-frame Fill
| * | * | 16/ 32 bits| 01111110 | or next Address
Fom e e e e e o oo f S S S B

(a) HDLC frane fronmlto CPE

<--- Transmi ssion
Fommemeaa Fommemeaa Fommemeaa Fommemeaa +
Fl ag | MAPGCS Destination | Protocol |
| 01111110 | Oxxxxxx0 | xxxxxxx1 | 16 bits |
Fomm e - Fomm e - Fomm e - Fomm e - +
. Fommemana I I .
| I'nformation | Padding | MAPCS FCS | Fl ag | Inter-frame Fill
| * | * | 16/ 32 bits| 01111110 | or next Address
Fom e e e e e o oo f S S S B

(b) Converted MAPCS 16 frane, forwarded in MAPOS networks
Figure 3. HDLC frame fromto CPE and its conversion
2.3 Operation, Adm nistration, Managenent and Provisioni ng ( QAVEP)
2.3.1 MAPCS/ PPP node transition

When a port of MAPCS switch is configured to PPP tunneling node, at
| east the following operations are perforned in the switch.

a) Disable NSP [5] and SSP [6] (for the port, sane bel ow)
b) Disabl e MAPCS broadcast and nulticast forwarding
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c) Reset the Path Signal Label (C2) to 0x16 if X*43+1 scranbling
is used. The value OxCF is used for non-scranbl ed OC3c signal.
d) Enabl e header rewiting function to specified destination
addr ess

When the port is configured back to MAPOS node, reverse order of the
operations above are perforned. That neans;

a) Disable header rewiting function (for the port, sane bel ow)
b) Reset the Path Signal Label (C2) to MAPCS default (0x8d)

c) Enabl e MAPCS broadcast and nulticast forwarding

d) Enabl e NSP and SSP

SONET/ SDH al arns (B1/ B2/ B3 error exceeding, SLOF, SLCOS, etc.) should
not affect this transition. Figure 4 shows node transition described

above.
[ MAPCS npde] <-------------mmmm oo +
|
(Di sabl e NSP) (Enabl e NSP)
(Di sabl e SSP) (Enabl e SSP)
(Di sabl e Broadcast/ (Enabl e Broadcast/

Mul ticast forwarding) Mul ti cast forwarding)
(C2-byte setting to 0x16 or Oxcf) (C2-byte setting to 0x8d)
(Enabl e Header Rewriting function) (Di sabl e Header Rewriting

| | function)
v |
[PPP nmode] ----------------mmmmmme oo - +

Fi gure 4. MAPCS/ PPP tunneling node state transition diagram
2.3.2 Path Establishnent
A MAPOS/ PPP tunneling path is established by follow ng steps.

a) Choose MAPCS address pair on both ingress/egress sw tches and
configure their ports to PPP tunneling node (see 2.3.1).

b) When the routes for both directions becone stable, the
tunneling path is established. The link between the CPEs may
be set up at that nonent; PPP LCP controls are transparently
exchanged by the CPEs.

To add a new path, operators should pick unused MAPOS address-pair.
They may be determ ned sinply by choosing switches and ports for each
CPE, because there is one-to-one correspondence between MAPCS
addresses and switch ports.
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Then, those ports should be configured to MAPOS/ PPP tunneling node on
both of the switches. Frame reachability is provided by SSP [6] in
the MAPCS network. When the frame forwarding for each direction are
stable, the path is established and frame forwarding is started.

Until then, the Iink between border sw tches and CPE shoul d be down.

A MAPOS/ PPP tunneling path should be nanaged by the pair of MAPCS
addresses. It should be carefully handled to avoid nisconfiguration
such as path duplication. For conveni ent managenent, path database
can be used to keep information about pairs of MAPOS addresses. Note
that the path database is not used for frane forwarding. It is for
QAMEP use only.

2.3.3 Failure detection and indication

When any link or node failure is detected, it should be indicated to
each peer of the path. This is done by PPP [7] keep-alive (LCP Echo
request/reply) for end-to-end detection.

Consideration is required to handl e SONET/ SDH al arnms. Wen a |ink
between CPE and the MAPCS switch fails, it is detected by both the
MAPCS switch and the CPE seei ng SONET/ SDH al arnms. However, far-side
link remains up and no SONET/ SDH error is found; SONET/SDH al arns
are not transferred to the far end because each optical path is
termnated in MAPCS network. In this case, the far end will see
"link up, line protocol down’ status due to keep-alive expiration.

For exanple, Figure 5 shows a tunneling path. Wen link 1 goes down,
MAPOS sw A and CPE A detects SONET/ SDH al arns but MAPCS sw B and CPE
A do not see this failure. Wen PPP keep-alive expires, CPE A
detects the failure and stops the packet transnission. The same
mechani smis used for failure within the MAPCS cloud (link 2). Wen
a MAPCS switch is down, SSP handles it as a topol ogy change.

1 2 3
CPE A <-x-> MAPCS sw A ---(MAPCS cloud)--- MAPOS sw B <---> CPE A

Figure 5. Link failure
2.3.4 Path renoval
A MAPOS/ PPP tunneling path is renoved by foll ow ng steps.

a) Choose the path to renove, configure MAPCS switches on both
ends of the path to disable the ports connected to the CPEs.

b) Pat h dat abase may be updated that the path is renoved.
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c) Wien CPE is detached, port nay be reset to MAPCS default
configurations.

Frames arriving after the destination port was disabled should be
silently discarded and should not be forwarded to the port.

2.3.5 Provisioning and Desi gn Consi deration

3.

Because MAPCS does not have any QoS control at its protocol |evel,
and POS does not have flowcontrol feature, it is difficult to

guar ant ee end-end throughput. Sufficient bandwidth for inter-switch
link should be prepared to support all paths on the I|ink.

Switches are recommended to ensure per-port fairness using any
appropriate queuing algorithm This is especially inportant for
over-subscri bed configuration, for exanple to have nore than 16 OCl2c
pat hs on one OCl192c inter-switch |ink.

Al t hough MAPCS v1 can be applied to the MAPGS/ PPP tunneling node,
MAPCS 16 is reconmended for ease of address nanagenent.

Automatic switch address negotiati on nechanismis not suitable for
t he MAPOS/ PPP tunnel i ng node, because the path managenent nechani sm
becones nuch nore conpl ex.

| mpl ement ati on

3.1 Service exanple

Fi gure 6 shows an exanpl e of MAPCS network with four swtches.
Inter-switch links are provided at OCl92c and OC48c rate, custoner
links are either OC3c or OCl2c rate. Sone links are optically
protected. Path database is used for path managenent.

Usi ng MAPOS-netmask with 8 bits, this topology can be extended up to
64 MAPOS swi tches, each equipped with up to 127 CPE ports. Switch
addresses are fixed to pre-assigned val ues.

The cost of optical protection (< 50nms) can be shared anong pat hs.
Unprotected link can al so be coupled for nore redundancy in case of
link failure. SSP provides restoration path within few seconds.

Shim zu, et al. I nf or mat i onal [ Page 8]



RFC 3186 MAPOS/ PPP Tunnel i ng node Decenber 2001

0x2003+--------- + L + 0x2203
A---- > MAPCS | OC192c( pr ot ect ed) | MAPCS | <------- A
0x2005] Switch 1] | Switch 2| 0x2205
B----- > O0xz2000/8 | 0x2200/ 8| <------- C
Fomm e - + / Fomm e - +
OC192c¢| /
| / OC48c(backup)
e + / e + 0x2603
| MAPCS |__ / | MAPCS | <------- B’
0x2405] Switch 3| | Switch 4]
C---- >| 0x2400/ 8| OC192c( pr ot ect ed) | 0x2600/ 8|
[ SR —-— + [ SR —-— +

A-A" : OC3c : CRC32, scranble : 0x2003-0x2203 : Up and runni ng
B-B : OCl2c : CRC32, scranble : 0x2005-0x2603 : B Down
C-C : 0OC3c : CRC16, no-scram: 0x2405-0x2205 : C Down

Figure 6. Exanple Topology and its Path Managenent

3.2 Evaluation of latency of reference inplenmentation

Figure 7 shows evaluation platfornms in terns of |atency neasurenent
of MAPOS/ PPP tunneling node.
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Case 1: Base | atency neasurenent

Measur enent

Equi pnent

R L + PCS Uni directional Flow, OCl2c 30% FCS 32bits,
| I XI'A 400| payl oad-scranbling on (sane for all cases)

| POS-LM | <--+

| OCl2c x2|---+ Loopback

(Using I xSoftware v3.1.148/ SP1d)

Case 2: Router |atency neasurenent

Measur ement Devi ce Under Test
Fomem e + PCS oo +
| IXIA 400, Unidirectional Flow | C sco GSR |
| POS-LM | <-----mmmmmmm e | 12008/ 1port |
| OCl2c X2|--------------------- >| OCl2clLC x2 |
Fome e + oo - +

(Using | OS 12.0(15) S1)

Case 3: MAPOS/ PPP tunneling switch | atency neasurenent

Measur enment Devi ce Under Test
Fome e + POCS oo +
| I XIA 400] Unidirectional Flow | CSR MAPCS |
| POS-LM | <-----mmmmmmmme oo | CORESw t ch80|
| OCl2c X2|--------------------- >| OCl2c x2 |
Fomm e e o + B S +

Figure 7. Latency neasurenent of reference platformfor MAPCS/ PPP
tunnel i ng node

There is a PPP connection between port 1 and 2 of the measurenent
equi prent. Traffic cones from nmeasurenent equi pnent (1 Xl A 400) and
forwarded by a device under test back to the equi pnent. Tinestanping
and | atency calculation are perfornmed by | XI A 400 autonatically.
Traffic Load is set to 30% of OCl2c for offloading router.

Results are shown in Table 1. Measurenents were taken according to
the RFC2544 requirenents [8]. W neasured 25 trials of 150 seconds
duration for each frane size. Results are averaged and rounded to
the 20 ns resolution of IXIA  95%confidence interval (C1.) value
are al so rounded.

Shim zu, et al. I nf or mat i onal [ Page 10]



RFC 3186 MAPOS/ PPP Tunnel i ng node Decenber 2001

Case 1. Baseline 4060 5640 6940 9840 16420 20700 23340
95% C. 1. (+/-) 20 80 60 180 80 100 120
Case 2: Router 26560 28760 33860 44600 68280 80500 91160
95% C.1.(+/ -) 200 100 160 220 100 100 200
Case 3. Switch 11100 13480 16620 22920 36380 43900 49920
95% C. 1. (+/-) 120 120 120 200 100 160 120

Table 1. Results of Latency (ns) - Frame size (bytes)

This results shows that MAPCS/ PPP tunneling node does not cause any
performance degradation in terns of latency view A PCS L2 switch
was reasonably faster than a L3 router.

4. Security Considerations

There is no way to control or attack a MAPCS network from CPE side
under PPP tunneling node. It is quite difficult to inject other
stream because it is conpletely transparent fromthe viewpoint of the
CPE. However, operators nust carefully avoid msconfiguration such
as path duplication. Per-path isolation is extrenely inportant;
switches are reconmended to inplenent this feature (like VLAN

mechani snj .

In addition, potential vulnerability still exists in a nixed

envi ronnment where PPP tunneling node and MAPCS native node coexists
in the same network. Use of such environnent is not reconmended,
until an isolation feature is inplemented in all MAPCS switches in
the network. Note that there is no source address field in the MAPGCS
fram ng, which nmay nake path isolation difficult in a m xed MAPOS/ PPP
envi ronnent .
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Thi s docunent and translations of it nmay be copied and furnished to
others, and derivative works that comment on or otherwi se explain it
or assist in its inplenentation may be prepared, copied, published
and distributed, in whole or in part, w thout restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng Internet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into | anguages other than
Engl i sh.

The linited perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
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HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE.
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