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Abst r act

This docunent is intended as part of an | ETF di scussi on about

"m ddl eboxes" - defined as any intermediary box perform ng functions
apart fromnornmal, standard functions of an |IP router on the data
pat h between a source host and destination host. This docunent

est abli shes a catal ogue or taxonony of niddl eboxes, cites previous
and current | ETF work concerni ng niddl eboxes, and attenpts to
identify some prelimnary conclusions. |t does not, however, claim
to be definitive

Carpenter & Brim I nf or mat i onal [ Page 1]



RFC 3234 M ddl eboxes: Taxonony and | ssues February 2002

Tabl e of Contents

1. Introduction and Goals........ ... . . .. . 3
1.1, Termnol Ogy. . . oo 3
1.2. The Hourgl ass Mddel, Past and Future......................... 3
1.4. Goals of this Document. ...... ... ... 4
2. A catalogue of middleboxes........... ... .. . .. .. 5
2. L NAT. e 6
2. 2 NAT- P, o 7
2.3 SOCKS gat BWaY. . . .t ottt e 7
2.4 1P Tunnel ENndpoints....... ... ... .. e 8
2.5. Packet classifiers, markers and schedulers................... 8
2.6 Transport relay. ... ..o e e 9
2.7. TCP performance enhancing proxies............c.. i 10
2.8. Load bal ancers that divert/munge packets..................... 10
2.9, 1P Firewal I s. .. . 11
2.10. Application Firewal Is. ... ... ... . . . . . . 11
2.11. Application-level gateways............. .. 12
2.12. CGatekeepers/ session control boxes.......................... 12
2. 03, TranSCOOEr S. . . ittt 12
2. 1. ProOXi BS. ittt 13
2.15. Caches. . .. 14
2.16. Modified DNS Servers. . ... ... e 14
2.17. Content and applications distribution boxes................. 15
2.18. Load balancers that divert/nunge URLS....................... 16
2.19. Application-level interceptors.......... .. . ... 16
2.20. Application-level multicast......... ... ... ... 16
2.21. Involuntary packet redirection.......... ... . .. . .. . .. 16
2,22, ANONYITE SOI S, o o ittt et e e 17
2.23. Not included. ..... ... . 17
2.24. Summary of facets......... ... .. . e 17
3. Ongoing work in the IETF and elsewhere......................... 18
4. Comments and | SSUES. . ... .. 19
4.1. The end to end principle under challenge..................... 19
4.2, Failure handling. ...... ... .. 20
4.3, Failures at nmultiple layers........ ... . . . .. 21
4.4, Miultihop application protocols......... ... ... .. ... 21
4.5, Common features. . ... e 22
5. Security Considerati ONS. . ....... ... 22
6. ACknOowW edgemBnt S. .. ... 23
7. ReferenCes. . ... 23
AUt hor S’ AdAr 8SSES. . . o vt e 26
ACKNOW edgemBNt . . .. .. 26
Full Copyright Statement.......... ... ., 27

Carpenter & Brim I nf or mat i onal [ Page 2]



RFC 3234 M ddl eboxes: Taxonony and | ssues February 2002

1. Introduction and Goal s
1.1. Term nol ogy

The phrase "m ddl ebox” was coi ned by Lixia Zhang as a graphic
description of a recent phenonenon in the Internet. A middlebox is
defined as any internediary device perforning functions other than
the normal, standard functions of an I P router on the datagram path
bet ween a source host and destination host.

In sone discussions, especially those concentrating on HITP traffic,
the word "internediary" is used. For the present docunent, we prefer
the nore graphic phrase. O course, a mddl ebox can be virtual

i.e., an enbedded function of some other box. It should not be
interpreted as necessarily referring to a separate physical box. It
may be a device that terninates one | P packet flow and origi nates
anot her, or a device that transforns or diverts an |IP packet flowin
sonme way, or a conbination. |In any case it is never the ultimte
end- system of an applications session

Normal , standard IP routing functions (i.e., the route discovery and
sel ection functions described in [ RFC 1812], and their equival ent for
| Pv6) are not considered to be m ddl ebox functions; a standard IP
router is essentially transparent to | P packets. Oher functions
taking place within the IP | ayer may be considered to be ni ddl ebox
functions, but functions below the IP |ayer are excluded fromthe
definition.

There is sone discrepancy in the way the word "routing” is used in
the conmmunity. Sone people use it in the narrow, traditional sense
of path sel ection based on IP address, i.e., the decision-making
action of an IP router. Qhers use it in the sense of higher |ayer
deci si on- naki ng (based perhaps on a URL or other applications |ayer
string). In either case it inplies a choice of outbound direction
not the mere forwarding of a packet in the only direction avail able.
In this docunent, the traditional sense is always qualified as "IP
routing."”

1.2. The Hourgl ass Mdel, Past and Future

The cl assical description of the Internet architecture is based
around t he hourgl ass nodel [ HOURG and the end-to-end principle
[Clark88, Saltzer]. The hourglass nodel depicts the protoco
architecture as a narrow necked hourglass, with all upper |ayers
riding over a single |IP protocol, which itself rides over a variety
of hardware | ayers
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The end-to-end principle asserts that sone functions (such as
security and reliability) can only be inplenented conpletely and
correctly end-to-end, with the help of the end points. The end-to-
end principle notes that providing an inconplete version of such
functions in the network itself can sometines be useful as a
perfornmance enhancenent, but not as a substitute for the end-to-end
i mpl enentation of the function. The references above, and [ RFC
1958], go into nore detail.

In this architecture, the only boxes in the neck of the hourglass are
IP routers, and their only function is to determ ne routes and
forward packets (while also updating fields necessary for the
forwardi ng process). This is why they are not classed as

ni ddl eboxes.

Today, we observe deviations fromthis nodel, caused by the insertion
in the network of nunerous mi ddl eboxes perform ng functions other
than I P forwarding. Viewed in one way, these boxes are a challenge
to the transparency of the network layer [RFC 2775]. Viewed anot her
way, they are a challenge to the hourglass nodel: although the IP

| ayer does not go away, mniddl eboxes dilute its significance as the
singl e necessary feature of all comunications sessions. Instead of
concentrating diversity and function at the end systens, they spread
di versity and function throughout the network.

This is a matter of concern for several reasons:

* New mi ddl eboxes chall enge old protocols. Protocols designed
wi t hout consideration of mi ddl eboxes may fail, predictably or
unpredictably, in the presence of ni ddl eboxes.

* M ddl eboxes introduce new failure nodes; rerouting of |P packets
around crashed routers is no longer the only case to consider
The fate of sessions involving crashed mi ddl eboxes nust al so be
consi der ed.

* Configuration is no longer linmted to the two ends of a session
m ddl eboxes may al so require configuration and nanagenent.

* Diagnosis of failures and m sconfigurations is nore conpl ex.

1.4. Coals of this Docunent
The principle goal of this docunent is to describe and anal yse the
current inpact of mniddl eboxes on the architecture of the Internet and

its applications. Fromthis, we attenpt to identify some genera
concl usi ons.
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Goals that might follow on fromthis work are:
* to identify harnful and harm ess practices,

* to suggest architectural guidelines for application protocol and
m ddl ebox desi gn,

* to identify requirenents and dependencies for conmon functions in
t he m ddl ebox environnent,

* to derive a systemdesign for standardi sation of these functions,

* to identify additional work that should be done in the | ETF and
| RTF.

An inmplied goal is to identify any necessary updates to the
Architectural Principles of the Internet [RFC 1958].

The docunent initially establishes a catal ogue of m ddl eboxes, and
cites previous or current | ETF work concerning niddl eboxes, before
proceedi ng to discussion and concl usi ons.

2. A catal ogue of m ddl eboxes

The core of this docunent is a catal ogue of a nunber of types of
nm ddl ebox. There is no obvious way of classifying themto forma
hi erarchy or other sinple formof taxonony. M ddl eboxes have a
nunber of facets that mght be used to classify themin a

mul ti di nensi onal taxonony.

DI SCLAI MER: These facets, nany of distinctions between different
types of middl ebox, and the decision to include or exclude a
particul ar type of device, are to some extent subjective. Not
everyone who comrented on drafts of this docunent agrees wth our
classifications and descriptions. W do not claimthat the foll ow ng
catal ogue is mathenatically conplete and consistent, and in sone
cases purely arbitrary choi ces have been nmade, or anbiguity remains
Thus, this docunment makes no claimto be definitive.

The facets consi dered are:

1. Protocol layer. Does the box act at the IP layer, the transport
| ayer, the upper layers, or a mxture?

2. Explicit versus inplicit. |Is the middlebox function an explicit
design feature of the protocol (s) in use, like an SMIP relay? O
is it an add-on not foreseen by the protocol design, probably
attenpting to be invisible, Iike a network address transl ator?
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3. Single hop versus multi-hop. Can there be only one box in the
path, or can there be several ?

4. In-line versus call-out. The m ddl ebox function rmay be executed
in-line on the datapath, or it may involve a call-out to an
anci |l lary box.

5. Functional versus optinising. Does the box performa function
wi t hout which the application session cannot run, or is the
function only an optim sation?

6. Routing versus processing. Does the box sinply choose which way
to send the packets of a session, or does it actually process them
in sone way (i.e., change themor create a side-effect)?

7. Soft state versus hard state. |If the box loses its state
i nformati on, does the session continue to run in a degraded node
whil e reconstructing necessary state (soft state), or does it
simply fail (hard state)?

8. Failover versus restart. |In the event that a hard state box
fails, is the session redirected to an alternative box that has a
copy of the state information, or is it forced to abort and
restart?

One possible classification is deliberately excluded: "good" versus
"evil". \Wile analysis shows that sonme types of niddl ebox cone with
a host of conplications and di sadvant ages, no useful purpose would be
served by sinply deprecating them They have been invented for

conpel ling reasons, and it is instructive to understand those
reasons.

The types of box listed below are in an arbitrary order, although

adj acent entries nmay have sone affinity. At the end of each entry is
an attenpt to characterise it in terms of the facets identified
above. These characterisations should not be interpreted as rigid;
in many cases they are a gross sinplification

Note: many types of middl ebox may need to perform | P packet
fragmentation and re-assenbly. This is nentioned only in certain
cases.

2.1 NAT
Net wor k Address Translator. A function, often built into a router
that dynamically assigns a globally unique address to a host that

doesn’t have one, w thout that host’s know edge. As a result, the
appropriate address field in all packets to and fromthat host is
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translated on the fly. Because NAT is inconpatible with application
protocols with I P address dependencies, a NAT is in practice al ways
acconpani ed by an ALG (Application Level Gateway - see below). It

al so touches the transport |layer to the extent of fixing up
checksuns.

NATs have been extensively analysed in the | ETF [ RFC 2663, RFC 2993,
RFC 3022, RFC 3027, etc.]

The experinmental RSIP proposal conplenents NAT with a dynam c tunne
mechani sminserting a stateful RSIP server in place of the NAT
[RSIP].

{1 1P layer, 2 inplicit, 3 multihop, 4 in-line, 5 functional, 6
processing, 7 hard, 8 restart}

2.2 NAT-PT

NAT with Protocol Translator. A function, normally built into a
router, that perfornms NAT between an | Pv6 host and an | Pv4 network,
additionally translating the entire | P header between |IPv6 and | Pv4
formats.

NAT-PT itself depends on the Stateless IP/ICVMP Translation Al gorithm
(SI1'T) nechanism[RFC 2765] for its protocol translation function

In practice, SIIT and NAT-PT will both need an associated ALG and
will need to touch transport checksuns. Due to the pernitted absence
of a UDP checksumin |IPv4, translation of fragnented unchecksunmed
UDP fromIPv4d to I Pv6 is hopeless. NAT-PT and SIIT al so have ot her
potential fragnmentation/ MU problens, particularly when dealing with
endpoi nts that don't do path MIU di scovery (or when transiting other
m ddl eboxes that break path MIU di scovery). |CWP translation also
has some intractable difficulties

NAT-PT is a Proposed Standard fromthe NGIRANS WG [ RFC 2766] . The
Dual Stack Transition Mechani sm adds a second rel ated ni ddl ebox, the
DSTM server [DSTM .

{1 1P layer, 2 inplicit, 3 multihop, 4 in-line, 5 functional, 6
processing, 7 hard, 8 restart}

2.3 SOCKS gat eway

SOCKSvS [RFC 1928] is a stateful nechanismfor authenticated firewall

traversal, in which the client host nust comrunicate first with the
SOCKS server in the firewall before it is able to traverse the
firemall. It is the SOCKS server, not the client, that deterni nes
the source | P address and port nunber used outside the firewall. The
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client’s stack nmust be "SOCKSi fied" to take account of this, and
address-sensitive applications may get confused, rather as with NAT
However, SOCKS gateways do not require ALGs.

SOCKS is nmaintained by the AFT (Authenticated Firewall Traversal) Ws

{1 multi-layer, 2 explicit, 3 multihop, 4 in-line, 5 functional, 6
routing, 7 hard, 8 restart}

2.4 |1 P Tunnel Endpoints

Tunnel endpoints, including virtual private network endpoints, use
basic | P services to set up tunnels with their peer tunnel endpoints
whi ch night be anywhere in the Internet. Tunnels create entirely new
"virtual" networks and network interfaces based on the Internet
infrastructure, and thereby open up a nunber of new services. Tunne
endpoi nts base their forwarding decisions at |east partly on their
own policies, and only partly if at all on information visible to
surroundi ng routers.

To the extent that they deliver packets intact to their destinations,
tunnel endpoints appear to follow the end-to-end principle in the
outer Internet. However, the destination may be conpletely different
fromwhat a router near the tunnel entrance might expect. Also, the
per-hop treatnment a tunnel ed packet receives, for exanple in ternms of
QS, may not be what it woul d have received had the packet travel ed
unt unnel ed [ RFC2983].

Tunnel s al so cause difficulties with MU size (they reduce it) and
with ICVWP replies (they may | ack necessary diagnostic information).

When a tunnel fails for some reason, this may cause the user session
to abort, or an alternative |IP route nay prove to be available, or in
sonme cases the tunnel may be re-established automatically.

{1 multi-layer, 2 inplicit, 3 multihop, 4 in-line, 5 functional, 6
processing, 7 hard, 8 restart or failover}

2.5. Packet classifiers, markers and schedul ers

Packet classifiers classify packets flow ng through them according to
policy and either select themfor special treatnment or mark them in

particular for differentiated services [ ark95, RFC 2475]. They nmay
alter the sequence of packet flow through subsequent hops, since they
control the behaviour of traffic conditioners.
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Schedul ers or traffic conditioners (in routers, hosts, or specialist
boxes inserted in the data path) may alter the tine sequence of
packet flow, the order in which packets are sent, and whi ch packets
are dropped. This can significantly inpact end-to-end perfornance.
It does not, however, fundamentally change the unreliable datagram
nodel of the Internet.

When a classifier or traffic conditioner fails, the user session nay
see any result between conplete |oss of connectivity (all packets are
dropped), through best-effort service (all packets are given default
QS), up to automatic restoration of the original service |evel

{1 multi-layer, 2 inplicit, 3 multihop, 4 in-line, 5 optimsing, 6
processing, 7 soft, 8 failover or restart}

2.6 Transport relay

Transport relays are basically the transport |ayer equivalent of an
ALG another (less comon) nane for themis a TLG As with ALGs,
they're used for a variety of purposes, sone well established and
neeti ng needs not otherwise net. Early exanples of transport rel ays
were those that ran on MT' s I TS and TOPS-20 PDP-10s on the ARPANET
and al |l owed Chaosnet-only hosts to nmake outgoi ng connections from
Chaosnet onto TCP/IP. Later there were sone uses of TCP-TP4 rel ays.
A transport relay between |Pv6-only and | Pv4-only hosts is one of the
tools of IPv6 transition [TRANS64]. TLGs are sonetines used in
conbination with sinple packet filtering firewalls to enforce
restrictions on which hosts can talk to the outside world or to

kl udge around strange IP routing configurations. TLGs are also
sonetines used to gateway between two instances of the sanme transport
protocol with significantly different connection characteristics; it
isinthis sense that a TLG nay al so be called a TCP or transport
spoofer. In this role, the TLG may shade into being an optimn sing
rather than a functional mddlebox, but it is distinguished from
Transport Proxies (next section) by the fact that it makes its
optinmisations only by creating back-to- back connections, and not by
nodi fication or re-timng of TCP nessages.

Term nati ng one TCP connection and starting another mid-path neans
that the TCP checksum does not cover the sender’s data end-to-end.
Data corruptions or nodifications nmay be introduced in the processing
when the data is transferred fromthe first to the second connection
Some TCP relays are split relays and have even nore possibility of

| ost data integrity, because the there nmay be nore than two TCP
connections, and multiple nodes and network paths involved. In all
cases, the sender has |ess than the expected assurance of data
integrity that is the TCP reliable byte stream service. Note that
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this problemis not unique to niddl eboxes, but can al so be caused by
checksum of fl oadi ng TCP i npl enentations within the sender, for
exanpl e.

In sone such cases, other session |ayer nmechani sms such as SSH or
HTTPS woul d detect any |loss of data integrity at the TCP | evel

| eading not to retransmission as with TCP, but to session failure.
However, there is no general session nmechanismto add application
data integrity so one can detect or mitigate possible [ack of TCP
data integrity.

{1 Transport layer, 2 inplicit, 3 multihop, 4 in-line, 5 functiona
(mainly), 6 routing, 7 hard, 8 restart}

2.7. TCP performance enhanci ng proxies

"TCP spoofer" is often used as a term for m ddl eboxes that nodify the
timng or action of the TCP protocol in flight for the purposes of
enhanci ng performance. Another, nore accurate nanme is TCP

per f ormance enhanci ng proxy (PEP). Many TCP PEPs are proprietary and
have been characterised in the open Internet primarily when they

i ntroduce interoperability errors with standard TCP. As with TLGs,
there are circunstances in which a TCP PEP is seen to neet needs not
otherwi se nmet. For exanple, a TCP PEP nmy provide re-spaci ng of ACKs
that have been bunched together by a |ink with bursty service, thus
avoi di ng undesireabl e data segnent bursts. The PILC (Performance

I mplications of Link Characteristics) working group has anal yzed
types of TCP PEPs and their applicability [PILCPEP]. TCP PEPs can

i ntroduce not only TCP errors, but al so unintended changes in TCP
adapti ve behavi or.

{1 Transport layer, 2 inplicit, 3 multihop, 4 in-line, 5 optim sing,
6 routing, 7 hard, 8 restart}

2.8. Load bal ancers that divert/mnge packets.

There is a variety of techniques that divert packets fromtheir

i ntended | P destination, or nake that destination anbi guous. The
notivation is typically to balance | oad across servers, or even to
split applications across servers by |IP routing based on the
destination port number. Except for rare instances of one-shot UDP
protocols, these techniques are inevitably stateful as all packets
fromthe sane application session need to be directed to the sane
physi cal server. (However, a sophisticated solution would al so be
able to handl e failover.)

To date these techniques are proprietary and can therefore only be
applied in closely managed environnents.
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{1 multi-layer, 2 inplicit, 3 single hop, 4 in-line, 5 optim sing, 6
routing, 7 hard, 8 restart}

2.9. IP Firewalls

The sinplest formof firewall is a router that screens and rejects
packets based purely on fields in the IP and Transport headers (e.g.
disallow inconming traffic to certain port nunbers, disallow any
traffic to certain subnets, etc.)

Al t hough firewall s have not been the subject of standardisation, some
anal ysi s has been done [RFC 2979].

Al'though a pure IP firewall does not alter the packets flow ng
through it, by rejecting sone of themit nay cause connectivity

probl ens that are very hard for a user to understand and di agnose.
"Stateless" firewalls typically allow all |IP fragnents through since
they do not contain enough upper-1layer header information to nake a
filtering decision. Mny "stateful" firewalls therefore reassenble

I P fragments (and re-fragnment if necessary) in order to avoid |eaking
fragments, particularly fragments that may exploit bugs in the
reassenbly inplementations of end receivers.

{1 1P layer, 2 inplicit, 3 nultihop, 4 in-line, 5 functional, 6
routing, 7 hard, 8 restart}

2.10. Application Firewalls

Application-level firewalls act as a protocol end point and relay
(e.g., an SMIP client/server or a Web proxy agent). They nay

(1) inmplement a "safe" subset of the protocol
(2) perform extensive protocol validity checks,

(3) use an inplenentation nethodol ogy designed to ninimze the
I'ikelihood of bugs,

(4) run in an insulated, "safe" environnent, or
(5) use sone conbination of these techniques in tandem
Al t hough firewalls have not been the subject of standardisation, sone

anal ysi s has been done [RFC 2979]. The issue of firewall traversa
usi ng HTTP has been di scussed [ HTTPSUB] .
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{1 Application layer, 2 inplicit, 3 multihop, 4 in-line, 5
functional, 6 processing, 7 hard, 8 restart}

2.11. Application-level gateways

These cone in nany shapes and forns. NATs require ALGs for certain
addr ess-dependent protocols such as FTP; these do not change the
semantics of the application protocol, but carry out nechanica
substitution of fields. At the other end of the scale, still using
FTP as an exanpl e, gateways have been constructed between FTP and
other file transfer protocols such as the OSI and DECnet (R
equivalents. In any case, such gateways need to naintain state for
the sessions they are handling, and if this state is lost, the
session will normally break irrevocably.

Some ALGs are also inplenmented in ways that create fragnmentation
probl ens, although in this case the problemis arguably the result of
a deliberate layer violation (e.g., nmucking with the application data
stream of an FTP control connection by twi ddling TCP segnents on the

fly).

{1 Application layer, 2 inplicit or explicit, 3 nultihop, 4 in-line,
5 functional, 6 processing, 7 hard, 8 restart}

2.12. Gatekeepers/ session control boxes

Particularly with the rise of | P Tel ephony, the need to create and
manage sessions other than TCP connections has arisen. In a

mul ti medi a environnment that has to deal with name | ookup

aut henti cation, authorization, accounting, firewall traversal, and
sonetines nedi a conversion, the establishment and control of a
session by a third-party box seens to be the inevitable solution
Exanpl es i nclude H. 323 gat ekeepers [H323], SIP servers [ RFC 2543] and
MEGACO control l ers [RFC 3015].

{1 Application layer, 2 explicit, 3 nmultihop, 4 in-line or call-out,
5 functional, 6 processing, 7 hard, 8 restart?}

2.13. Transcoders

Transcoders are boxes perform ng sone type of on-the-fly conversion
of application | evel data. Exanples include the transcoding of

exi sting web pages for display on hand-held wi rel ess devices, and
transcodi ng between various audio formats for interconnecting digita
nobi | e phones with voice-over-IP services. |In nany cases, such
transcodi ng cannot be done by the end-systenms, and at least in the
case of voice, it nmust be done in strict real tine with extrenely
rapid failure recovery.
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Not all nedia translators are nmandatory. They nmay sinply be an
optinmisation. For exanple, in the case of nulticast, if all the

| ow bandwi dth receivers sit in one "corner" of the network, it would
be inefficient for the sender to generate two streans or send both
streamall the way across the network if the "thin" one is only
needed far away fromthe sender. Generally, nedia translators are
only useful if the two end systens don’t have overl appi ng codecs or
if the overlapping set is not a good network match.

{1 Application layer, 2 explicit or inplicit, 3 single hop, 4 in-
line, 5 functional, 6 processing, 7 hard?, 8 restart or failover}

2.14. Proxies
HTTP1.1 [ RFC 2616] defines a Wb proxy as foll ows:

"An internediary program which acts as both a server and a client
for the purpose of naking requests on behalf of other clients.
Requests are serviced internally or by passing themon, wth
possible translation, to other servers. A proxy MJST inpl enent
both the client and server requirements of this specification. A
"transparent proxy" is a proxy that does not nodify the request or
response beyond what is required for proxy authentication and
identification. A "non-transparent proxy" is a proxy that
nodi fi es the request or response in order to provide sone added
service to the user agent, such as group annotation services,
medi a type transformati on, protocol reduction, or anonynity
filtering."

A Wb proxy may be associated with a firewall, when the firewall does
not all ow outgoing HTTP packets. However, HTTP makes the use of a
proxy "voluntary": the client nust be configured to use the proxy.

Note that HTTP proxies do in fact term nate an | P packet flow and
recreate another one, but they fall under the definition of

"m ddl ebox" given in Section 1.1 because the actual applications
sessions traverse them

SI P proxies [RFC 2543] also raise some interesting issues, since they
can "bend" the nmedia pipe to also serve as nedia translators. (A
proxy can nodify the session description so that nedia no |onger
travel end-to-end but to a designated internedi ate box.)

{1 Application layer, 2 explicit (HTTP) or inplicit (interception), 3
multihop, 4 in-line, 5 functional, 6 processing, 7 soft, 8 restart}.
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Not e: Sone so-called Wb proxies have been inplenented as
"interception" devices that intercept HITP packets and re-issue them
with their own source address; |ike NAT and SOCKs, this can disturb
address-sensitive applications. Unfortunately some vendors have
caused confusion by ms-describing these as "transparent” proxies.
Interception devices are anything but transparent. See [WREC] for a
full discussion.

2.15. Caches

Caches are of course used in many shapes and forns in the Internet,
and are in principle distinct fromproxies. Here we refer mainly to
content caches, intended to optim se user response tines. HITP nakes
provision for proxies to act as caches, by providing for both
expiration and re-validation mechani sms for cached content. These
mechani sms may be used to guarantee that specific content is not
cached, which is a requirenent for transient content, particularly in
transactional applications. HITP caching is well described in
Section 13 of [RFC 2616], and in the HTTP case caches and proxies are
i nextricably m xed.

To inprove optim sation, caching is not uniquely conducted between
the origin server and the proxy cache directly serving the user. |If
there is a network of caches, the nearest copy of the required
content nmay be in a peer cache. For this an inter-cache protocol is
required. At present the nost widely deployed solution is Internet
Cache Protocol (ICP) [RFC 2186] although there have been alternative
proposal s such as [ RFC 2756].

It can be argued that caches termi nate the applications sessions, and
shoul d not be counted as niddl eboxes (any nore than we count SMIP
relays). However, we have arbitrarily chosen to include them since
they do in practice re-issue the client’s HITP request in the case of
a cache miss, and they are not the ultinmate source of the application
dat a.

{1 Application layer, 2 explicit (if HITP proxy caches), 3 nultihop
4 in-line, 5 functional, 6 processing, 7 soft, 8 restart}

2.16. Mdified DNS servers

DNS servers can play ganes. As long as they appear to deliver a
syntactically correct response to every query, they can fiddle the
semantics. For exanple, nanes can be nade into "anycast" nanmes by
arranging for themto resolve to different I P addresses in different
parts of the network. O |oad can be shared anong different nenbers
of a server farm by having the | ocal DNS server return the address of
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different servers in turn. In a NAT environnent, it is not unconmnon
for the FQDN-to-address nmapping to be quite different outside and
i nside the NAT ("two-faced DNS").

Modi fi ed DNS servers are not internediaries in the application data
flow of interest. They are included here because they nean that

i ndependent sessions that at one | evel appear to involve a single
host actually involve multiple hosts, which can have subtle effects.
State created in host A FOR EXAMPLE by one session may turn out not
to be there when a second session apparently to the same host is
started, because the DNS server has directed the second session

el sewhere

If such a DNS server fails, users nay fail over to an alternate DNS
server that doesn’t know the same tricks, with unpredicatble results.

{1 Application layer, 2 inmplicit, 3 nmultihop, 4 in-line (on DNS query
path), 5 functional or optimsing, 6 processing, 7 soft, 8 failover}

2.17. Content and applications distribution boxes

An energi ng generalisation of caching is content distribution and
application distribution. In this nodel, content (such as static web
content or streaming nultinedia content) is replicated in advance to
many wi dely distributed servers. Further, interactive or even
transactional applications nay be renotely replicated, with sone of
their associated data. Since this is a recent nodel, it cannot be
said that there is an industry standard practice in this area. Sone
of the issues are discussed in [WREC] and several new | ETF activities
have been proposed in this area.

Content distribution solutions tend to play with URLs in one way or
anot her, and often involve a system of niddleboxes - for exanple
using HTTP redirects to send a request for WWVEXAMPLE. COM off to
WAV EXAMPLE. NET, where the latter nanme may be an "anycast"” nane as
menti oned above, and will actually resolve in DNS to the nearest

i nstance of a content distribution box.

As with caches, it is an arbitrary choice to include these devices,
on the grounds that although they terminate the client session, they
are not the ultimate origin of the applications data.

{1 Application layer, 2 inplicit or explicit, 3 nultihop, 4 in-line

or call-out, 5 optimsing, 6 routing or processing, 7 soft, 8
restart?}

Carpenter & Brim I nf or mat i onal [ Page 15]



RFC 3234 M ddl eboxes: Taxonony and | ssues February 2002

2.18. Load bal ancers that divert/nunge URLs

Li ke DNS tricks, URL redirects can be used to bal ance | oad anbng a
pool of servers - essentially a local version of a content

di stribution network. Alternatively, an HITP proxy can rewite HITP
requests to direct themto a particular nenber of a pool of servers

These devices are included as niddl eboxes because they divert an
applications session in an arbitrary way.

{1 Application layer, 2 explicit, 3 single hop, 4 in-line, 5
functional, 6 routing, 7 soft, 8 restart}

2.19. Application-level interceptors

Some forms of pseudo-proxy intercept HITP packets and deliver themto
a |l ocal proxy server instead of forwarding themto the intended
destination. Thus the destination |IP address in the packet is
ignored. It is hard to state whether this is a functional box (i.e.
a non-standard proxy) or an optimsing box (i.e., a way of forcing
the user to use a cache). Like any non-standard proxy, it has

undefi ned consequences in the case of dynami c or non-cacheabl e
content.

{1 Application layer, 2 inplicit, 3 single hop, 4 in-line, 5
functional or optimising, 6 routing, 7 hard, 8 restart}

2.20. Application-level nulticast

Some (mainly proprietary) applications, including some approaches to
i nstant messagi ng, use an application-level nechanismto replicate
packets to multiple destinations.

An exanple is given in [CHU] .

{1 Application layer, 2 explicit, 3 multihop, 4 in-line, 5
functional, 6 routing, 7 hard, 8 restart}

2.21. Involuntary packet redirection

There appear to be a few instances of boxes that (based on
application level content or other information above the network

| ayer) redirect packets for functional reasons. For exanple, nore
than one "high speed Internet” service offered in hotel roomns
intercepts initial HITP requests and diverts themto an HITP server
t hat demands paynent before opening access to the Internet. These
boxes usually al so perform NAT functi ons.
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{1 multi-layer, 2 inplicit, 3 single hop, 4 call-out, 5 functional, 6
routing, 7 hard, 8 restart}

2.22. Anonymi sers

Anonymi ser boxes can be inplenented in various ways that hide the IP
address of the data sender or receiver. Although the inplenentation
may be distinct, this is in practice very sinlar to a NAT plus ALG

{1l nmulti-layer, 2 inplicit or explicit, 3 nultihop, 4 in-line, 5
functional, 6 processing, 7 hard, 8 restart}

2.23. Not included

Some candi dat es suggested for the above list were excluded for the
reasons given below. |In general, they do not fundanmentally change
the architectural nodel of packet delivery fromsource to

desti nati on.

Bri dges and switches that snoop ARP, IGW etc. These are below the
I P layer, but use a layer violation to enmulate network | ayer
functions. They do not change |IP |ayer functions.

W retaps and snoopers in general - if they are working correctly,
they have no inpact on traffic, so do not require analysis.

Mobile | P home agents are intended to assi st packet delivery to the
originally desired destination, so they are excluded on the same
grounds as standard routers.

Rel ays in interplanetary networks - although these would certainly
appear to be middl eboxes, they are not currently depl oyed.

2.24. Summary of facets

By tabul ating the rough classifications above, we observe that of the
22 cl asses of middl ebox descri bed:

17 are application or multi-Iayer

16 are inmplicit (and others are explicit ORinplicit)
17 are nulti-hop

21 are in-line; call-out is rare

18 are functional; pure optimsation is rare

Routing & processing are evenly split

16 have hard state

21 nmust restart session on failure
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We can deduce that current types of middl ebox are predom nantly
application |ayer devices not designed as part of the rel evant
protocol, perfornming required functions, maintaining hard state, and
aborting user sessions when they crash. Indeed this represents a
prof ound chal l enge to the end-to-end hourgl ass nodel .

3. Ongoing work in the I ETF and el sewhere

Apart fromwork cited in references above, current or planned work in
the |1 ETF i ncl udes:

M DCOM - a working group with focus on the architectural franework
and the requirenments for the protocol between a requesting device and
a m ddl ebox and the architectural framework for the interface between
a mddl ebox and a policy entity [M DFRAVE, M DARCH]. This may
interact with session control issues [SIPFIRE].

Wrk is also proceedi ng outside the M DCOM group on m ddl ebox
di scovery [M DDl SC] .

VWEBI (Wb Internediaries) - a working group that addresses specific
issues in the world wide web infrastructure (as identified by the
WREC wor ki ng group), by providing generic mechanisns which are usefu
in several application domains (e.g., proxies, content delivery
surrogates). Specific nmechanisns will be Internediary Discovery and
Description and a Resource Update Protocol

Internediaries are also an inportant focus in the devel opnent of XM
Protocol by the Wrl d-Wde Wb Consortium who have published an
interesting analysis [ XM.PI].

OPES (Open Pl uggabl e Extension Services) - a proposed working group
whose output will enable construction of services executed on
application data by participating transit internmediaries. Caching is
the nost basic internmediary service, one that requires a basic
under st andi ng of application senmantics by the cache server

CDI (Content Distribution Internetworking) is a potential working
group for allow ng cooperation between different Content Distribution
Net wor ks and cache clusters [ CDNP].

RSERPOOL (Reliable Server Pooling) is a working group that will
define architecture and requirenents for nmanagenent and access to
server pools, including requirenments froma variety of applications,
buil di ng bl ocks and interfaces, different styles of pooling, security
requi renents and perfornmance requirenents, such as failover tines and
coping with heterogeneous | atencies.

Carpenter & Brim I nf or mat i onal [ Page 18]



RFC 3234 M ddl eboxes: Taxonony and | ssues February 2002

4, Comments and | ssues

A review of the list in Section 2 suggests that niddl eboxes fit into
one or nore of three broad categories:

1) nmechani sns to connect dissimlar networks to enabl e cross-protoco
i nteroperability;

2) mechanisns to separate simlar networks into zones, especially
security zones;

3) perfornmance enhancenent.

As observed in [RFC 2775], the rise of m ddl eboxes puts into question
the general applicability of the end-to-end principle [ RFC 1958].

M ddl eboxes i ntroduce dependenci es and hi dden points of failure that
violate the fate-sharing aspect of the end-to-end principle. Can we
define architectural principles that guarantee robustness in the
presence of m ddl eboxes?

4.1. The end to end principle under challenge

Many forns of mddl ebox are explicitly addressed at the IP |level, and
termnate a transport connection (or act as a final destination for
UDP packets) in a nornmal way. Although they are potential single
points of failure, they do not otherwise interfere with the end to
end principle [RFC 1958]. (This statenent does not apply to
transport relays or TCP spoofers; they do not terminate a transport
connection at the expected destination in the normal way.)

However, there is a general feeling that m ddl eboxes that divert an
| P packet fromits intended destination, or substantively nodify its
content on the fly, are fundanmentally different fromthose that
correctly ternminate a transport connection and carry out their
mani pul ations at applications level. Such diversion or nodification
viol ates the basic architectural assunption that packets flow from
source to destination essentially unchanged (except for tinme-to-live
and Q0S-related fields). The effects of such changes on transport
and applications is unpredictable in the general case. Mich of the
anal ysis that applies to NAT [RFC 2993, RFC 3027] will also apply to
RSI P, NAT-PT, DSTM SOCKS, and involuntary packet redirectors.

I nterception proxies, anonym sers, and sone types of |oad bal ancer
can al so have subtle effects on address-sensitive applications, when
they cause packets to be delivered to or froma different address.
Transport relays and TCP spoofers may decei ve applications by
delivering an unreliable service on a TCP socket.

Carpenter & Brim I nf or mat i onal [ Page 19]



RFC 3234 M ddl eboxes: Taxonony and | ssues February 2002

We concl ude that:

Al t hough the rise of m ddl eboxes has negative inpact on the end to
end principle at the packet level, it does not nullify it as a
useful or desirable principle of applications protocol design.
However, future application protocols should be designed in
recognition of the likely presence of network address translation
packet diversion, and packet level firewalls, along the data path.

4.2. Failure handling

If a mddlebox fails, it is desirable that the effect on sessions
currently in progress should be inconvenient rather than
catastrophic. There appear to be three approaches to achieve this:

Soft state mechanisns. The session continues in the absence of
the box, probably with reduced perfornmance, until the necessary
session state is recreated automatically in an alternative box (or
the original one, restarted). |In other words the state

i nformati on optinises the user session but is not essential. An
exanpl e might be a true cachi ng mechani sm whose tenporary failure
only reduces performance.

Rapi d fail over nmechanisns. The session is pronptly redirected to
a hot spare box, which already has a copy of the necessary session
state.

Rapid restart mechani sms. The two ends of the session pronptly
detect the failure and thensel ves restart the session via a spare
box, wi thout being externally redirected. Enough session state is
kept at each end to recover fromthe glitch

It appears likely that "optim sing" m ddl eboxes are suitable

candi dates for the soft state approach and for non-real -tine data
streams, since the consequence of failure of the box is not
catastrophic for the user. (Configured HTTP proxies used as caches
are an awkward case, as their failure causes client failure.) On the
other hand, "functional" niddl eboxes nmust be present for the session
to continue, so they are candidates for rapid failover or rapid
restart mechani sms. W concl ude that:

M ddl ebox design should include a clear nmechanismfor dealing with
failure.
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4.3. Failures at nultiple layers

Difficulties occur when middl ebox functions occur at different
| ayers, for exanple the follow ng situation, where B and C are not in
t he sane physical box:

Apps | ayer: A - >C------ >D
Lower | ayer: A----- S S R > D
When all is well, i.e., thereis an IP path fromAto Bto Cto D and

both B and C are working, this nay appear quite workable. But the
failure nodes are very challenging. For exanple, if there is a
network failure between C and D, howis B instructed to divert the
session to a backup box for C?. Since C and B function at different
protocol layers, there is no expectation that they will have

coordi nated failure recovery mechanisnms. Unless this is renmedied in
sonme general way, we concl ude that

M ddl ebox failure recovery mechani sms cannot currently assune they
will get any help fromother l|ayers, and nust have their own neans
of dealing with failures in other |ayers.

In the long termfuture, we should be able to state clearly for
each m ddl ebox function what it expects fromits environnent, and
make recomendati ons about whi ch m ddl ebox functions should be
bound together if deployed.

4.4. Miltihop application protocols

We can al so observe that protocols such as SMIP, UUCP, and NNTP have
al ways wor ked hop-by-hop, i.e., via multiple nmiddl eboxes. Nobody
considers this to be an issue or a problem Difficulties arise when
inserting a mddlebox in an application protocol streamthat was not
designed for it. W conclude that:

New application protocol designs should include explicit
mechani sms for the insertion of middl eboxes, and shoul d consi der
the facets identified in Section 2 above as part of the design

A specific challenge is howto nmake interactive or real-tine

applications ride snmoothly over m ddl eboxes. This will put
particul ar stress on the failure handling aspects.
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4.5, Common features

G ven that the IP layer - the neck of the hourglass - is no |onger
alone in its role supporting end-to-end connectivity, it would be
desirable to define requirenents and features that are common to

m ddl ebox internediaries. It would then be possible to inplenent

m ddl eboxes, and in particular the protocols that comrunicate wth
them fully fromthe stance of supporting the end-to-end principle.
Conceptual ly, this would extend the neck of the hourglass upwards to
include a set of common features available to all (or nany)
applications. 1In the context of m ddl eboxes and multihop protocols,
this would require comon features addressing at |east:

M ddl ebox di scovery and nonitoring

M ddl ebox configuration and contro
Cal | - out

Routi ng preferences

Fai l over and restart handling

Security, including nutual authentication

As far as possible, the solutions in these areas being devel oped in
the I ETF and WBC shoul d be sufficiently general to cover all types of
m ddl ebox; if not, the work will be done several tines.

5. Security Considerations

Security risks are specific to each type of mniddlebox, so little can
be said in general. O course, adding extra boxes in the

communi cati on path creates extra points of attack, reduces or
elimnates the ability to performend to end encryption, and
conplicates trust nodels and key distribution nodels. Thus, every

m ddl ebox design requires particular attention to security analysis.
A few general points can be nade:

1. The interference with end-to-end packet transm ssion by many types
of middlebox is a crippling inpedinent to generalised use of |PSEC
inits present form and also invalidates transport |ayer security
i n many scenari os.

2. M ddl eboxes require us to nove definitively froma two-way to an
N-way approach to trust rel ationships and key shari ng.

3. The managenent and configuration nmechani sns of m ddl eboxes are a
tenpting point of attack, and must be strongly defended.

These poi nts suggest that we need a whol e new approach to security

solutions as the nmi ddl ebox paradi gm ends up being deployed in |ots of
different technologies, if only to avoid each new technol ogy
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designing a end-to-end security solution appropriate to its
particul ar inpact on the data stream

Additionally, content caches and content distribution mechani sns

rai se the issue of access control for content that is subject to
copyright or other rights. Distributed authentication, authorisation
and accounting are required.

6. Acknow edgenents

Steve Bellovin, Jon Crowcroft, Steve Deering, Patrik Faltstrom

Henni ng Schul zri nne, and Lixia Zhang all gave val uabl e feedback on
early versions of this docunent. Rob Austein and Allison Mankin
drafted the text on transport relays and TCP spoofers, and Rob

Aust ei n made ot her substantial contributions. Participants in the

M DTAX BOF at the 50th | ETF and on the M DTAX mailing list, including
Haral d Al verstrand, Stanislav Shal unov, M chael Smrnov, Jeff Parker,
Sandy Murphy, David Martin, Phil Neumller, Eric Travis, Ed Bowen,
Sally Floyd, lan Cooper, Mke Fisk and Eric Fleischnan gave

i nval uabl e i nput. Mark Nottingham brought the WBC work to our
attention. Melinda Shore suggested using a facet-based

categori zation. Patrik Faltstrominspired section 4.3.

7. References

[ RFC 1812] Baker, F., "Requirenents for |IP Version 4 Routers", RFC
1812, June 1995.

[ RFC 1928] Leech, M, Ganis, M, Lee, Y., Kuris, R, Koblas, D. and
L. Jones, "SOCKS Protocol Version 5", March 1996.

[ RFC 1958] Carpenter, B., "Architectural Principles of the Internet",
RFC 1958, June 1996.

[ RFC 2186] Wessels, D. and K. daffy, "Internet Cache Protocol (ICP),
version 2", RFC 2186, Septenber 1997.

[ RFC 2475] Blake, S., Black, D., Carlson, M, Davies, E, Wang, Z
and W Weiss, "An Architecture for Differentiated
Servi ce", RFC 2475, Decenber 1998.

[ RFC 2543] Handl ey, M, Schul zrinne, H, Schooler, E and J.
Rosenberg, "SI P: Session Initiation Protocol", RFC 2543,
March 1999.

[ RFC 2616] Fielding, R, GCettys, J., Mgul, J., Frystyk, H,

Masinter, L., Leach, P. and T. Berners-Lee, "Hypertext
Transfer Protocol -- HTTP/1.1", RFC 2616, June 1999.

Carpenter & Brim I nf or mat i onal [ Page 23]



RFC 3234

[ RFC 2663]

[ RFC 2756]

[ RFC 2766]

[ RFC 2775]

[ RFC 2979]

[ RFC 2983]

[ RFC 2993]

[ RFC 3015]

[ RFC 3022]

[ RFC 3027]

[CHY]

[ CLARKSS]

[ CLARK95]

M ddl eboxes: Taxonony and | ssues February 2002

Srisuresh, P. and M Hol drege, "IP Network Address
Transl ator (NAT) Term nol ogy and Consi derations", RFC
2663, August 1999.

Vixie, P. and D. Wessels, "Hyper Text Caching Protocol
(HTCP/0.0)", RFC 2756, January 2000.

Tsirtsis, G and P. Srisuresh, "Network Address
Translation - Protocol Translation (NAT-PT)", RFC 2766,
February 2000.

Carpenter, B., "lInternet Transparency", RFC 2775, February
2000.
Freed, N., "Behavior of and Requirenments for Internet

Firewal | s", RFC 2979, Cctober 2000.

Black, D., "Differentiated Services and Tunnel s", RFC
2983, Cctober 2000.

Hain, T., "Architectural Inplications of NAT', RFC 2993,
Novenber 2000.

Cuervo, F., Greene, N, Rayhan, A, Huitema, C., Rosen, B.
and J. Segers, "Megaco Protocol 1.0", RFC 3015, Novenber
2000.

Srisuresh, P. and K Egevang, "Traditional |IP Network
Address Translator (Traditional NAT)", RFC 3022, January
2001.

Hol drege, M and P. Srisuresh, "Protocol Conplications
with the I P Network Address Translator", RFC 3027, January
2001.

Y. Chu, S. Rao, and H Zhang, A Case for End System
Mul ticast, SIGVETRICS, June 2000.
http://citeseer.nj.nec.conm chuOOcase. ht ni

The Design Phil osophy of the DARPA Internet Protocols,
D.D.d ark, Proc SI GCOW 88, ACM CCR Vol 18, Nunber 4,
August 1988, pages 106-114 (reprinted in ACM CCR Vol 25,
Nunmber 1, January 1995, pages 102-111).

"Addi ng Service Discrimnation to the Internet", D.D.

O ark, Proceedings of the 23rd Annual Tel ecomruni cati ons
Pol i cy Research Conference (TPRC), Sol onbns, MD, Cctober
1995.

Carpenter & Brim I nf or mat i onal [ Page 24]



RFC 3234

[ CDNP]

[DSTM

[ H323]

[ HOURG

[ HTTPSUB]

[ M DARCH|

[ M DDI SCj

[ M DFRAVE]

[ Pl LCPEP]

[ RSI P|

[ SALTZER]

[ SI PFI RE]

M ddl eboxes: Taxonony and | ssues February 2002

M Day, et al., "A Mdel for Content Internetworking
(CDI)", Work in Progress.

J. Bound, L. Toutain, F. Dupont, O Medina, H Afifi, A
Durand, "Dual Stack Transition Mechanism (DSTM", Wrk in
Pr ogr ess.

| T T Recommendati on H. 323: "Packet Based Multinedi a
Commruni cati on Systens".

"Real i zing the Informati on Future: The Internet and
Beyond", Conputer Science and Tel ecomuni cati ons Board,
Nati onal Research Council, Washington, D.C., National
Acadeny Press, 1994. However, the "hourglass" netaphor was
first used by John Aschenbrenner in 1979, with reference
to the 1 SO Open Systens Interconnection nodel.

More, K, "On the use of HITP as a Substrate", BCP 56,
RFC 3205, February 2002.

E. Lear, "A Mddl ebox Architectural Franmework", Work in
Pr ogr ess.

E. Lear, "Requirenents for Discovering M ddl eboxes", Wrk
i n Progress.

P. Srisuresh, J. Kuthan, J. Rosenberg, A Mdlitor, A
Rayhan, "M ddl ebox Conmuni cation: Framework and
Requi renments”, Wirk in Progress.

Border, J., Kojo, M, Giiner, J., Mntenegro, G and Z
Shel by, "Performance Enhancing Proxies Intended to
M tigate Link-Rel ated Degradations", RFC 3135, June 2001.

Borella, M, Lo, J., Gabelsky, D. and G Mntenegro,
"Real m Specific | P. Framework", RFC 3102, Cctober 2001.

End- To- End Argunents in System Design, J.H Saltzer,
D. P. Reed, D.D.d ark, ACM TCCS, Vol 2, Number 4, Novenber
1984, pp 277-288.

S. Moyer, D. Marples, S. Tsang, J. Katz, P. Qurung, T.
Cheng, A Dutta, H Schul zrinne, A Roychowdhury,
"Framework Draft for Networked Appliances Using the
Session Initiation Protocol™, Wrk in Progress.

Carpenter & Brim I nf or mat i onal [ Page 25]



RFC 3234

[ SOCKS6]

[ TRANS64]

[ WREC]

[ XMLPI ]

Aut hors’ Addre

M ddl eboxes: Taxonony and | ssues February 2002

Kitamura, H., "A SOCKS-based |IPv6/1Pv4 Gateway Mechani sni',
RFC 3089, April 2001.

"Overview of Transition Techniques for |IPv6-only to Tal k
to I Pv4-only Comunication", Wrk in Progress.

Cooper, |, Melve, |I. and G Tominson, "Internet Wb
Replication and Cachi ng Taxonony", RFC 3040, January 2001.

Internediaries and XM. Protocol, Mark Nottingham Wrk in
Progress at http://lists.w3.org/Archives/Public/xm -dist-
app/ 2001Mar / 0045. ht nl

SSes

Brian E. Carpenter

| BM Zuri ch

Research Laboratory

Saeunerstrasse 4 / Postfach

8803 Ruesch
Swit zerl and

i kon

EMai |l : brian@ursley.ibmcom

Scott W Br
146 Honness
|t haca, NY
USA

EMBi | : sbri

Carpenter & Br

im
Lane
14850

mai sco. com

im I nf or mat i onal [ Page 26]



RFC 3234 M ddl eboxes: Taxonony and | ssues February 2002

Ful I Copyright Statenent
Copyright (C) The Internet Society (2002). Al Rights Reserved.

Thi s docunent and translations of it nmay be copied and furnished to
others, and derivative works that comment on or otherwi se explain it
or assist in its inplenentation may be prepared, copied, published
and distributed, in whole or in part, w thout restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng Internet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into | anguages other than
Engl i sh.

The linited perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LIM TED TO ANY WARRANTY THAT THE USE OF THE | NFORMATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE.
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