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Abst r act

For historical interest, this docunent captures the EF Design Team s
proposed solution, preferred by the original authors of RFC 2598 but
not adopted by the working group in Decenber 2000. The origina
definition of EF was based on conpari son of forwarding on an unl oaded
network. This experinmental Delay Bound (DB) PHB requires a bound on
the delay of packets due to other traffic in the network. At the
Pittsburgh I ETF neeting in August 2000, the Differentiated Services
wor ki ng group faced serious questions regarding RFC 2598 - the
group’ s standards track definition of the Expedited Forwarding (EF)
Per Hop Behavior (PHB). An 'EF Design Teanm volunteered to develop a
re-expression of RFC 2598, bearing in mind the issues raised in the
DiffServ group. At the San Diego | ETF neeting in Decenber 2000 the
D ffServ working group decided to pursue an alternative re-expression
of the EF PHB.
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Speci fication of Requirenments

1

This docunent is for Informational purposes only. If inplenentors
choose to experiment with the DB PHB, key words "MJST", "MJST NOT",
"REQUI RED', "SHALL", "SHALL NOT", "SHOULD', "SHOULD NOT",
"RECOMVENDED', "NMAY", and "OPTIONAL" are interpreted as described in
RFC 2119 [3].

nt roducti on

RFC 2598 was the Differentiated Services (DiffServ) working group’s
first standards track definition of the Expedited Forwardi ng (EF) Per
Hop Behavior (PHB) [1]. As part of the D ffServ working group’s
ongoi ng refinenent of the EF PHB, various issues were raised with the
text in RFC 2598 [2].

After the Pittsburgh | ETF neeting in August 2000, a volunteer ’'EF
design teami was fornmed (the authors of this docunment) to propose a
new expression of the EF PHB. The renmi nder of this Infornmationa
document captures our feedback to the DiffServ working group at the
San Diego | ETF in Decenber 2000. CQur solution focussed on a Del ay
Bound (DB) based re-expression of RFC 2598 which nmet the goals of RFC
2598’ s original authors. The DiffServ working group ultimately chose
an alternative re-expression of the EF PHB text, devel oped by the
authors of [2] and revised to additionally enconpass our nodel

descri bed here.

Qur proposed Del ay Bound solution is archived for historica
interest. Section 2 covers the mninmm necessary and sufficient
description of what we believed qualifies as 'DB behavior froma
single node. Section 3 then discusses a nunber of issues and
assunptions nade to support the definition in section 2.

Definition of Delay Bound forwarding

For a traffic stream not exceeding a particular configured rate, the
goal of the DB PHB is a strict bound on the delay variation of
packets through a hop.

This section will begin with the goals and necessary boundary
conditions for DB behavior, then provide a descriptive definition of
DB behavi or itself, discuss what it neans to conformto the DB
definition, and assign the experinental DB PHB code point.
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2.1 Goal and Scope of DB

For a traffic stream not exceeding a configured rate the goal of the
DB PHB is a strict bound on the delay variation of packets through a
hop.

Traffic MJST be policed and/or shaped at the source edge (for

exanple, on ingress to the DS-domain as discussed in RFC 2475 [5]) in
order to get such a bound. However, specific policing and/or shaping
rul es are outside the scope of the DB PHB definition. Such rules
MUST be defined in any per-domain behaviors (PDBs) composed fromthe
DB PHB.

A device (hop) delivers DB behavior to appropriately marked traffic
received on one or nore interfaces (marking is specified in section
2.4). A device SHALL deliver the DB behavior on an interface to DB
marked traffic neeting (i.e. less than or equal) a certain arriva
rate limt R

If nore DB traffic arrives than is acceptable, the device is NOT
REQUI RED to deliver the DB behavior. However, although the origina
source of DB traffic will be shaped, aggregation and upstreamjitter
ensure that the traffic arriving at any given hop cannot be assuned
to be so shaped. Thus a DB inplenentati on SHOULD have sone tol erance
for burstiness - the ability to provide EF behavi or even when the
arrival rate exceeds the rate limt R

Different DB inplenentations are free to exhibit different tol erance
to burstiness. (Burstiness MAY be characterized in terns of the
nunber of back-to-back wire-rate packets to which the hop can deliver
DB behavior. However, since the goal of characterizing burstiness is
to allow useful conparison of DB inplenentations, vendors and users
of DB inplenentati ons MAY choose to utilize other burstiness
metrics.)

The DB PHB definition does NOT mandate or reconmend any particul ar
nmet hod for achieving DB behavior. Rather, the DB PHB definition
identifies paraneters that bound the operating range(s) over which an
i mpl erent ati on can deliver DB behavior. |nplenmentors characterize
their inplenentations using these paranmeters, while network designers
and testers use these paraneters to assess the utility of different
DB i npl enent ati ons.

2.2 Description of DB behavior
For simplicity the definition will be explained using an exanple

where traffic arrives on only one interface and is destined for
anot her (single) interface.
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The crux of this definitionis that the difference in tinme between
when a packet night have been delivered, and when it is delivered,
wi |l never exceed a specifiable bound.

G ven an acceptable (not exceeding arrival rate limt R) stream of DB
packets arriving on an interface:

There is a tinme sequence E(i) when these packets would be
delivered at the output interface in the absence of conpeting
traffic. That is, E(i) are the earliest tinmes that the packets
could be delivered by the device.

In the presence of conpeting traffic, the packets will be del ayed
to sone later tinme D(i).

Competing traffic includes all DB traffic arriving at the device on
other ports, and all non-DB traffic arriving at the device on any
port.

DB i s defined as the behavior which ensures, for all i, that:
D(i) - E(i) <= S* MIUR

MIU is the maxi mumtransnission unit (packet size) of the output. R
is the arrival rate that the DB device is prepared to accept on this
i nterface.

Note that D(i) and E(i) sinply refer to the tinmes of what can be
t hought of as "the sane packet™ under the two treatments (with and
wi t hout conpeting traffic).

The score, S, is a characteristic of the device at the rate, R in
order to nmeet this defined bound. This score, preferably a smal
constant, depends on the schedul i ng nmechani sm and confi guration of
t he device

2.3 Conformance to DB behavi or

An inplementation need not conformto the DB specification over an
arbitrary range of parameter values. Instead, inplenentations MJST
specify the rates, R and scores S, for which they claimconformance
with the DB definition in section 2.2, and the inpl enentation-
specific configuration paraneters needed to deliver confornmant
behavior. An inplenentati on SHOULD docunent the traffic burstiness
it can tolerate while still providing DB behavi or

Armtage, et al. I nf or mat i onal [ Page 4]



RFC 3248 Del ay Bound alternative revision of RFC 2598 Mar ch 2002

The score, S, and configuration paraneters depend on the

i mpl ementation error froman ideal scheduler. Discussion of the
ability of any particular scheduler to provide DB behavior, and the
conditions under which it might do so, is outside the scope of this
docunent .

The i npl ement or MAY define additional constraints on the range of
configurations in which DB behavior is delivered. These constraints
MAY include linmts on the total DB traffic across the device, or
total DB traffic targeted at a given interface fromall inputs.

Thi s docunent does not specify any requirenents on DB
i mpl enentation’s values for R, S, or tolerable burstiness. These
paraneters will be bounded by real -world considerations such as the
actual network being designed and the desired PDB

2.4 Marking for DB behavi or

One or nore DiffServ codepoint (DSCP) value nmay be used to indicate a
requi renent for DB behavior [4].

By default we suggest an ’'experinental’ DSCP of 101111 be used to
indicate that DB PHB is required.

3. Discussion

This section discusses sone issues that night not be i mediately
obvious fromthe definition in section 2.

3.1 Mutability
Packets marked for DB PHB MAY be remarked at a DS donai n boundary
only to other codepoints that satisfy the DB PHB. Packets narked for
DB PHBs SHOULD NOT be denoted or pronmoted to another PHB by a DS
domai n.

3.2 Tunneling

When DB packets are tunnel ed, the tunneling packets nmust be marked as
DB.

3.3 Interaction with other PHBs
O her PHBs and PHB groups nay be depl oyed in the sane DS node or

domain with the DB PHB as | ong as the requirenent of section 2 is
met .
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3.4 Qutput Rate not specified

The definition of DB behavior given in section 2 is quite explicitly

given in terns of input rate R and output delay variation D(i) -

E(i). A scheduler’s output rate does not need to be specified, since
(by design) it will be whatever is needed to achieve the target del ay
vari ation bounds.

3.5 Jitter

Jitter is not the bounded paranmeter in DB behavior. Jitter can be
understood in a nunber of ways, for exanple the variability in

i nter-packet tines fromone inter-packet interval to the next.
However, DB behavior ains to bound a related but different paraneter
- the variation in delay between the tinme packets would depart in the
absence of conpeting traffic, E(i), and when they would depart in the
presence of conpeting traffic, D(i).

3.6 Multiple Inputs and/or Miltiple Qutputs

The definition of ’'conpeting traffic’ in section 2.2 covers both the
singl e input/single output case and the nore general case where DB
traffic is converging on a single output port frommultiple input
ports. Wen evaluating the ability of an DB device to offer DB
behavior to traffic arriving on one port, DB traffic arriving on
other ports is factored in as conpeting traffic.

When considering DB traffic froma single input that is |leaving via
multiple ports, it is clear that the behavior is no worse than if al
of the traffic could be |eaving through each one of those ports
individually (subject to linmts on how nuch is permtted).

3.7 Fragnmentation and Rate

Where an ingress link has an MIU hi gher than that of an egress link
it is conceivable packets may be fragnented as they pass through a

D ffserv hop. However, the unpredictability of fragnentation is
significantly counter to the goal of providing controllable QoS.
Therefore we assunme that fragnentation of DB packets is being avoi ded
(either through sonme form of Path MIU di scovery, or configuration),
and does not need to be specifically considered in the DB behavi or
definition.
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3.8 Interference with other traffic

If the DB PHB is inplenmented by a nmechanismthat allows unlinted
preenption of other traffic (e.g., a priority queue), the

i npl enent ati on MUST include some neans to linmt the danage DB traffic
could inflict on other traffic. This will be reflected in the DB
device’s burst tolerance described in section 2.1.

3.9 Mcro fl ow awar eness

Some DB inpl enentati ons may choose to provide queuing and schedul i ng
at a finer granularity, (for exanple, per mcro flow), than is

i ndi cated solely by the packet’s DSCP. Such behavior is NOT
precluded by the DB PHB definition. However, such behavior is also
NOT part of the DB PHB definition. Inplenentors are free to
characterize and publicize the additional per nmicro flow capabilities
of their DB inplenentations as they see fit.

3.10 Arrival rate 'R

In the absence of additional information, Ris assuned to be linmted
by the slowest interface on the device.

In addition, an DB device may be characterized by different val ues of
R for different traffic flow scenarios (for exanple, for traffic
ained at different ports, total inconming R and possibly total per
out put port incoming R across all inconing interfaces).

4. | ANA Consi derations

Thi s docunent suggests one experinental codepoint, 101111. Because
the DSCP is taken fromthe experinental code space, it nay be re-used
by ot her experinental or informational DiffServ proposals.

5. Concl usi on.

Thi s docunent defines DB behavior in terns of a bound on del ay
variation for traffic streans that are rate shaped on ingress to a DS
domain. Two paraneters - capped arrival rate (R) and a 'score’ (9S)
are defined and related to the target delay variation bound. All
clains of DB ’'conformance’ for specific inplenentations of DB
behavi or are nmade with respect to particular values for R, S, and the
impl enentation’s ability to tolerate snmall anounts of burstiness in
the arriving DB traffic stream
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Security Considerations

To protect itself against denial of service attacks, the edge of a DS
domain MUST strictly police all DB marked packets to a rate
negotiated with the adjacent upstream domain (for exanple, sone val ue
| ess than or equal to the capped arrival rate R). Packets in excess
of the negotiated rate MJST be dropped. |f two adjacent donmins have
not negotiated an DB rate, the downstream domain MJUST use 0 as the
rate (i.e., drop all DB marked packets).

Since PDBs constructed fromthe DB PHB will require that the upstream
domai n police and shape DB marked traffic to neet the rate negoti ated
with the downstream donain, the downstream donain’s policer should
never have to drop packets. Thus these drops (or a sunmary of these
drops) SHOULD be noted (e.g., via rate-limted SNWP traps) as
possi bl e security violations or serious msconfiguration

Overfl ow events on an DB queue MAY al so be | ogged as indicating
possi bl e denial of service attacks or serious network
nm sconfiguration.

Acknow edgrent s

This docunent is the product of the volunteer 'EF Resolve design
team building on the work of V. Jacobson, K N chols, K Poduri [1]
and clarified through discussions with nmenbers of the DiffServ
wor ki ng group (particularly the authors of [2]). Non-contentious
text (such as the use of DB with tunnels, the security

consi derations, etc.) were drawn directly from equivalent text in RFC
2598.

Intellectual Properties Considerations
To establish whether any considerations apply to the idea expressed
in this docunent, readers are encouraged to review notices filed with
the I ETF and stored at:

http://ww.ietf.org/ipr.htmn

Armtage, et al. I nf or mat i onal [ Page 8]



RFC 3248 Del ay Bound alternative revision of RFC 2598 Mar ch 2002

Ref er ences

[1] Jacobson, V., Nichols, K and K Poduri, "An Expedited Forwarding
PHB", RFC 2598, June 1999.

[2] Davie, B., Charny, A, Baker, F., Bennett, J.C R, Benson, K., Le
Boudec, J.Y., Chiu, A, Courtney, W, Davari, S., Firoiu, V.,
Kal manek, C., Ranakrishnan, K and D. Stiliadis, "An Expedited
Forwar di ng PHB (Per-Hop Behavior)", RFC 3246, March 2002.

[3] Bradner, S., "Key words for use in RFCs to Indicate Requiremnment
Level s", BCP 14, RFC 2119, March 1997.

[4] Nichols, K, Blake, S., Baker, F. and D. Black, "Definition of
the Differentiated Services Field (DS Field) in the IPv4 and | Pv6
Headers", RFC 2474, Decenber 1998.

[5] Black, D., Blake, S., Carlson, M, Davies, E, Wang, Z and W

Weiss, "An Architecture for Differentiated Services", RFC 2475,
Decenmber 1998.

Armtage, et al. I nf or mat i onal [ Page 9]



RFC 3248 Del ay Bound alternative revision of RFC 2598 Mar ch 2002

Aut hors (vol unteer EF Desi gn Team nenbers)

Genville Arnitage

Center for Advanced Internet Architectures
Swi nburne University of Technol ogy,

Mel bourne, Australia

EMai | ; garm tage@w n. edu. au

Brian E. Carpenter (team observer, WG co-chair)
| BM Zurich Research Laboratory

Saeuner strasse 4

8803 Rueschl i kon

Swit zerl and

EMai | : brian@ursley.ibmcom

Al essi o Casati

Lucent Technol ogi es

Swi ndon, W SN5 7DJ United Ki ngdom
EMai | ; acasati @ucent.com

Jon Crowcroft

Mar coni  Prof essor of Conmuni cations Systens
Uni versity of Canbridge

Conput er Laboratory

Wl liam Gates Buil ding

J J Thonmson Avenue

Canbri dge

CB3 OFD

Phone: +44 (0)1223 763633

EMai | : Jon. Crowcroft @l . cam ac. uk

Joel M Hal pern

P. O Box 6049

Leesburg, VA 20178

Phone: 1-703-371-3043

EMai | : j mh@ oel hal pern. com

Brijesh Kumar

Corona Networks Inc.,

630 Al der Drive,

M| pitas, CA 95035

EMai | : brijesh@oronanetworks. com

John Schni zl ein

Ci sco Systens

9123 Loughran Road

Fort Washi ngton, NMD 20744

EMai | : j ohn. schni zl ei n@i sco. com

Armtage, et al. I nf or mat i onal [ Page 10]



RFC 3248 Del ay Bound alternative revision of RFC 2598 Mar ch 2002

Ful I Copyright Statenent
Copyright (C) The Internet Society (2001). Al Rights Reserved.

Thi s docunent and translations of it nmay be copied and furnished to
others, and derivative works that comment on or otherwi se explain it
or assist in its inplenentation may be prepared, copied, published
and distributed, in whole or in part, w thout restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng Internet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into | anguages other than
Engl i sh.

The linited perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LIM TED TO ANY WARRANTY THAT THE USE OF THE | NFORMATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE.
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