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Abstr act

In particular configurations, the BGP scaling mechani sms defined in
"BGP Route Reflection - An Alternative to Full Mesh | BG”" and

" Aut ononous Syst em Confederations for BGP" will introduce persistent
BGP route oscillation. This docunent discusses the two types of
persistent route oscillation that have been identified, describes
when these conditions will occur, and provides sone network design
gui delines to avoid introduci ng such occurrences.

1. Introduction

The Border Gateway Protocol (BGP) is an inter-Autononous System
routing protocol. The primary function of a BGP speaking systemis
to exchange network reachability information with other BGP systens.

In particular configurations, the BGP [1] scaling nechani sns defined
in "BGP Route Reflection - An Alternative to Full Mesh IBG [2] and
" Aut ononous System Confederations for BGP" [3] will introduce
persistent BGP route oscillation

The problemis inherent in the way BGP works: locally defined routing
policies may conflict globally, and certain types of conflicts can
cause persistent oscillation of the protocol. G ven current
practices, we happen to see the problem manifest itself in the
context of MED + route reflectors or confederations.
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The current specification of BGP-4 [4] states that the

MULTI _EXIT_DISC is only conparabl e between routes | earned fromthe
sanme neighboring AS. This limtation is consistent with the
description of the attribute: "The MILTI_EXIT D SC attribute may be
used on external (inter-AS) links to discrimnate anong nmultiple exit
or entry points to the sane neighboring AS. " [1, 4]

In a full nmesh i BGP network, all the internal routers have conplete
visibility of the available exit points into a neighboring AS. The
conpari son of the MITI_EXIT DI SC for only some paths is not a
probl em

Because of the scalability inplications of a full nesh i BGP network,
two alternatives have been standardi zed: route reflectors [2] and AS
confederations [3]. Both alternatives describe nethods by which

route distribution may be achieved without a full iBGP nmesh in an AS.

The route reflector alternative defines the ability to re-advertise
(reflect) iBGP-learned routes to other i BGP peers once the best path
is selected [2]. AS Confederations specify the operation of a

coll ection of autononpbus systens under a conmon administration as a
single entity (i.e. fromthe outside, the internal topology and the
exi stence of separate autonompus systens are not visible). |In both
cases, the reduction of the iBGP full nesh results in the fact that
not all the BGP speakers in the AS have conplete visibility of the
avail able exit points into a neighboring AS. In fact, the visibility
may be partial and inconsistent depending on the |ocation (and
function) of the router in the AS

In certain topol ogies involving either route reflectors or
confederations (detailed description later in this docunent), the
partial visibility of the available exit points into a nei ghboring AS
may result in an inconsistent best path selection decision as the
routers don't have all the relevant information. |If the

i nconsi stenci es span nore than one peering router, they may result in
a persistent route oscillation. The best path selection rules
applied in this docunent are consistent with the current
specification [4].

The persistent route oscillation behavior is determnistic and can be
avoi ded by enpl oyi ng sonme rudi nentary BGP network design principles
until protocol enhancenents resolve the probl em

In the follow ng sections a taxonony of the types of oscillations is
presented and a description of the set of conditions that wll
trigger route oscillations is given. W continue by providing
several network design alternatives that renove the potential of this
occurrence.
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It is the intent of the authors that this docunent serve to increase
operat or awareness of the problem as well as to trigger discussion
and subsequent proposals for potential protocol enhancenents that
renove the possibility of this to occur.

The oscillations are classified into Type | and Type Il dependi ng
upon the criteria docunented bel ow

2. Discussion of Type I Churn

In the followi ng two subsections we provide configurations under
which Type | Churn will occur. W begin with a discussion of the
probl em when using Route Reflection, and then discuss the problem as
it relates to AS Confederations.

In general, Type |I Churn occurs only when BOTH of the follow ng
conditions are net:

1) a single-level Route Reflection or AS Confederations design is
used in the network AND

2) the network accepts the BGP MIULTI _EXIT_DI SC (MED) attribute
fromtwo or nmore ASs for a single prefix and the MED val ues are
uni que.

It is also possible for the non-determnistic ordering of paths to
cause the route oscillation problem [1] does not specify that paths
shoul d be ordered based on MEDs but it has been proven that non-
determnistic ordering can |lead to | oops and inconsistent routing
deci sions. Mst vendors have either inplenented deternministic
ordering as default behavior, or provide a knob that pernits the
operator to configure the router to order paths in a determnistic
manner based on MEDs.
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2.1. Route Reflection and Type |

We now di scuss Type
To begi n,

| oscillation as it
consi der the topology depicted in Figure 1:
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Figure 1: Exanple Route Reflection Topol ogy

In Figure 1 AS1 contains two Route Reflector Clusters,
2. Each duster contains one Route Reflector (RR) (i.e.,
i n parentheses represents each RR

respectively).

one RR Cient (Re).
dient status.
sessi ons.

An associated 'RR
Cluster 1 contains two RR dients (Rb and Rc),

An associated 'C

Clusters 1 and

Ra and Rd,

and Cluster 2 contains
i n parentheses indicates RR

The dotted |ines are used to represent BGP peering

The nunber contained in parentheses on the AS1 EBGP peering sessions
represents the MED val ue advertised by the peer to be associated with
the 10.0.0.0/8 network reachability adverti senent.
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The nunber following each '*' on the | BGP peering sessions represents
the additive IGP netrics that are to be associated with the BGP
NEXT_HOP attribute for the concerned route. For exanple, the Ra I GP
metric val ue associated with a NEXT HOP | earned via Rb would be 5;
while the nmetric val ue associated with the NEXT HOP | earned via Re
woul d be 13.

Table 1 depicts the 10.0.0.0/8 route attributes as seen by routers
Rb, Rc and Re, respectively. Note that the IGP netrics in Figure 1
are only of concern when advertising the route to an | BGP peer.

Router MED AS_PATH

Rb 10 10 100
Rc 1 6 100
Re 0 6 100

Table 1: Route Attribute Table

For the following steps 1 through 5, the best path will be marked
with a '*'.

1) Ra has the following installed in its BGP table, with the path
| earned via AS2 narked best:

NEXT_HOP

AS PATH MED | GP Cost
6 100 1 4

* 10 100 10 5

The ' 10 100’ route should not be narked as best, though this is
not the cause of the persistent route oscillation. Ra realizes
it has the wong route marked as best since the '6 100" path
has a lower IGP nmetric. As such, Ra makes this change and
adverti ses an UPDATE nessage to its neighbors to | et them know
that it now considers the '6 100, 1, 4 route as best.

2) Rd receives the UPDATE from Ra, which |eaves Rd with the
following installed in its BGP table:

NEXT _HOP

AS PATH MED | GP Cost
* 6100 O 12
6 100 1 5
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3)

4)

5)

BGP Persistent Route Gscillation Condition August 2002

Rd then marks the 6 100, 0, 12’ route as best because it has a
| ower MED. Rd sends an UPDATE nessage to its neighbors to |et
them know that this is the best route.

Ra recei ves the UPDATE nessage from Rd and now has the
following in its BGP table:

NEXT_HOP

AS PATH MED | GP Cost
6 100 0 13

6 100 1 4

* 10 100 10 5

The first route (6 100, 0, 13) beats the second route (6 100,
1, 4) because of a lower MED. Then the third route (10 100,

10, 5) beats the first route because of lower IGP netric to

NEXT _HOP. Ra sends an UPDATE nessage to its peers infornng
t hem of the new best route.

Rd recei ves the UPDATE nessage from Ra, which |leaves Rd with
the followi ng BGP table:

NEXT _HOP

AS PATH MED | GP Cost
6 100 0 12

* 10 100 10 6

Rd selects the '10 100, 10, 6’ path as best because of the | GP
metric. Rd sends an UPDATE/withdraw to its peers letting them
know this is the best route.

Ra receives the UPDATE nessage from Rd, which |l eaves Ra with
the followi ng BGP table:

NEXT _HOP

AS PATH MED | GP Cost
6 100 1 4

* 10 100 10 5

Ra received an UPDATE/w thdraw for ' 6 100, 0, 13', which
changes what is considered the best route for Ra. This is why
Ra has the ' 10 100, 10, 5 route selected as best in Step 1,
even though '6 100, 1, 4 is actually better.
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At this point, we've nmade a full | oop and are back at Step 1. The
router realizes it is using the incorrect best path, and repeats
the cycle. This is an exanple of Type |I Churn when using Route
Ref | ecti on.

2.2. AS Confederations and Type | Churn
Now we provide an exanple of Type |I Churn occurring with AS
Conf ederations. To begin, consider the topol ogy depicted in Figure
2:

T \
I / \ / \ |
| Sub- AS 65000 | | Sub- AS 65001 |
| | | |
| | *1 | |
| Ra . . . .. ... ... ......HK |
| o | | : |
| . *3 L*2 | | . *6 |
| : | | - |
| Rb. ... .Re | | Re |
. *5 | | I
| \ / \ / |
| T R P LR |
\ (10) (1) AS1 (0) /
/ \ / \
|  AS10 | | AS6 I
\ / \ /
/ \
| AS100 |- 10.0.0.0/8
\ /

Fi gure 2: Exanpl e AS Confederations Topol ogy
The nunber contained in parentheses on each AS1 EBGP peering session

represents the MED val ue advertised by the peer to be associated with
the 10.0.0.0/8 network reachability adverti senent.
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The nunber following each '*' on the | BGP peering sessions represents
the additive IGP nmetrics that are to be associated with the BGP
NEXT_HOP attribute for the concerned route.

For exanple, the Ra I GP netric value associated with a NEXT_HOP
| earned via Rb would be 3; while the nmetric value associated with the
NEXT _HOP | earned via Re would be 6.

Table 2 depicts the 10.0.0.0/8 route attributes as seen by routers
Rb, Rc and Re, respectively. Note that the IGP nmetrics in Figure 2
are only of concern when advertising the route to an | BGP peer.

Router MED AS_PATH

Rb 10 10 100
Re 1 6 100
Re 0 6 100

Table 2: Route Attribute Table

For the following steps 1 through 6 the best route will be marked
with an '*’.

1) Ra has the follow ng BGP table:

NEXT_HOP

AS PATH MED | GP Cost

* 10 100 10 3
(65001) 6 100 O 7

6 100 1 2

The "10 100" route is selected as best and is advertised to Rd,
though this is not the cause of the persistent route
oscill ation.

2) Rd has the following in its BGP table:

NEXT _HOP

AS PATH MED | GP Cost

6 100 O 6

* (65000) 10 100 10 4

The ' (65000) 10 100" route is selected as best because it has
the lowest IGP netric. As a result, Rd sends an
UPDATE/ wi thdraw to Ra for the "6 100" route that it had
previously adverti sed.
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3)

4)

5)
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Ra receives the withdraw from Rd. Ra now has the following in
its BGP table:

NEXT _HOP

AS PATH MED | GP Cost

* 10 100 10 3
6 100 1 2

Ra received a withdraw for ' (65001) 6 100, which changes what
is considered the best route for Ra. Ra does not conpute the
best path for a prefix unless its best route was w t hdrawn.
This is why Ra has the '10 100, 10, 3’ route selected as best,
even though the "6 100, 1, 2’ route is better

Ra’ s periodic BGP scanner runs and realizes that the '6 100’
route is better because of the lower IGP netric. Ra sends an
UPDATE/withdraw to Rd for the '10 100' route since Ra is now
using the '6 100' path as its best route.

Ra's BGP table | ooks |like this:

NEXT _HOP

AS PATH MED | GP Cost

10 100 10 3

* 6 100 1 2

Rd receives the UPDATE from Ra and now has the following in its
BGP tabl e:

NEXT _HOP

AS PATH MED | GP Cost
(65000) 6 100 1 3
6 100 O 6

Rd selects the '6 100, 0, 6° route as best because of the |ower
MED val ue. Rd sends an UPDATE nessage to Ra, reporting that '6
100, O, 6" is now the best route.
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Ra receives the UPDATE from Rd. Ra now has the following in
its BGP table:

NEXT _HOP
AS PATH MED | GP Cost

* 10 100 10 3
(65001) 6 100 0 7

6 100 1 2

At this point we have made a full cycle and are back to step 1.
This is an exanple of Type | Churn with AS Confederations.

2.3. Potential Wrkarounds for Type | Churn

There are a nunber of alternatives that can be enployed to avoid this
probl em

1

2)

3)

4)

5)

6)

When using Route Reflection nake sure that the inter-C uster
links have a higher I1GP netric than the intra-Cduster |inks.
This is the preferred choice when using Route Reflection. Had
the inter-Cluster I1GP netrics been nmuch larger than the intra-
Cluster I1CGP netrics, the above woul d not have occurred.

When using AS Confederations ensure that the inter-Sub-AS |inks
have a higher IGP netric than the intra-Sub-AS links. This is
the preferred option when using AS Confederations. Had the
inter-Sub-AS I GP netrics been nmuch larger than the intra-Sub-AS
| GP netrics, the above woul d not have occurred.

Do not accept MEDs from peers (this may not be a feasible
al ternative).

Utilize other BGP attributes higher in the decision process so
that the BGP decision algorithm never reaches the MED step. As
using this conpletely overrides MeEDs, Option 3 nay make nore
sense.

Al ways conpare BGP MEDs, regardl ess of whether or not they were
obtained froma single AS. This is probably a bad idea since
MEDs may be derived in a nunber of ways, and are typically done
so as a matter of operator-specific policy. As such, conparing
MED val ues for a single prefix learned fromnultiple ASs is
ill-advised. O course, this nostly defeats the purpose of
MEDs, and as such, Option 3 may be a nore viable alternative.

Use a full IBG nesh. This is not a feasible solution for ASs
with a | arge nunber of BGP speakers.
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3. Discussion of Type Il Churn

In the follow ng subsection we provide configurations under which
Type Il Churn will occur when using AS Confederations. For the sake
of brevity, we avoid simlar discussion of the occurrence when using

Rout e Refl ecti on.

In general, Type Il churn occurs only when BOTH of the follow ng
conditions are net:

1) More than one tier of Route Reflection or Sub-ASs is used in
the network AND

2) the network accepts the BGP MULTI _EXIT DI SC (MED) attribute
fromtwo or nmore ASs for a single prefix and the MED val ues are
uni que.
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3.1. AS Confederations and Type |l Churn

Let’s now exam ne the occurrence of Type Il Churn as it relates to AS
Conf ederations. Figure 3 provides our sanple topol ogy:

s \
| AS 1 / Sub- AS 65500 \ |
| | | |
| | RC. . . . Rd | |
| | . r2 : | |
| \ / |
| e |
| *40 *40 |
| e R ELEREEELELEE |
| / \ / \ |
| |  Sub-AS | | Sub-AS | |
| 65501 . | | 65502 | |
] " | | ” ]
| | *10 | | *2 . *3 | |
| | : | | : | |
| | Ra | | Ry . Rf | |
| \ / / |
| e |
\ (0) (1) 0) /
| AS 200 | | AS 300 |
| AS 400 | - 10.0.0.0/8

Fi gure 3: Exanpl e AS Confederations Topol ogy

In Figure 3 AS 1 contains three Sub-ASs, 65500, 65501 and 65502. No
RR is used within the Sub-AS, and as such, all routers w thin each
Sub-AS are fully neshed. Ra and Rb are nenbers of Sub-AS 65501. Rc
and Rd are nenbers of Sub-AS 65500. Ra and Rg are EBGP peering with
AS 200, router Rf has an EBGP peering with AS 300. AS 200 and AS 300
provide transit for AS 400, and in particular, the 10/8 network. The
dotted lines are used to represent BGP peering sessions.
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The nunber following each '*' on the BGP peering sessions represents
the additive IGP netrics that are to be associated with the BGP
NEXT_HOP. The nunber contained in parentheses on each AS 1 EBGP
peering session represents the MED val ue advertised by the peer to be
associated with the network reachability advertisement (10.0.0.0/8).

Rc, Rd and Re are the prinmary routers involved in the churn, and as
such, will be the only BGP tables that we will monitor step by step

For the following steps 1 through 8 each router’s best route will be
marked with a ' *’

1) Re receives the AS 400 10.0.0.0/8 route advertisenent via AS
200 fromRg and AS 300 fromRf. Re selects the path via Rg and
AS 200 because of I1GP netric (Re didn’t consider MED because
the advertisements were received fromdifferent ASs).

NEXT_HOP

Router AS PATH MED | GP Cost
Re * 200 400 1 2
300 400 3

Re sends an UPDATE nessage to Rd advertising its new best path
200 400, 1'.

2) The ' 200 400, 0" path was advertised fromRa to Rb, and then
fromRb to Rce. Rd learns the '200 400, 1' path from Re

NEXT_HOP

Router AS PATH MED | GP Cost
Re * 200 400 0 50
Rd * 200 400 1 42
Re 300 400 3
* 200 400 1 2
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3) Rc and Rd advertise their best paths to each other; Rd selects
'200 400, 0’ because of the MED.

NEXT _HOP

Router AS PATH MED | GP Cost
Rc * 200 400 O 50
200 400 1 44

Rd  * 200 400 O 52
200 400 1 42

Re 300 400 3
* 200 400 1 2

Rd has a new best path so it sends an UPDATE to to Re,
announci ng the new path and an UPDATE/ wi t hdraw for ' 200 400, 1’
to Rc.

4) Re now sel ects 300 400" (with no MED) because ' 200 400, O’
beats 200 400, 1' based on MED and ' 300 400" beats '200 400,
0’ because of I GP netric.

NEXT _HOP

Router AS PATH MED | GP Cost
Rc * 200 400 O 50
Rd * 200 400 O 52
200 400 1 42

Re * 300 400 3
200 400 O 92

Re has a new best path and sends an UPDATE to Rd for '300 400'.

5) Rd selects the '300 400° path because of I GP netric.

NEXT _HOP

Router AS PATH MED | GP Cost
Rc * 200 400 O 50
Rd 200 400 O 52
* 300 400 43

Re * 300 400 3
200 400 O 92

200 400 1 2

Rd has a new best path so it sends an UPDATE to Rc and a
UPDATE/ wi t hdraw to Re for ' 200 400, 0.
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6) Rc selects '300 400" because of the IGP netric. Re selects
'200 400, 1' because of the IGP netric.

NEXT _HOP

Router AS PATH MED | GP Cost
Re 200 400 O 50
* 300 400 45

Rd 200 400 O 52
* 300 400 43

Re 300 400 3
* 200 400 1 2

Rc sends an UPDATE/wi thdraw for 200 400, O to Rd. Re sends
an UPDATE for '200 400, 1' to Rd.

7) Rd selects ’200 400, 1' as its new best path based on the IGP

netric.

NEXT _HOP

Router AS PATH MED | GP Cost

Rc 200 400 0 50

* 300 400 45

Rd * 200 400 1 42

Re 300 400 3

* 200 400 1 2

Rd sends an UPDATE to Rc, announcing ' 200 400, 1' and
inmplicitly withdraws ' 300 400

8) Rc selects '200 400, O

NEXT _HOP

Router AS PATH MED | GP Cost
Rc * 200 400 O 50
200 400 1 44

Rd  * 200 400 1 42
Re 300 400 3
* 200 400 1 2

At this point we are back to Step 2 and are in a | oop.
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3.2. Potential Wrkarounds for Type Il Churn

)

2)

3)

4)

5)

Do not accept MEDs from peers (this may not be a feasible
alternative).

Utilize other BGP attributes higher in the decision process so
that the BGP decision algorithmselects a single AS before it
reaches the MED step. For exanple, if local-pref were set based
on the advertising AS, then you first elinnate all routes except
those in a single AS. In the exanple, router Re would pick either
X or Y based on your local -pref and never change sel ections.

This | eaves two sinple workarounds for the two types of problens.

Type |: Make inter-cluster or inter-sub-AS link nmetrics higher
than intra-cluster or intra-sub-AS netrics.

Type |1: Make route selections based on |ocal -pref assigned to the
advertising AS first and then use | GP cost and MED to nake
sel ection anong routes fromthe same AS.

Note that this requires per-prefix policies, as well as near

inti mte know edge of other networks by the network operator. The
authors are not aware of ANY [large] provider today that perforns
per-prefix policies on routes learned frompeers. |Inplicitly
renoving this dynanic portion of route selection does not appear
to be a viable option in today’'s networks. The nmain point is that
an avail abl e wor karound using | ocal -pref so that no two AS' s
advertise a given prefix at the sane |ocal -pref solves type |
churn.

Al ways conpare BGP MEDs, regardl ess of whether or not they were
obtained froma single AS. This is probably a bad idea since MEDs
may be derived in a number of ways, and are typically done so as a
matter of operator-specific policy and largely a function of
avai l abl e netric space provided by the enployed IGP. As such
conmparing MED values for a single prefix learned frommnultiple ASs
is ill-advised. This nostly defeats the purpose of MEDs; Option 1
may be a nore viable alternative.

Do not use nore than one tier of Route Reflection or Sub-ASs in

t he networ k. The risk of route oscillation should be considered
when desi gning networks that might use a nulti-tiered routing

i solation architecture.

In a RR topol ogy, nesh the clients. For confederations, mesh the
border routers at each level in the hierarchy. |In Figure 3, for
exanple, if Rb and Re are peers, then there’'s no churn
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4. Future Work
It should be stated that protocol enhancenments regarding this problem
must be pursued. |nposing network design requirenents, such as those
outlined above, are clearly an unreasonable |ong-term sol ution
Probl ens such as this should not occur under 'default’ protocol
configurations.

5. Security Considerations

Thi s discussion introduces no new security concerns to BGP or other
specifications referenced in this docunent.
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"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LIM TED TO ANY WARRANTY THAT THE USE OF THE | NFORMATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE.
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