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Abst ract

Thi s

docunent di scusses the fundamental requirenments for replication

of data accessible via the Lightweight Directory Access Protocol
(version 3) (LDAPv3). It is intended to be a gathering place for
general replication requirenments needed to provide interoperability
between informational directories.
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1 Introduction

Distributing directory information throughout the network provides a
two-fold benefit: (1) it increases the reliability of the directory
through fault tolerance, and (2) it brings the directory content
closer to the clients using the data. LDAP' s success as an access
protocol for directory information is driving the need to distribute
LDAP directory content within the enterprise and Internet.

Currently, LDAP does not define a replication nechanism and nentions
LDAP shadow servers (see [RFC2251]) in passing. A standard nechani sm
for directory replication in a multi-vendor environnent is critica

to the continued success of LDAP in the market place.

Thi s docunent sets out the requirenents for replication between
mul tiple LDAP servers. Wile RFC 2251 and RFC 2252 [ RFC2252] set
forth the standards for conmuni cati on between LDAP clients and
servers there are additional requirenents for server-to-server
communi cati on. Sonme of these are covered here.

This docunment first introduces the term nology to be used, then
presents the different replication nodels being considered.
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Requirements follow, along with security considerations. The
reasoning that leads to the requirenents is presented in the
Appendi ces. This was done to provide a clean separation of the
requirenents fromtheir justification

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in [ RFC2119].

2 Term nol ogy
The following terns are used in this docunent:

Anonynous Replication - Replication where the endpoints are
identified to each other but not authenticated. Al so known as
"unaut henti cated replication".

Area of replication - A whole or portion of a Directory Infornation
Tree (DIT) that nakes up a distinct unit of data to be replicated.
An area of replication is defined by a replication base entry and
includes all or sone of the depending entries contained therein on a
single server. It divides directory data into partitions whose
propagati on behavi or may be independently configured from ot her
partitions. Areas of replication may overlap or be nested. This is
a subset of the definition of a "replicated area" in X 525 [ X 525].

Atom c operation - A set of changes to directory data which the LDAP
standards guarantee will be treated as a unit; all changes will be
made or all the changes will fail.

Atomcity Information - Information about atonic operations passed as
part of replication.

Conflict - A situation that arises when changes are made to the sane
directory data on different directory servers before replication can
synchroni ze the data on the servers. Wen the servers do
synchroni ze, they have inconsistent data - a conflict.

Conflict resolution - Determnistic procedures used to resolve change
information conflicts that may arise during replication

Critical OD- Attributes or object classes defined in the
replication agreenent as being critical to the operation of the
system Changes affecting critical O Ds cause inmediate initiation
of a replica cycle. An exanple of a critical O D night be a password
or certificate.
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Fractional replication - The capability to filter a subset of
attributes for replication.

I ncrenental Update - An update that contains only those attributes or
entries that have changed

Master Replica - Areplica that nmay be directly updated via LDAP
operations. |In a Master-Slave Replication system the Master Replica
is the only directly updateable replica in the replica-group

Mast er- Sl ave, or Single Master Replication - A replication nodel that
assunes only one server, the nmaster, allows LDAP wite access to the
replicated data. Note that Mster-Slave replication can be

consi dered a proper subset of nulti-master replication.

Meta-Data - Data collected by the replication systemthat describes
the status/state of replication

Mul ti-Master Replication - A replication nodel where entries can be
witten and updated on any of several master replica copies without
requi ri ng conmuni cati on with other naster replicas before the wite
or update is perforned.

One-way Replication - The process of synchronization in a single
direction where the authoritative source infornation is provided to a
replica.

Partial Replication - Partial Replication is Fractional Replication
Sparse Replication, or both.

Propagati on Behavi or - The behavi or of the synchronization process
bet ween a consuner and a supplier.

Replica - An instance of an area of replication on a server.

Replica-Goup - The servers that hold instances of a particular area
of replication. A server nmay be part of several replica-groups.

Replica (or Replication) Cycle - The interval during which update
informati on i s exchanged between two or nore replicas. It begins
during an attenpt to push data to, or pull data from another replica
or set of replicas, and ends when the data has successfully been
exchanged or an error is encountered.

Replication - The process of synchronizing data distributed across
directory servers and rectifying update conflicts.
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Replication Agreenent - A collection of information describing the
paraneters of replication between two or nore servers in a replica-

gr oup.

Replication Base Entry - The distingui shed nane of the root vertex of
a replicated area

Replication Initiation Conflict - A Replication Initiation Conflict
is a situation where two sources want to update the sane replica at
the sane tine.

Replication Session - A session set up between two servers in a
replica-group to pass update information as part of a replica cycle.

Slave (or Read-Only) Replica - Areplica that cannot be directly
updated via LDAP requests. Changes nay only be made via replication
froma master replica. Read-only replicas may occur in both single-
and nulti-nmaster systens.

Sparse Replication - The capability to filter sone subset of entries
(other than a conplete collection) of an area of replication

Topol ogy - The shape of the directed graph describing the
rel ati onshi ps between replicas.

Two-way Replication - The process of synchronization where change
information flows bi-directionally between two replicas.

Unaut henti cated Replication - See Anonynous Replication

Updat e Propagation - Protocol -based process by which directory
replicas are reconcil ed.

3 The Mbdel s

The objective is to provide an interoperable, LDAPv3 directory
synchroni zation protocol that is sinple, efficient and fl exible;
supporting both multi-naster and naster-slave replication. The
protocol nust nmeet the needs of both the Internet and enterprise
envi ronment s.

There are five data consistency nodels.
Model 1: Transactional Consistency -- Environnents that exhibit all

four of the ACID properties (Atonicity, Consistency, Isolation,
Durability) [ACID].
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Model 2: Eventual (or Transient) Consistency -- Environnents where
definite know edge of the topology is provided through predeterm ned
replication agreenments. Exanples include X 500 Directories (the

X. 500 nodel is single-master only) [X 501, X 525], Bayou [ XEROX], and
NDS (Novell Directory Services) [NDS]. In this nodel, every update
propagates to every replica that it can reach via a path of stepw se
eventual connectivity.

Model 3: Limited Effort Eventual (or Probabilistic) Consistency --
Envi ronments that provide a statistical probability of convergence
wi th know edge of topology. An exanple is the Xerox O earinghouse

[ XEROX2]. This nodel is simlar to "Eventual Consistency", except
where replicas nmay purge updates. Purging drops propagati on changes
when sone replica tinme boundary is exceeded, thus |eaving sone
changes replicated to only a portion of the topology. Transactiona
consi stency is not preserved, though sonme weaker constraints on
consi stency are avail abl e.

Model 4: Loosest Consistency -- Environnents where information is
provided froman opportunistic or sinple cache until stale. Conplete
know edge of topology may not be shared anbng all replicas.

Model 5: Ad hoc -- A copy of a data store where no follow up checks
are nade for the accuracy/freshness of the data.

Consi stency nodels 1, 2 and 3 involve the use of prearranged
replication agreenments anong servers. \ile nodel 1 may sinplify
support for atomcity in nulti-master systens, the added conplexity
of the distributed 2-phase commit required for Mddel 1 is

significant; therefor, nodel 1 will not be considered at this tine.
Models 4 and 5 involve unregistered replicas that "pull" updates from
anot her directory server without that server’'s know edge. These
nodel s violate a directory’s security policies.

Models 2 and 3 illustrate two replication scenarios that nust be
handl ed: policy configuration through security nmanagenent paraneters
(rmodel 2), and hosting relatively static data and address information
as in white-pages applications (nmodel 3). Therefore, replication
requi renents are presented for nodels 2 and 3.

Interoperability anong directories using LDAP replication may be
limted for inplenentations that add senmantics beyond those specified
by the LDAP core documents (RFC 2251-2256, 2829, 2830). In addition
the "core" specifications include nunerous features which are not
mandat ory-to-i npl enent (e.g., RECOMMENDED or OPTIONAL). There are

al so nunerous el ective extensions. Thus LDAP replication
interoperability between independent inplenmentations of LDAP which
support different options nmay be limted. Use of applicability
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statenents to inprove interoperability in particular application
spaces i s RECOVMMENDED

4 Requirenents
4.1 Cenera

GlL. LDAP Replication MJST support nodels 2 (Eventual Consistency)
and 3 (Limted Effort Eventual Consistency) above.

&. LDAP Replication SHOULD NOT preclude support for nodel 1
(Transactional Consistency) in the future.

G3. LDAP replication SHOULD have mnininmal inpact on system
per f or mance.

4. The LDAP Replication Standard SHOULD NOT limt the replication
transaction rate.

G5. The LDAP replication standard SHOULD NOT linmit the size of an
area of replication or a replica.

6. Meta-data collected by the LDAP replication mechani sm MUST NOT
grow w t hout bound.

G7. Al policy and state data pertaining to replication MJST be
accessi bl e via LDAP.

8. LDAP replication MIST be capable of replicating the foll ow ng:
- all userApplication attribute types
- all directoryOperation and distributedOperation attribute
types defined in the LDAP "core" specifications (RFCs 2251-
2256, 2829-2830)
- attribute subtypes

- attribute description options (e.g., ";binary" and Language
Tags [ RFC2596])

@@. LDAP replication SHOULD support replication of
directoryQOperation and di stributedQperation attribute types
defined in standards track LDAP extensions.

Gl0. LDAP replication MIST NOT support replication of dsaQOperation
attribute types as such attributes are DSA-specific.
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Gl1l. The LDAP replication systemshould limt inmpact on the network
by minimzing the nunber of nessages and the anount of traffic
sent.

4.2 Nbdel

ML. The nodel MJST support the following triggers for initiation of
a replica cycle:

a) A configurable set of scheduled tines

b) Periodically, with a configurable period between replica
cycl es

c) A configurabl e maxi num anount of tine between replica cycles
d) A configurabl e nunber of accunul ated changes
e) Change in the value of a critical AOD

f) As the result of an automatic rescheduling after a
replication initiation conflict

g) A manual request for inmediate replication

Wth the exception of nanual request, the specific trigger(s)
and rel ated paranmeters for a given server MJST be identified in
a well-known pl ace defined by the standard, e.g., the
Replication Agreenent(s).

M2. The replication nodel MJST support both nmaster-slave and multi -
master rel ationships.

MB. An attribute in an entry MJST eventually converge to the sane
set of values in every replica holding that entry.

M4. LDAP replication MJST enconpass schema definitions, attribute
nanes and val ues, access control information, know edge
i nformati on, and nanme space infornmation

Mb. LDAP replication MIUST NOT require that all copies of the
replicated informati on be conplete, but MAY require that at
| east one copy be conplete. The nodel MJST support Parti al
Repl i cas.

Mb. The determ nation of which O Ds are critical MJST be
configurable in the replication agreenent.
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M/. The paraneters of the replication process anong the nenbers of
the replica-group, including access paraneters, necessary
aut hentication credentials, assurances of confidentiality
(encryption), and area(s) of replication MIST be defined in a
standard | ocation (e.g., the replication agreenents).

MB. The replication agreenents SHOULD accommodate nultiple servers
receiving the same area of replication under a single predefined
agr eenent .

MD. LDAP replication MJIST provide scalability to both enterprise and
I nternet environnents, e.g., an LDAP server nust be able to
provide replication services to replicas within an enterprise as
wel | as across the |nternet.

MLO. While different directory inplenentations can support
di fferent/extended schema, schema mi smatches between two
replicating servers MUST be handled. One way of handling such
m smat ches night be to raise an error condition

ML1. There MJST be a facility that can update, or totally refresh, a
replica-group froma standard data format, such as LD F format
[ RFC2849] .

ML2. An update received by a consuner nore than once MJST NOT produce
a different outcome than if the update were received only once.

4.3 Protocol

P1. The replication protocol MJST provide for recovery and
rescheduling of a replication session due to replication
initiation conflicts (e.g., consuner busy replicating with other
servers) and or loss of connection (e.g., supplier cannot reach
a replica).

P2. LDUP replication SHOULD NOT send an update to a consuner if the
consuner has previously acknow edged that update.

P3. The LDAP replication protocol MJST allow for full update to
facilitate replica initialization and reset loading utilizing a
standardi zed format such as LDl F [ RFC2849] format.

P4. Increnental replication MIUST be all owed.

P5. The replication protocol MJST allow either a nmaster or slave
replica to initiate the replication process.
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P6. The protocol MJST preserve atonicity of LDAP operations as
defined in RFC2251 [ RFC2251]. In a nulti-nmaster environment
this may | ead to an unresol vable conflict. Mw and MVb di scuss
how to handl e this situation

P7. The protocol MJUST support a nmechanismto report schema
m smat ches between replicas discovered during a replication
sessi on.

4.4 Schema

SCl. A standard way to determ ne what replicas are held on a server
MJUST be defi ned.

SC2. A standard scherma for representing replication agreenents MJST
be defi ned.

SC3. The senantics associated with nodifying the attributes of
replication agreenents MJST be defi ned.

SC4. A standard nmethod for determining the |location of replication
agreenments MJUST be defi ned.

SC5. A standard schena for publishing state infornmation about a
given replica MIST be defi ned.

SC6. A standard nethod for determining the location of replica state
i nformati on MJUST be defi ned.

SC7. It MJST be possible for appropriately authorized
adm nistrators, regardless of their network | ocation, to access
replication agreenents in the DI T.

SC8. Replication agreenments of all servers containing replicated
i nformati on MJUST be accessi ble via LDAP.

SC9. An entry MJST be uniquely identifiable throughout its lifetine.

4.5 Single Master

SML.

St okes,

A Single Master system SHOULD provide a fast nethod of
pronoting a slave replica to becone the naster replica
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SMve.

4.6 Mult

MML.

M.

MVB.

4.7 Adm

AML.

AVR
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The master replica in a Single Master system SHOULD send al |
changes to read-only replicas in the order in which the naster
applied them

i - Mast er

The replication protocol SHOULD NOT saturate the network with
redundant or unnecessary entry replication

The initiator MJUST be allowed to determ ne whether it wll
becone a consuner or supplier during the synchronization
startup process.

During a replica cycle, it MJST be possible for the two servers
to switch between the consunmer and supplier roles.

VWhen multiple master replicas want to start a replica cycle
with the sanme replica at the sane tine, the nodel MJST have an
autonatic and determ nistic mechani smfor resolving or avoiding
replication initiation conflict.

Mul ti-master replication MUST NOT | ose information during
replication. |If conflict resolution would result in the |loss
of directory information, the replication process MJST store
that information, notify the adnministrator of the nature of the
conflict and the information that was |ost, and provide a
nmechani sm for possi bl e override by the admi nistrator

Mul ti-master replication MJST support convergence of the val ues
of attributes and entries. Convergence may result in an event
as described in Mvb.

Mul ti-master conflict resolution MJUST NOT depend on the in-
order arrival of changes at a replica to assure eventua
conver gence

Mul ti-master replication MJST support read-only replicas as
well as read-wite replicas.

ni strati on and Managenent

Replication agreenents MJUST allow the initiation of a replica
cycle to be administratively postponed to a nore conveni ent
peri od.

Each copy of a replica MIST maintain audit history information

of which servers it has replicated with and whi ch servers have
replicated with it.
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AMB.

AMA.

AND.

AVB

AM7.

AMB.

4.8 Secu

The t
t he |

S1.

S2.

S3.

S5.

S6.
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Access to replication agreenents, topol ogies, and policy
attributes MJST be provided through LDAP.

The capability to check the differences between two replicas
for the sane informati on SHOULD be provi ded.

A nechanismto fix differences between replicas w thout
triggering new replica cycles SHOULD be provi ded.

The sequence of updates to access control information (ACl) and
the data controlled by that ACI MJST be naintai ned by
replication.

It MUST be possible to add a 'blank’ replica to a replica-
group, and force a full update from (one of) the Master(s), for
t he purpose of adding a new directory server to the system

Vendors SHOULD provide tools to audit schema conpatibility
within a potential replica-group.

rity

erms "data confidentiality" and "data integrity"” are defined in
nternet Security d ossary [ RFC2828].

The protocol MJIST support nutual authentication of the source
and the replica directories during initialization of a
replication session.

The protocol MJIST support nutual verification of authorization
of the source to send and the replica to receive replicated data
during initialization of a replication session

The protocol MJIST al so support the initialization of anonynous
replication sessions.

The replication protocol MJST support transfer of data with data
integrity and data confidentiality.

The replication protocol MJST support the ability during
initialization of a replication session for an authenticated
source and replica to nutually decide to disable data integrity
and data confidentiality within the context of and for the
duration of that particular replication session.

To pronote interoperability, there MIUST be a nandatory-to-
i npl ement data confidentiality mechani sm
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S7. The transport for adninistrative access MJST pernit assurance of
the integrity and confidentiality of all data transferred.

S8. To support data integrity, there nust be a nandatory-to-
i npl ement data integrity nechani sm

5 Security Considerations

Thi s docunent includes security requirements (listed in section 4.8
above) for the replication nodel and protocol. As noted in Section
3, interoperability may be inpacted when replicating anong servers
that inplenent non-standard extensions to basic LDAP senmantics.
Security-related and general LDAP interoperability will be
significantly inpacted by the degree of consistency with which

i mpl enent ati ons support existing and future standards detailing LDAP
security nodels, such as a future standard LDAP access control nodel
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A

APPENDI X A - Usage Scenari os

The followi ng directory depl oynent exanples are intended to validate
our replication requirenments. A heterogeneous set of directory

i npl ementations is assuned for all the cases below This material is
i ntended as background; no requirenents are presented in this

Appendi X.

A. 1. Extranet Exanple

A 2.

Sto

A company has a trading partner with whomit w shes to share
directory information. This infornmation nmay be as sinple as a
corporate tel ephone directory, or as conplex as an extranet workfl ow
application. For performance reasons, the conpany wi shes to place a
replica of its directory within the Partner Conpany, rather than
exposing its directory beyond its firewall

The requirenents that follow fromthis scenario are

- One-way replication, single nastered.

- Authentication of clients.

- Conmmon access control and access control identification

- Secure transm ssion of updates.

- Selective attribute replication (Fractional Replication), so that
only partial entries can be replicated.

Consol i dati on Exanpl e

Conmpany A acquires conpany B. Each conpany has an exi sting
directory.

During the transition period, as the organi zations are nerged, both
directory services nust coexist. Conpany A may wi sh to attach
conpany B's directory to its own.

The requirenents that follow fromthis scenario are

- Multi-Master replication

- Common access control nodel. Access control nodel identification

- Secure transm ssion of updates.

- Replication between DITs with potentially differing schena.
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A. 3. Replication Heterogeneous Depl oynent Exanple

An organi zati on may choose to deploy directory inplenentations from
mul tiple vendors, to enjoy the distinguishing benefits of each

In this case

multi-nmaster replication is required to ensure that the

multiple replicas of the DIT are synchroni zed. Sonme vendors nay
provide directory clients, which are tied to their own directory
servi ce.

The requirenents that follow fromthis scenario are

A 4.

Mul ti-Master replication

Conmon access control nodel and access control nbde
identification.

Secure transnission of updates.
Replication anong DITs with potentially differing schenas.

Shared Nane Space Exanpl e

Two organi zati ons may choose to cooperate on sone venture and need a
shared nane space to nanage their operation. Both organizations wll
require adnministrative rights over the shared nane space.

The requirenents that follow fromthis scenario are

Mul ti-Master replication

Conmon access control nodel and access control nodel
identification.

Secure transmi ssion of updates.

Supplier Initiated Replication

This is a single nmaster environment that naintains a nunber of
replicas of the DIT by pushing changes based on a defined schedul e.

The requirenents that follow fromthis scenario are

Si ngl e-mast er environment.
Supplier-initiated replication

Secure transni ssion of updates.
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A 6

A 8

. Consuner Initiated Replication

Again a single mastered replication topology, but the slave replica
initiates the replication exchange rather than the master. An
exanple of this is a replica that resides on a | aptop conputer that
may run di sconnected for a period of tine.

The requirenents that follow fromthis scenario are:
- Singl e-naster environment.
- Consuner initiated replication
- Open scheduling (anytine).

Prioritized attribute replication
The password attribute can provide an exanple of the requirenent for
prioritized attribute replication. A user is working in Utah and the
admi nistrator resides in California. The user has forgotten his
password. So the user calls or emails the adnministrator to request a
new password. The admi nistrator provides the updated password (a
change) .
Under nornal conditions, the directory replicates to a nunber of
different | ocations overnight. But corporate security policy states
that passwords are critical and the new val ue nmust be avail abl e
i mediately (e.g., shortly) after any change. Replication needs to
occur immediately for critical attributes/entries.
The requirenents that follow fromthis scenario are:
- Incremental replication of changes.
- Imedi ate replication on change of certain attributes.
- Replicate based on tine/attribute senmantics
. Bandwi dt h i ssues
The replication of Server (A) RRWreplica (a) in Kathmandu i s handl ed
via a dial up phone link to Paris where server (B) RRWreplica of (a)
resides. Server (C) R Wreplica of (a) is connected by a T1

connection to server (B). Each connection has a different
performance characteristic.
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The requirenents that follow fromthis scenario are:

- Mnimze repetitive updates when replicating frommultiple
replication paths.

Increnental replication of changes.

Provide replication cycles to delay and/or retry when connections
cannot be reached.

- Allowances for consuner initiated or supplier initiated
replication.

A 9. Interoperable Adm nistration and Managenent

The adnministrator with administrative authority of the corporate
directory which is replicated by nunerous geographically dispersed
LDAP servers fromdifferent vendors notices that the replication
process is not conpleting correctly as the change |l og is continuing
to grow and/or error nessages informhim The adnministrator uses his
$19. 95 RepCo LDAP directory replication diagnostic tools to | ook at
Root DSE replica know edge on server 17 and determ nes that server 42
made by LDAP' RUS Inc. is not replicating properly due to an object
conflict. Using his Repco Renote repair tools he connects to server
42 and resolves the conflict on the renote server

The requirenents that follow fromthis scenario are

Provide replication audit history.
- Provide nechani sns for nanagi ng conflict resolution.

- Provide LDAP access to predeternined agreenments, topol ogy and
policy attributes.

- Provide operations for conparing replica’ s content for validity.
- Provide LDAP access to status and audit information.

A.10. Enterprise Directory Replication Mesh
A Corporation builds a nesh of directory servers within the
enterprise utilizing LDAP servers fromvarious vendors. Five servers
are holding the same area of replication. The predeterni ned
replication agreenment(s) for the enterprise mesh are under a single

managenent, and the security domain allows a single predeternined
replication agreenment to manage the 5 servers’ replication
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The requirenents that follow fromthis scenario are:

- One predefined replication agreenent that manages a single area of
replication that is held on nunerous servers.

- Conmon support of replication managenent know edge across vendor
i mpl enent ati on.

- Rescheduling and continuation of a replication cycle when one
server in a replica-group is busy and/or unavail abl e.

A . 11. Failure of the Master in a Master-Slave Replicated Directory

A conpany has a corporate directory that is used by the corporate
email system The directory is held on a mesh of servers from
several vendors. A corporate relocation results in the closing of
the | ocation where the master copy of the directory is |ocated.
Enpl oyee information (such as nmil box | ocations and enpl oyee
certificate information) nust be kept up to date or nmil cannot be
del i vered

The requirenents that follow fromthis scenario are

- An existing slave replica nust be "pronote-able" to becone the new
nast er.

- The "pronotion" nust be done wi thout significant downtinme, since
updates to the directory will continue.

A.12. Failure of a Directory Holding Critical Service Information
An | SP uses a policy managenent systemthat uses a directory as the
policy data repository. The directory is replicated in severa
different sites on different vendors’ products to avoid single points
of failure. It is inperative that the directory be avail able and be
updat eabl e even if one site is disconnected fromthe network.
Changes to the data nust be traceable, and it nust be possible to
det ermi ne how changes nade fromdifferent sites interacted
The requirenents that follow fromthis scenario are
- Multi-nmaster replication
- Ability to reschedul e replication sessions.

- Support for manual review and override of replication conflict
resol ution.
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B. APPENDI X B - Rational e

Thi s Appendi x gives sone of the background behind the requirenents.

It is included to help the protocol designers understand the thinking
behi nd some of the requirenments and to present sone of the issues
that shoul d be considered during design. Wth the exception of
section B.8, which contains a suggested requirenent for the update to
RFC 2251, this Appendi x does not state any formal requirements.

B.1. Meta-Data Inplications

Requi rement (4 states that neta-data nust not grow w thout bound.
This inplies that nmeta-data nust, at sonme point, be purged fromthe
system This, in turn, raises concerns about stability. Purging
net a-data before all replicas have been updated nmay lead to

i nconplete replication of change information and inconsistencies
anong replicas. Therefore, care nust be taken setting up the rules
for purging neta-data fromthe systemwhile still ensuring that
meta-data will not grow forever.

B.2. Order of Transfer for Replicating Data

Situations may arise where it would be beneficial to replicate data
out-of-order (e.g., send data to consuner replicas in a different
order than it was processed at the supplier replica). One such case
m ght occur if a large bulk | oad was done on the naster server in a
singl e-master environment and then a single change to a critical QD
(a password change, for exanple) was then made. Rather than wait for
all the bulk data to be sent to the replicas, the password change

m ght be noved to the head of the queue and be sent before all the
bul k data was transferred. Qher cases where this mght be

consi dered are schema changes or changes to critical policy data
stored in the directory.

VWhile there are practical benefits to allow ng out-of-order transfer
there are sonme negative consequences as well. Once out-of-order
transfers are permtted, all receiving replicas nust be prepared to
deal with data and schema conflicts that might arise

As an exanpl e, assune that schema changes are critical and nust be
moved to the front of the replication queue. Now assune that a
schena change deletes an attribute for sone object class. It is
possi bl e that sone of the operations ahead of the schena change in
the queue are operations to delete values of the soon-to-be-del eted
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attribute so that the schenma change can be done with no problens. |If
the schema change noves to the head of the queue, the consuner
servers might have to delete an attribute that still has val ues, and
then receive requests to delete the values of an attribute that is no
| onger defi ned.

In the multi-nmaster case, similar situations can arise when

si nul t aneous changes are nmade to different replicas. Thus, multi-
mast er systens nust have conflict resolution algorithms in place to
handl e such situations. But in the single-master case conflict
resolution is not needed unless the naster is allowed to send data
out-of-order. This is the reasoning behind requirenent SM2, which
recomends that data al ways be sent in order in single-naster
replication.

Note that even with this restriction, the concept of a critical AOD
is still useful in single-master replication. An exanple of its
utility can be found in section A 7.

B. 3. Scherma M smatches and Replication

Mul ti-vendor environments are the primary area of interest for LDAP
replication standards. Sonme attention nust thus be paid to the issue
of schema m snat ches, since they can easily arise when vendors
deliver slightly different base schema with their directory products.
Even when both products neet the requirenents of the standards

[ RFC2252], the vendors may have included additional attributes or
object classes with their products. Wen tw different vendors
products attenpt to replicate, these additions can cause schema

m smat ches. Anot her potential cause of schena m snmatches is

di scussed in section A 3.

There are only a few possible responses when a msmatch is
di scover ed.

- Raise an error condition and ignore the data. This should al ways
be allowed and is the basis for requirenent P8 and the comrent on
MLO.

- Map/convert the data to the formrequired by the consum ng replica.
A system may choose this course; requirenent MO is intended to
allow this option. The extent of the conversion is up to the
i npl enentation; in the extrene it could support use of the
replication protocol in nmeta-directories.

- Quietly ignore (do not store on the consuner replica and do not

raise an error condition) any data that does not conformto the
schenma at the consuner.
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Requi rement MLO is intended to exclude the last option

Requi rement AMB suggests that vendors should provide tools to help

di scover schema mi smatches when replication is being set up. But
schema will change after the initial setup, so the replication system
nmust be prepared to handl e unexpected m smat ches.

Nornmal | ETF practice in protocol inplenentation suggests that one be
strict in what one sends and be flexible in what one receives. The
parallel in this case is that a supplier should be prepared to
receive an error notification for any schema m smatch, but a consumer
may choose to do a conversion instead.

The other option that can be considered in this situation is the use
of fractional replication. |If replication is set up so only the
common attributes are replicated, m smatches can be avoi ded.

One additional consideration here is replication of the schenma
itself. M requires that it be possible to replicate schema. |If a
consuner replica is doing conversion, extrene care should be taken if
schena el ements are replicated since sonme attributes are intended to
have different definitions on different replicas.

For fractional replication, the protocol designers and inplenentors
shoul d give careful consideration to the way they handl e schenma
replication. Some options for scherma replication include:

- Al schema elenents are replicated.

- Schema el enents are replicated only if they are used by attributes
that are being replicated.

- Schema are manual ly configured on the servers involved in
fractional replication; schema elenents are not replicated via the
pr ot ocol

B.4. Detecting and Repairing |Inconsistencies Among Replicas
Despite the best efforts of designers, inplenentors, and operators,
i nconsistencies will occasionally crop up anong replicas in

production directories. Tools will be needed to detect and to
correct these inconsistencies.
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A special client may acconplish detection through periodic
conmparisons of replicas. This client would typically read two
replicas of the sane replication base entry and conpare the answers,
possi bly by BINDing to each of the two replicas to be conpared and
reading them both. In cases where the directory automatically
reroutes sone requests (e.g., chaining), nechanisns to force access
to a particular replica should be supplied.

Alternatively, the server could support a special request to handle
this situation. A client would invoke an operation at sonme server.

It woul d cause that server to extract the contents from sone ot her
server it has a replication agreenent with and report the differences
back to the client as the result.

If an inconsistency is found, it needs to be repaired. To determ ne
the appropriate repair, the admnistrator will need access to the
replication history to figure out how the inconsistency occurred and
what the correct repair should be.

Wien a repair is nade, it should be restricted to the replica that
needs to be fixed; the repair should not cause new replication events
to be started. This may require special tools to change the |oca
data store without triggering replication.

Requi rements AM2, AMA, and AMb address these needs.
B.5. Some Test Cases for Conflict Resolution in Milti-Mster Replication

Use of multi-nmaster replication inevitably leads to the possibility
that inconpatible changes will be made sinultaneously on different
servers. |In such cases, conflict resolution algorithns nust be
appl i ed.

As a guiding principle, conflict resolution should avoid surprising
the user. One way to do this is to adopt the principle that, to the
extent possible, conflict resolution should mnic the situation that
woul d happen if there were a single server where all the requests
wer e handl ed.

While this is a useful guideline, there are sone situations where it
is inpossible to inplenment. Sone of these cases are examined in this
section. In particular, there are sone cases where data will be
"lost" in multi-master replication that would not be lost in a

si ngl e-server configuration
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In the exanpl es bel ow, assune that there are three replicas, A B
and C. Al three replicas are updateable. Changes are nade to
replicas A and B before replication allows either replica to see the
change made on the other. In discussion of the nulti-master cases,
we assune that the change to A takes precedence using whatever rules
are in force for conflict resolution.

B.5.1. Create-Create

A user creates a new entry with distinguished name DN on A. At the
same time, a different user adds an entry with the sane distingui shed
name on B.

In the single-server case, one of the create operations would have
occurred before the other, and the second request woul d have fail ed.

In the multi-nmaster case, each create was successful on its
originating server. The problemis not detected until replication
takes place. Wen a replication request to create a DN that already
exi sts arrives at one of the servers, conflict resolution is invoked.
(Note that the two requests can be distingui shed even though they
have the sanme DN because every entry has sonme sort of unique
identifier per requirenment SC9.)

As noted above, in these discussions we assune that the change from
replica A has priority based on the conflict resolution algorithm
Whi chever change arrives first, requirenment MV6 says that the val ues
fromreplica A nmust be those in place on all replicas at the end of
the replication cycle. Requirement Mvb states that the system cannot
quietly ignore the values fromreplica B

The values fromreplica B mght be Iogged with sonme notice to the
adm nistrators, or they might be added to the DIT with a machine
generated DN (again with notice to the adnministrators). |If they are
stored with a machi ne generated DN, the sanme DN nust be used on all
servers in the replica-group (otherw se requirenent M3 woul d be
violated). Note that in the case where the entry in question is a
contai ner, storage with a nmachi ne generated DN provides a place where
descendent entries may be stored if any descendents were generated
before the replication cycle was conpl et ed.

In any case, sone nechani smnust be provided to allow the

adm nistrator to reverse the conflict resolution algorithmand force
the values originally created on B into place on all replicas if

desi red.
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B. 5. 2. Renane- Renane

On replica A, an entry with distinguished name DN1 is renaned to DN
At the sanme tine on replica B, an entry with distingui shed nane DN2
is renaned to DN

In the single-server case, one renane operation would occur before
the other and the second would fail since the target nane already
exi sts.

In the multi-nmaster case, each rename was successful on its
originating server. Assuning that the change on A has priority in
the conflict resolution sense, DN will be left with the values from
DN1 in all replicas and DN1 will no longer exist in any replica. The
question is what happens to DN2 and its original val ues.

Requi rement MVb states that these val ues nust be stored sonewhere
They mi ght be logged, they nmight be left in the DIT as the val ues of
DN2, or they might be left in the DIT as the val ues of sone nachine
generated DN. Leaving themas the values of DN2 is attractive since
it is the sane as the single-server case, but if a new DN2 has

al ready been created before the replica cycle finishes, there are
some very conpl ex cases to resolve. Any of the solutions described
in this paragraph woul d be consistent with requirenent MVb.

B.5.3. Locking Based on Atonmicity of ModifyRequest

There is an entry with distinguished name DN that contains attributes
X, Y, and Z. The value of Xis 1. On replica A a MdifyRequest is
processed which includes nodifications to change that value of X from
1to O and to set the value of Y to "USERL". At the sanme time,
replica B processes a MdifyRequest which includes nodifications to
change the value of X from1l to O and to set the value of Y to
"USER2" and the value of Z to 42. The application in this case is
using X as a lock and is depending on the atom c nature of

Modi f yRequests to provide nutual exclusion for |ock access.

In the single-server case, the two operations would have occurred
sequentially. Since a MddifyRequest is atomic, the entire first

operation would succeed. The second MdifyRequest would fail, since
the value of X would be 0 when it was attenpted, and the nodification
changing X from1 to O would thus fail. The atomicity rule would

cause all other nodifications in the MdifyRequest to fail as well.

In the multi-master case, it is inevitable that at |east sonme of the
changes will be reversed despite the use of the |lock. Assunming the
changes from A have priority per the conflict resolution algorithm

the value of X should be 0 and the val ue of Y should be "USERL" The
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interesting question is the value of Z at the end of the replication
cycle. If it is 42, the atonmicity constraint on the change fromB
has been violated. But for it to revert to its previous val ue,
groupi ng information nust be retained and it is not clear when that

i nformati on can be safely discarded. Thus, requirement G6 may be

vi ol at ed.

B.5.4. Ceneral Principles

Wth multi-nmaster replication there are a nunber of cases where a
user or application will conplete a sequence of operations with a
server but those actions are |later "undone" because soneone el se
conpleted a conflicting set of operations at another server.

To some extent, this can happen in any multi-user system |If a user
changes the value of an attribute and later reads it back

i nterveni ng operations by another user may have changed the val ue.
In the multi-nmaster case, the problemis worsened, since techniques
used to resolve the problemin the single-server case won't work as
shown in the exanpl es above.

The maj or question here is one of intended use. |n LDAP standards
work, it has long been said that replication provides "l oose

consi stency" anong replicas. At several |ETF neetings and on the
mailing list, usage exanples fromfinance where |locking is required
have been decl ared poor uses for LDAP. Requirenent Gl is consistent
with this history. But if |oose consistency is the goal, the |ocking
exanpl e above is an inappropriate use of LDAP, at least in a
replicated environnent.

B.5.5. Avoiding the Problem
The exanpl es above di scuss sone of the nost difficult problens that
can arise in multi-master replication. Wile they can be dealt wth,
dealing with themis difficult and can lead to situations that are
quite confusing to the application and to users.
The conmon characteristics of the exanples are:
- Several directory users/applications are changi ng the sane data.
- They are changing the data before previ ous changes have repli cat ed.
- They are using different directory servers to make these changes.
- They are changing data that are parts of a distinguished nane or

they are using MdifyRequest to both read and wite a given
attribute value in a single atonic request.
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If any one of these conditions is reversed, the types of problens
descri bed above will not occur. There are many useful applications
of multi-master directories where at |east one of the above
conditions does not occur. For cases where all four do occur,
application designers should be aware of the possible consequences.

B.6. Data Confidentiality and Data Integrity During Replication

Directories will frequently hold proprietary information. Policy

i nformati on, nane and address information, and custoner |ists can be
quite proprietary and are likely to be stored in directories. Such
data nust be protected against intercept or nodification during
replication.

In sone cases, the network environnent (e.g., a private network) nmay
provide sufficient data confidentiality and integrity for the
application. In other cases, the data in the directory nmay be public
and not require protection. For these reasons data confidentiality
and integrity were not nmade requirenents for all replication
sessions. But there are a substantial nunmber of applications that
will need data confidentiality and integrity for replication, so
there is a requirement (S4) that the protocol allow for data
confidentiality and integrity in those cases where they are needed.
Typically, the policy on the use of confidentiality and integrity
measures would be held in the replication agreenment per requirenent
M.

This | eaves the question of what mechanisnm(s) to use. Wile this is
ultimately a design/inplenentation decision, replication across
different vendors’ directory products is an inportant goal of the
LDAP replication work at the IETF. |If different vendors choose to
support different data confidentiality and integrity mechani sns, the
advant ages of a standard replication protocol would be lost. Thus
there is a requirenment (S6) for nandatory-to-inplenent data
confidentiality and integrity nechani sns.

Anonyrous replication (requirenment S3) is supported since it nay be
useful in the same sorts of situations where data integrity and data
confidentiality protection are not needed.

B.7. Failover in Single-Mster Systens
In a single-master system all nodifications nust originate at the
master. The master is therefore a single point of failure for

nodi fi cations. This can cause concern when high availability is a
requirenent for the directory system
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One way to reduce the problemis to provide a fail over process that
converts a slave replica to master when the original nmaster fails.
The time required to execute the failover process then becones a
maj or factor in availability of the systemas a whol e.

Factors that designers and inplenentors should consi der when wor ki ng
on failover include:

- If the master replica contains control information or neta-data
that is not part of the slave replica(s), this information wl|l
have to be inserted into the slave that is being "pronoted" to
master as part of the failover process. Since the old naster is
presunably unavailable at this point, it nay be difficult to obtain
this data. For exanple, if the naster holds the status infornation
of all replicas, but each slave replica only holds its own status
i nformation, failover would require that the new naster get the
status of all existing replicas, presunably fromthose replicas.
Simlar issues could arise for replication agreenents if the naster
is the only systemthat holds a conplete set.

- |If data privacy mechanisnms (e.g., encryption) are in use during
replication, the new master would need to have the necessary key
information to talk to all of the slave replicas.

- It is not only the new naster that needs to be reconfigured. The
sl aves al so need to have their configurations updated so they know
wher e updates should come fromand where they should refer
nmodi fi cations.

- The failover nechani sm should be able to handle a situation where

the old master is "broken" but not "dead". The slave replicas
shoul d i gnore updates fromthe old naster after failover is
i nitiated.

- The old master will eventually be repaired and returned to the
replica-group. It might join the group as a slave and pick up the
changes it has "missed" fromthe new master, or there night be sone
mechanismto bring it into sync with the new naster and then let it
take over as master. Sone resynchronizati on nechanismwll be
needed.

- Availability would be maxim zed if the whole failover process could
be automated (e.g., failover is initiated by an external system
when it determines that the original master is not functioning

properly).
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B.8. Including Operational Attributes in Atom c Qperations

LDAPv3 [ RFC2251] decl ares that sone operations are atomic (e.g., al

of the nodifications in a single MdifyRequest). It also defines
several operational attributes that store infornmation about when
changes are nade to the directory (createTi nestanp, etc.) and which

I D was responsible for a given change (nodifiersNane, etc.).
Currently, there is no statement in RFC2251 requiring that changes to
these operational attributes be atonic with the changes to the data.

It is RECOWENDED that this requirement be added during the revision

of RFC2251. In the interim replication SHOULD treat these
operations as though such a requirenent were in place.
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Ful I Copyright Statenent
Copyright (C) The Internet Society (2002). Al Rights Reserved.

Thi s docunent and translations of it nmay be copied and furnished to
others, and derivative works that comment on or otherwi se explain it
or assist in its inplenentation may be prepared, copied, published
and distributed, in whole or in part, w thout restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng Internet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into | anguages other than
Engl i sh.

The linited perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LIM TED TO ANY WARRANTY THAT THE USE OF THE | NFORMATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE.
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