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Abst r act

Layered Codi ng Transport (LCT) provides transport |evel support for
reliable content delivery and streamdelivery protocols. LCT is
specifically designed to support protocols using IP multicast, but
al so provides support to protocols that use unicast. LCT is
conpati ble with congestion control that provides nultiple rate
delivery to receivers and is also conpatible with coding techni ques
that provide reliable delivery of content.
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1. Introduction

Layered Codi ng Transport provides transport |evel support for
reliable content delivery and streamdelivery protocols. Layered
Codi ng Transport is specifically designed to support protocols using
I P nmulticast, but al so provides support to protocols that use

uni cast. Layered Coding Transport is conpatible with congestion
control that provides nultiple rate delivery to receivers and is al so
conmpatible with coding techni ques that provide reliable delivery of
content.

Thi s docunment describes a building block as defined in RFC 3048 [ 26].
This docunent is a product of the |ETF RMI W and foll ows the
general guidelines provided in RFC 3269 [24].

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in BCP 14, RFC 2119 [2].
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2.

Statenent of |ntent

This meno contains part of the definitions necessary to fully
specify a Reliable Milticast Transport protocol in accordance wth
RFC 2357. As per RFC 2357, the use of any reliable nulticast
protocol in the Internet requires an adequate congestion contro
schene.

While waiting for such a schene to be available, or for an

exi sting schenme to be proven adequate, the Reliable Milticast
Transport working group (RMI) publishes this Request for Comments
in the "Experinental" category.

It is the intent of RMI to re-subnit this specification as an | ETF
Proposed Standard as soon as the above condition is net.

Rati onal e

LCT provides transport |evel support for nassively scal able protocols
using the IP nmulticast network service. The support that LCT
provides is commopn to a variety of very inportant applications,
including reliable content delivery and streamn ng applications.

An LCT session conprises nultiple channels originating at a single
sender that are used for sone period of time to carry packets
pertaining to the transmi ssion of one or nore objects that can be of
interest to receivers. The |ogic behind defining a session as
originating froma single sender is that this is the right
granularity to regul ate packet traffic via congestion control. One
rationale for using nmultiple channels within the sane session is that
there are nmssively scal abl e congestion control protocols that use
mul ti pl e channel s per session. These congestion control protocols
are considered to be |ayered because a receiver joins and | eaves
channels in a layered order during its participation in the session
The use of |ayered channels is also useful for stream ng
applications.

There are codi ng techni ques that provide nassively scal able
reliability and asynchronous delivery which are conpatible with both
| ayered congestion control and with LCT. Wen all are conbined the
result is a massively scal able reliable asynchronous content delivery
protocol that is network friendly. LCT also provides functionality
that can be used for other applications as well, e.g., |ayered
streamni ng applications.
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LCT avoids providing functionality that is not nassively scal abl e.
For exanple, LCT does not provide any nechani sms for sending
informati on fromreceivers to senders, although this does not rule
out protocols that both use LCT and do require sending information
fromreceivers to senders.

LCT i ncludes general support for congestion control that nust be
used. It does not, however, specify which congestion control should
be used. The rationale for this is that congestion control mnust be
provi ded by any protocol that is network friendly, and yet the
different applications that can use LCT will not have the sane

requirenents for congestion control. For exanple, a content delivery
protocol may strive to use all avail abl e bandwi dth between receivers
and the sender. It nust, therefore, drastically back off its rate

when there is conpeting traffic. On the other hand, a streaning
delivery protocol may strive to maintain a constant rate instead of
trying to use all available bandwi dth, and it may not back off its
rate as fast when there is conpeting traffic.

Beyond support for congestion control, LCT provides a nunber of
fields and supports functionality commonly required by many
protocols. For exanple, LCT provides a Transni ssion Session |ID that
can be used to identify which session each received packet bel ongs
to. This is inportant because a receiver may be joined to nany
sessions concurrently, and thus it is very useful to be able to
demul ti pl ex packets as they arrive according to which session they
belong to. As another exanple, LCT provides optional support for

i dentifying which object each packet is carrying infornmation about.
Therefore, LCT provides nany of the commonly used fields and support
for functionality required by nmany protocols.

3. Functionality

An LCT session consists of a set of logically grouped LCT channels
associated with a single sender carrying packets with LCT headers for
one or nore objects. An LCT channel is defined by the conbination of
a sender and an address associated with the channel by the sender. A
receiver joins a channel to start receiving the data packets sent to
t he channel by the sender, and a receiver |eaves a channel to stop
recei ving data packets fromthe channel

LCT is nmeant to be conbined with other building blocks so that the
resulting overall protocol is massively scalable. Scalability refers
to the behavior of the protocol in relation to the nunber of

recei vers and network paths, their heterogeneity, and the ability to
acconmodat e dynamically variable sets of receivers. Scalability
limtations can cone from nmenory or processing requirenents, or from
the amount of feedback control and redundant data packet traffic
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generated by the protocol. 1In turn, such linmtations nay be a
consequence of the features that a conplete reliable content delivery
or streamdelivery protocol is expected to provide

The LCT header provides a nunber of fields that are useful for
conveyi ng i n-band session information to receivers. One of the
required fields is the Transmi ssion Session ID (TSlI), which all ows
the receiver of a session to uniquely identify received packets as
part of the session. Another required field is the Congestion
Control Information (CCl), which allows the receiver to performthe
requi red congestion control on the packets received within the
session. Oher LCT fields provide optional but often very useful
additional information for the session. For exanple, the Transport
hject ldentifier (TA) identifies which object the packet contains
data for. As other exanples, the Sender Current Tine (SCT) conveys
the tine when the packet was sent fromthe sender to the receiver,

t he Expected Residual Tine (ERT) conveys the ampunt of tinme the
session will be continued for, flags for indicating the close of the
session and the close of sending packets for an object, and header
extensions for fields that for exanple can be used for packet

aut henti cati on.

LCT provides support for congestion control. Congestion control MJST
be used that conforns to RFC 2357 [13] between receivers and the
sender for each LCT session. Congestion control refers to the
ability to adapt throughput to the avail able bandwi dth on the path
fromthe sender to a receiver, and to share bandwidth fairly with
conmpeting flows such as TCP. Thus, the total flow of packets flow ng
to each receiver participating in an LCT session MJST NOT conpete
unfairly with existing fl ow adaptive protocols such as TCP

A mltiple rate or a single rate congestion control protocol can be
used with LCT. For nmultiple rate protocols, a session typically
consi sts of nore than one channel and the sender sends packets to the
channel s in the session at rates that do not depend on the receivers.
Each receiver adjusts its reception rate during its participation in
the session by joining and | eaving channel s dynanically dependi ng on
the avail abl e bandwi dth to the sender independent of all other
receivers. Thus, for multiple rate protocols, the reception rate of
each receiver may vary dynam cal ly independent of the other

receivers

For single rate protocols, a session typically consists of one
channel and the sender sends packets to the channel at variable rates
over tinme depending on feedback fromreceivers. Each receiver
remains joined to the channel during its participation in the
session. Thus, for single rate protocols, the reception rate of each
receiver may vary dynamically but in coordination with all receivers
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Cenerally, a multiple rate protocol is preferable to a single rate
protocol in a heterogeneous receiver environnent, since generally it
nore easily achieves scalability to nany receivers and provides

hi gher throughput to each individual receiver. Sonme possible
multiple rate congestion control protocols are described in [22],

[3], and [25]. A possible single rate congestion control protocol is
described in [19].

Layered coding refers to the ability to produce a coded stream of
packets that can be partitioned into an ordered set of l|layers. The
coding is nmeant to provide sonme formof reliability, and the |ayering
is nmeant to allow the receiver experience (in terns of quality of

pl ayout, or overall transfer speed) to vary in a predictable way
dependi ng on how nany consecutive |ayers of packets the receiver is
recei vi ng.

The concept of |ayered coding was first introduced with reference to
audi o and video streans. For exanple, the information associ ated
with a TV broadcast could be partitioned into three |ayers,
corresponding to black and white, color, and HDTV quality. Receivers
can experience different quality without the need for the sender to
replicate information in the different |ayers.

The concept of l|ayered coding can be naturally extended to reliable
content delivery protocols when Forward Error Correction (FEC

techni ques are used for coding the data stream Descriptions of this
can be found in [20], [18], [7], [22] and [4]. By using FEC, the
data streamis transformed in such a way that reconstruction of a
dat a object does not depend on the reception of specific data
packets, but only on the nunber of different packets received. As a
result, by increasing the nunber of layers a receiver is receiving
from the receiver can reduce the transfer tine accordingly. Using
FEC to provide reliability can increase scalability dramatically in
conmparison to other methods for providing reliability. Mre details
on the use of FEC for reliable content delivery can be found in [11].

Rel i abl e protocols aimat giving guarantees on the reliable delivery
of data fromthe sender to the intended recipients. GQGuarantees vary
fromsinple packet data integrity to reliable delivery of a precise
copy of an object to all intended recipients. Several reliable
content delivery protocols have been built on top of IP nulticast
usi ng nethods other than FEC, but scalability was not the prinary
design goal for many of them

Two of the key difficulties in scaling reliable content delivery
using IP multicast are dealing with the anbunt of data that flows
fromreceivers back to the sender, and the associated response

(generally data retransnissions) fromthe sender. Protocols that
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avoi d any such feedback, and mninize the anbunt of retransni ssions,
can be massively scalable. LCT can be used in conjunction with FEC
codes or a layered codec to achieve reliability with little or no

f eedback.

Protocol instantiations MAY be built by conbining the LCT framework
with ot her conponents. A conplete protocol instantiation that uses
LCT MJST include a congestion control protocol that is conpatible
with LCT and that confornms to RFC 2357 [13]. A conplete protoco
instantiation that uses LCT MAY include a scalable reliability
protocol that is conpatible with LCT, it MAY include an session
control protocol that is conpatible with LCT, and it MAY include
other protocols such as security protocols.

4. Applicability

An LCT session conprises a logically related set of one or nore LCT
channel s originating at a single sender. The channels are used for
sonme period of tine to carry packets contai ning LCT headers, and

t hese headers pertain to the transnission of one or nore objects that
can be of interest to receivers.

LCT is nost applicable for delivery of objects or streans in a
session of substantial length, i.e., objects or streans that range in
aggregate length from hundreds of kil obytes to nmany gi gabytes, and
where the duration of the session is on the order of tens of seconds
or nore.

As an exanple, an LCT session could be used to deliver a TV program
using three LCT channels. Receiving packets fromthe first LCT
channel could allow black and white reception. Receiving the first
two LCT channels could also permt color reception. Receiving all
three channels could allow HDTV quality reception. Cbjects in this
exanpl e could correspond to individual TV prograns being transmtted.

As anot her exanple, a reliable LCT session could be used to reliably
deliver hourly-updated weather nmaps (objects) using ten LCT channels
at different rates, using FEC coding. A receiver may join and
concurrently receive packets from subsets of these channels, until it
has enough packets in total to recover the object, then | eave the
session (or remain connected listening for session description

information only) until it is tinme to receive the next object. In
this case, the quality netric is the tinme required to receive each
obj ect.

Before joining a session, the receivers MJST obtain enough of the
session description to start the session. This MJST include the
rel evant session paraneters needed by a receiver to participate in
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the session, including all information rel evant to congestion
control. The session description is deternmined by the sender, and is
typically comunicated to the receivers out-of-band. |n sonme cases

as described later, parts of the session description that are not
required to initiate a session MAY be included in the LCT header or
conmmuni cated to a receiver out-of-band after the receiver has joined
t he session.

An encoder MAY be used to generate the data that is placed in the
packet payload in order to provide reliability. A suitable decoder
is used to reproduce the original information fromthe packet

payl oad. There MAY be a reliability header that follows the LCT
header if such an encoder and decoder is used. The reliability
header hel ps to describe the encoding data carried in the payl oad of
the packet. The format of the reliability header depends on the
codi ng used, and this is negotiated out-of-band. As an exanple, one
of the FEC headers described in [12] could be used.

For LCT, when nultiple rate congestion control is used, congestion
control is achieved by sending packets associated with a given
session to several LCT channels. Individual receivers dynanically
join one or nore of these channels, according to the network
congestion as seen by the receiver. LCT headers include an opaque
field which MJUST be used to convey congestion control information to
the receivers. The actual congestion control schene to use with LCT
i s negotiated out-of-band. Sone exanpl es of congestion contro
protocol s that nay be suitable for content delivery are described in
[22], [3], and [25]. Oher congestion controls may be suitable when
LCT is used for a stream ng application

Thi s docunent does not specify and restrict the type of exchanges
between LCT (or any Pl built on top of LCT) and an upper application
Some upper APlIs may use an object-oriented approach, where the only
possi bl e unit of data exchanged between LCT (or any Pl built on top
of LCT) and an application, either at a source or at a receiver, is
an object. Oher APIs may enable a sending or receiving application
to exchange a subset of an object with LCT (or any Pl built on top of
LCT), or may even follow a stream ng nodel. These considerations are
out si de the scope of this docunent.

4.1 Environmental Requirenments and Consi derations
LCT is intended for congestion controlled delivery of objects and

streans (both reliable content delivery and stream ng of nultinmedia
i nformation).
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LCT can be used with both nulticast and unicast delivery. LCT
requires connectivity between a sender and receivers but does not
require connectivity fromreceivers to a sender. LCT inherently
works with all types of networks, including LANs, WANs, Intranets,
the Internet, asymetric networks, wreless networks, and satellite
networks. Thus, the inherent raw scalability of LCT is unlimted.
However, when other specific applications are built on top of LCT,
then these applications by their very nature may linmt scalability.
For exanple, if an application requires receivers to retrieve out of
band information in order to join a session, or an application allows
receivers to send requests back to the sender to report reception
statistics, then the scalability of the application is linmted by the
ability to send, receive, and process this additional data.

LCT requires receivers to be able to uniquely identify and
demul ti pl ex packets associated with an LCT session. In particular,
there MUST be a Transport Session lIdentifier (TSlI) associated with
each LCT session. The TSI is scoped by the I P address of the sender,
and the | P address of the sender together with the TSI MJST uni quely
identify the session. |If the underlying transport is UDP as
described in RFC 768 [16], then the 16 bit UDP source port number NAY
serve as the TSI for the session. The TSI value MJST be the sane in
all places it occurs within a packet. |If there is no underlying TSI
provi ded by the network, transport or any other layer, then the TSI
MJUST be included in the LCT header

LCT is presuned to be used with an underlying network or transport
service that is a "best effort" service that does not guarantee
packet reception or packet reception order, and which does not have
any support for flow or congestion control. For exanple, the Any-
Source Multicast (ASM nodel of IP nulticast as defined in RFC 1112
[5] is such a "best effort" network service. Wile the basic service
provided by RFC 1112 is largely scal able, providing congestion
control or reliability should be done carefully to avoid severe
scalability Iimtations, especially in presence of heterogeneous sets
of receivers

There are currently two nodels of nulticast delivery, the Any-Source
Miul ticast (ASM nodel as defined in RFC 1112 [5] and the Source-
Specific Miulticast (SSM nodel as defined in [10]. LCT works with
both multicast nodels, but in a slightly different way wth sonewhat
di fferent environnental concerns. Wen using ASM a sender S sends
packets to a nulticast group G and the LCT channel address consists
of the pair (S,G, where Sis the IP address of the sender and Gis a
mul ti cast group address. Wen using SSM a sender S sends packets to
an SSM channel (S, G, and the LCT channel address coincides with the
SSM channel address.
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A sender can locally allocate unigue SSM channel addresses, and this
makes al |l ocati on of LCT channel addresses easy with SSM To allocate
LCT channel addresses using ASM the sender nust uniquely chose the
ASM mul ti cast group address across the scope of the group, and this
makes al |l ocati on of LCT channel addresses nore difficult with ASM

LCT channel s and SSM channel s coi ncide, and thus the receiver wll
only receive packets sent to the requested LCT channel. Wth ASM
the receiver joins an LCT channel by joining a nulticast group G and
all packets sent to G regardl ess of the sender, may be received by
the receiver. Thus, SSM has conpelling security advantages over ASM

for prevention of denial of service attacks. 1In either case,
recei vers SHOULD use nmechanisns to filter out packets from unwanted
sour ces.

Some networks are not amenable to some congestion control protocols
that could be used with LCT. In particular, for a satellite or

Wi rel ess network, there may be no nechanismfor receivers to
effectively reduce their reception rate since there may be a fixed
transm ssion rate allocated to the session

4.2 Delivery service nodel s

LCT can support several different delivery service nodels. Two
exanpl es are briefly described here.

Push servi ce nodel

One way a push service nodel can be used for reliable content
delivery is to deliver a series of objects. For exanple, a receiver
could join the session and dynanically adapt the nunber of LCT
channel s the receiver is joined to until enough packets have been
received to reconstruct an object. After reconstructing the object
the receiver may stay in the session and wait for the transm ssion of
t he next object.

The push nodel is particularly attractive in satellite networks and
wirel ess networks. | n these cases, a session nmay consi st of one
fixed rate LCT channel

On-demand content delivery nodel.
For an on-dermand content delivery service nodel, senders typically
transmit for sonme given tinme period selected to be | ong enough to

allow all the intended receivers to join the session and recover the
object. For exanple a popul ar software update mi ght be transnitted
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using LCT for several days, even though a receiver may be able to
conpl ete the downl oad in one hour total of connection tine, perhaps
spread over several intervals of tine.

In this case the receivers join the session, and dynam cally adapt

t he nunber of LCT channels they subscribe to according to the
avai | abl e bandwi dth. Receivers then drop fromthe session when they
have recei ved enough packets to recover the object.

As an exanpl e, assune that an object is 50 MB. The sender could send
1 KB packets to the first LCT channel at 50 packets per second, so
that receivers using just this LCT channel could conplete reception
of the object in 1,000 seconds in absence of |oss, and would be able
to conplete reception even in presence of sonme substantial anount of
| osses with the use of coding for reliability. Furthernore, the
sender could use a nunber of LCT channels such that the aggregate
rate of 1 KB packets to all LCT channels is 1,000 packets per second,
so that a receiver could be able to conplete reception of the object
inas little 50 seconds (assum ng no | oss and that the congestion
control mnechani smimmedi ately converges to the use of all LCT

channel s).

O her service nodel s.

There are many other delivery service nodels that LCT can be used for
that are not covered above. As exanples, a live stream ng or an on-
demand archi val content streaning service nodel. A description of
the many potential applications, the appropriate delivery service
nodel , and the additional mechanisnms to support such functionalities
when conmbined with LCT is beyond the scope of this docunent. This
docunent only attenpts to describe the nmininal common scal abl e

el enments to these diverse applications using LCT as the delivery
transport.

4.3 Congestion Contro

The specific congestion control protocol to be used for LCT sessions
depends on the type of content to be delivered. Wile the genera
behavi or of the congestion control protocol is to reduce the

t hroughput in presence of congestion and gradually increase it in the
absence of congestion, the actual dynam c behavior (e.g. response to
single | osses) can vary.

Some possi bl e congestion control protocols for reliable content
delivery using LCT are described in [22], [3], and [25]. Different
delivery service nodels might require different congestion contro
pr ot ocol s.
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5.

Packet Header Fields

Packets sent to an LCT session MJUST include an "LCT header". The LCT
header format described belowis the default format, and this is the
format that is reconmended for use by protocol instantiations to
ensure a uniformformat across different protocol instantiations.

O her LCT header formats MAY be used by protocol instantiations, but
if the default LCT header format is not used by a protoco
instantiation that uses LCT, then the protocol instantiation MJST
specify the I engths and positions within the LCT header it uses of

all fields described in the default LCT header

O her buil ding bl ocks MAY descri be sone of the same fields as
described for the LCT header. It is RECOMMVENDED that protocol
instantiations using nmultiple building blocks include shared fields
at nost once in each packet. Thus, for exanple, if another building
block is used with LCT that includes the optional Expected Residua
Tinme field, then the Expected Residual Tine field SHOULD be carried
in each packet at nobst once.

The position of the LCT header within a packet MJST be specified by
any protocol instantiation that uses LCT.

5.1 Default LCT header formt

The default LCT header is of variable size, which is specified by a
length field in the third byte of the header. In the LCT header, all
integer fields are carried in "big-endian" or "network order" format,
that is, nost significant byte (octet) first. Bits designated as
"paddi ng" or "reserved" (r) MJST by set to 0 by senders and ignored
by receivers. Unless otherw se noted, nuneric constants in this
specification are in decimal (base 10).

The format of the default LCT header is depicted in Figure 1
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Sender Current Tine (SCT, if T = 1) |
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Expected Residual Tinme (ERT, if R = 1) |
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Header Extensions (if applicable)

|

B e I S R S i ol e TR +; + B i o o R S R it o I S NI B R
Figure 1 - Default LCT header fornat
The function and I ength of each field in the default LCT header is
the following. Fields marked as "1" nean that the corresponding bits
MUST be set to "1" by the sender. Fields narked as "r" or "0" nean
that the corresponding bits MJST be set to "0" by the sender.
LCT version nunber (V): 4 bits

I ndi cates the LCT version nunber. The LCT version nunber for
this specification is 1.

Congestion control flag (©: 2 bits
C=0 indicates the Congestion Control Information (CCl) field is
32-bits in length. C=1 indicates the CCl field is 64-bits in
length. C=2 indicates the CCl field is 96-bits in length. C=3
indicates the CCl field is 128-bits in Iength.

Reserved (r): 2 bits

Reserved for future use. A sender MJST set these bits to zero
and a receiver MJST ignore these bits.
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Luby,

Transport Session ldentifier flag (S): 1 bit

This is the nunber of full 32-bit words in the TSI field. The
TSI field is 32*S + 16*H bits in length, i.e. the length is
either O bits, 16 bits, 32 bits, or 48 bits.

Transport Cbject ldentifier flag (O: 2 bits

This is the nunber of full 32-bit words in the TO field. The
TO field is 32*O + 16*H bits in length, i.e., the length is
either O bits, 16 bits, 32 bits, 48 bits, 64 bits, 80 bits, 96
bits, or 112 bits.

Hal f-word flag (H: 1 bit

The TSI and the TO fields are both multiples of 32-bits plus
16*H bits in length. This allows the TSI and TO field |engths
to be nultiples of a half-word (16 bits), while ensuring that
the aggregate length of the TSI and TO fields is a nmultiple of
32-bits.

Sender Current Tine present flag (T): 1 bit

T =0 indicates that the Sender Current Tine (SCT) field is not
present. T =1 indicates that the SCT field is present. The
SCT is inserted by senders to indicate to receivers how | ong

t he session has been in progress.

Expected Residual Tinme present flag (R): 1 bit

R = 0 indicates that the Expected Residual Tine (ERT) field is
not present. R =1 indicates that the ERT field is present.
The ERT is inserted by senders to indicate to receivers how
much | onger the session / object transm ssion will continue.

Senders MJUST NOT set R =1 when the ERT for the session is nore
than 2732-1 tinme units (approxi mately 49 days), where tinme is
neasured in units of mlliseconds.

Cl ose Session flag (A): 1 bit

Normally, Ais set to 0. The sender MAY set Ato 1 when

term nation of transmni ssion of packets for the session is
iminent. A MAY be set to 1 in just the |ast packet
transmitted for the session, or A MAY be set to 1 in the |ast
few seconds of packets transmitted for the session. Once the
sender sets Ato 1 in one packet, the sender SHOULD set Ato 1
in all subsequent packets until termnation of transnission of
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packets for the session. A received packet with A set to 1
indicates to a receiver that the sender will inmmediately stop
sendi ng packets for the session. \Wen a receiver receives a
packet with A set to 1 the receiver SHOULD assume that no nore
packets will be sent to the session.

Close bject flag (B): 1 bit

LCT

Normally, Bis set to 0. The sender MAY set B to 1 when
term nation of transm ssion of packets for an object is

iminent. |If the TO fieldis in use and Bis set to 1 then
term nation of transmission for the object identified by the
TA field is immnent. |If the TO fieldis not in use and B is

set to 1 then termination of transmission for the one object in
the session identified by out-of-band information is inmmnent.
B MAY be set to 1 in just the last packet transnmitted for the
object, or B MAY be set to 1 in the |last few seconds packets
transmitted for the object. Once the sender sets Bto 1 in one
packet for a particular object, the sender SHOULD set Bto 1 in
al | subsequent packets for the object until ternination of
transm ssion of packets for the object. A received packet with
B set to 1 indicates to a receiver that the sender wll

i medi ately stop sendi ng packets for the object. Wen a

recei ver receives a packet with B set to 1 then it SHOULD
assune that no nore packets will be sent for the object to the
sessi on.

header length (HDR LEN): 8 bits

Total length of the LCT header in units of 32-bit words. The

| ength of the LCT header MUST be a multiple of 32-bits. This
field can be used to directly access the portion of the packet
beyond the LCT header, i.e., to the first other header if it
exists, or to the packet payload if it exists and there is no
ot her header, or to the end of the packet if there are no other
headers or packet payl oad.

Codepoint (CP): 8 bits

et.

An opaque identifier which is passed to the packet payl oad
decoder to convey information on the codec being used for the
packet payload. The mappi ng between the codepoint and the
actual codec is defined on a per session basis and comruni cated
out -of -band as part of the session description information.

The use of the CP field is simlar to the Payload Type (PT)
field in RTP headers as described in RFC 1889 [21].
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Congestion Control Information (CCl): 32, 64, 96 or 128 bits

Used to carry congestion control information. For exanple, the
congestion control information could include |ayer nunbers,

| ogi cal channel nunbers, and sequence nunbers. This field is
opaque for the purpose of this specification

This field MIST be 32 bits if C=0.
This field MIST be 64 bits if C=1
This field MIST be 96 bits if C=2.
This field MIST be 128 bits if C=3.

Transport Session ldentifier (TSI): 0, 16, 32 or 48 bits

The TSI uniquely identifies a session anong all sessions froma
particul ar sender. The TSI is scoped by the |IP address of the
sender, and thus the I P address of the sender and the TSI
together uniquely identify the session. Although a TSI in
conjunction with the | P address of the sender always uni quely
identifies a session, whether or not the TSI is included in the
LCT header depends on what is used as the TSI value. |If the
underlying transport is UDP, then the 16 bit UDP source port

nunber MAY serve as the TSI for the session. |[If the TSI val ue
appears multiple tines in a packet then all occurrences MJIST be
the sane value. |If there is no underlying TSI provided by the

network, transport or any other layer, then the TSI MJST be
i ncluded in the LCT header

The TSI MJIST be uni que anong all sessions served by the sender
during the period when the session is active, and for a |arge
period of tine preceding and follow ng when the session is
active. A primary purpose of the TSI is to prevent receivers
frominadvertently accepting packets froma sender that bel ong
to sessions other than the sessions receivers are subscribed
to. For exanple, suppose a session is deactivated and then
anot her session is activated by a sender and the two sessions
use an overl apping set of channels. A receiver that connects
and remains connected to the first session during this sender
activity could possibly accept packets fromthe second session
as belonging to the first session if the TSI for the two
sessions were identical. The mapping of TSI field values to
sessions is outside the scope of this docunent and is to be
done out - of - band.

The length of the TSI field is 32*S + 16*H bits. Note that the

aggregate lengths of the TSI field plus the TO field is a
multiple of 32 bits.
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Transport Cbject ldentifier (TA): 0, 16, 32, 48, 64, 80, 96 or 112
bits.

This field indicates which object within the session this
packet pertains to. For exanple, a sender m ght send a nunber
of files in the sane session, using TO=0 for the first file,
TA =1 for the second one, etc. As another exanple, the TO nay
be a unique global identifier of the object that is being
transmtted fromseveral senders concurrently, and the TO

val ue may be the output of a hash function applied to the
object. The mapping of TO field values to objects is outside
the scope of this docunent and is to be done out-of-band. The
TA field MUST be used in all packets if nore than one object
is to be transmitted in a session, i.e. the TO field is either
present in all the packets of a session or is never present.

The length of the TO field is 32*O + 16*H bits. Note that the
aggregate lengths of the TSI field plus the TO field is a
multiple of 32 bits.

Sender Current Tine (SCT): 0 or 32 bits

This field represents the current clock at the sender and at
the tine this packet was transmtted, neasured in units of 1ns
and conputed nodul o 2732 units fromthe start of the session.

This field MUST NOT be present if T=0 and MJUST be present if
T=1.

Expected Residual Tine (ERT): 0 or 32 bhits

This field represents the sender expected residual transm ssion
time for the current session or for the transmission of the
current object, measured in units of 1ns. |If the packet
containing the ERT field also contains the TO field, then ERT
refers to the object corresponding to the TO field, otherw se
it refers to the session.

This field MUST NOT be present if R=0 and MJUST be present if
R=1.

5.2 Header-Extension Fields
Header Extensions are used in LCT to accommopdate optional header
fields that are not always used or have variable size. Exanples of

t he use of Header Extensions include:

0 Extended-size versions of already existing header fields.
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o Sender and Recei ver authentication informtion.

The presence of Header Extensions can be inferred by the LCT header
length (HDR LEN): if HDR LEN is larger than the length of the
standard header then the remai ni ng header space is taken by Header
Ext ension fields.

I f present, Header Extensions MJST be processed to ensure that they
are recogni zed before perforning any congestion control procedure or
otherw se accepting a packet. The default action for unrecognized
header extensions is to ignore them This allows the future

i ntroduction of backward-conpati bl e enhancenents to LCT wi thout
changi ng the LCT version nunber. Non backward-conpati bl e header

ext ensi ons CANNOT be introduced w thout changi ng the LCT version
numrber .

Protocol instantiation MAY override this default behavior for PI-
specific extensions (see bel ow).

There are two formats for Header Extension fields, as depicted bel ow
The first format is used for variable-length extensions, wth Header
Ext ensi on Type (HET) val ues between 0 and 127. The second format is
used for fixed length (one 32-bit word) extensions, using HET val ues
from 127 to 255

0 1 2 3

01234567890123456789012345678901
i S S S T i S S S e S s s S S S S
| HET (<=127) | HEL | |
B T S +

. Header Extension Content (HEC) .
R R R R e e s o S e R S S S S S S e e e e e

0 1 2 3
01234567890123456789012345678901
B s S S i i i ks a ks st S S S S S S

| HET (>=128) | Header Extension Content (HEC)
R R R R e e s o S e R S S S S S S e e e e e
Figure 2 - Format of additional headers
The expl anati on of each sub-field is the follow ng:
Header Extension Type (HET): 8 bits

The type of the Header Extension. This docunent defines a
nunber of possible types. Additional types nay be defined in
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future versions of this specification. HET values fromO to
127 are used for variable-l1ength Header Extensions. HET val ues
from128 to 255 are used for fixed-length 32-bit Header

Ext ensi ons.

Header Extension Length (HEL): 8 bits

The length of the whol e Header Extension field, expressed in
mul tiples of 32-bit words. This field MIST be present for

vari abl e-1 engt h extensi ons (HET between 0 and 127) and MJUST NOT
be present for fixed-length extensions (HET between 128 and
255).

Header Extension Content (HEC): variable length

The content of the Header Extension. The format of this sub-
field depends on the Header Extension type. For fixed-length
Header Extensions, the HEC is 24 bits. For variable-length
Header Extensions, the HEC field has variable size, as
specified by the HEL field. Note that the | ength of each
Header Extension field MJUST be a nultiple of 32 bits. Al so
note that the total size of the LCT header, including all

Header Extensions and all optional header fields, cannot exceed
255 32-bit words.

Header Extensions are further divided between general LCT extensions
and Protocol Instantiation specific extensions (Pl-specific).

Ceneral LCT extensions have HET in the ranges 0:63 and 128: 191
inclusive. Pl-specific extensions have HET in the ranges 64:127 and
192: 255 i ncl usi ve.

General LCT extensions are intended to allow the introduction of
backwar d- conpati bl e enhancenents to LCT without changing the LCT
versi on nunmber. Non backward-conpati bl e header extensi ons CANNOT be
i ntroduced w t hout changing the LCT version nunber

Pl -specific extensions are reserved for Pl-specific use with semantic
and default parsing actions defined by the PI

The followi ng general LCT Header Extension types are defined:
EXT_NOP=0 No- Oper ati on ext ensi on
The information present in this extension field MUST be
i gnored by receivers.

EXT_AUTH=1 Packet authentication extension
Information used to authenticate the sender of the
packet. The format of this Header Extension and its
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processing is outside the scope of this docunent and is
to be comruni cated out-of-band as part of the session
descri ption.

It is RECOWENDED that senders provide sone form of
packet authentication. |f EXT_AUTH is present,

what ever packet authentication checks that can be
performed i nmedi ately upon reception of the packet
SHOULD be performed before accepting the packet and
perform ng any congestion control-related action on it.

Sonme packet authentication schenmes inpose a del ay of
several seconds between when a packet is received and
when the packet is fully authenticated. Any congestion
control related action that is appropriate MJIST NOT be
post poned by any such full packet authentication.

senders and receivers inplenenting LCT MUST support the EXT_NOP

Header Extension and MJST recogni ze EXT_AUTH, but MAY NOT be able to

par

6. Op

se its content.

erations

6.1 Sender Operation

Bef
des

(0]

(o]

The

Luby,

ore joining an LCT session a receiver MJST obtain a session
cription. The session description MJST include:

The sender | P address;

The nunmber of LCT channels;

The addresses and port numbers used for each LCT channel

The Transport Session ID (TSlI) to be used for the session

Enough information to deternine the congestion control protocol
bei ng used;

Enough information to determ ne the packet authentication schemne
being used if it is being used.

session description could also include, but is not limted to:
The data rates used for each LCT channel

The I ength of the packet payl oad;
et. al. Experi ment al [ Page 20]
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o0 The mapping of TAO value(s) to objects for the session

o Any information that is relevant to each object being
transported, such as when it will be available within the
session, for how long, and the I ength of the object;

Protocol instantiations using LCT MAY place additional requirenments
on what nust be included in the session description. For exanple, a
protocol instantiation mght require that the data rates for each
channel , or the mapping of TO value(s) to objects for the session
or other information related to other headers that night be required
to be included in the session description

The session description could be in a formsuch as SDP as defined in
RFC 2327 [8], or XML netadata as defined in RFC 3023 [14], or

HTTP/ M me headers as defined in RFC 2068 [6], etc. It might be
carried in a session announcenent protocol such as SAP as defined in
RFC 2974 [9], obtained using a proprietary session control protocol

| ocated on a Wb page with scheduling information, or conveyed via
E-mail or other out-of-band nethods. Discussion of session
description format, and distribution of session descriptions is
beyond the scope of this docunent.

Wthin an LCT session, a sender using LCT transmits a sequence of
packets, each in the fornmat defined above. Packets are sent froma
sender using one or nore LCT channels which together constitute a
session. Transmi ssion rates may be different in different channels
and may vary over tinme. The specification of the other building

bl ock headers and t he packet payl oad used by a conpl ete protoco
instantiation using LCT is beyond the scope of this docunent. This
docunent does not specify the order in which packets are transnitted
nor the organization of a session into nultiple channels. Although
these issues affect the efficiency of the protocol, they do not

af fect the correctness nor the inter-operability of LCT between
senders and receivers.

Several objects can be carried within the sanme LCT session. In this
case, each object MJIST be identified by a unique TO. Cbjects MAY be
transmitted sequentially, or they MAY be transmitted concurrently.

It is good practice to only send objects concurrently in the sane
session if the receivers that participate in that portion of the
session have interest in receiving all the objects. The reason for
this is that it wastes bandw dth and networking resources to have
receivers receive data for objects that they have no interest in.

Typically, the sender(s) continues to send packets in a session unti

the transmi ssion is considered conplete. The transm ssion may be
consi dered conpl ete when sone tine has expired, a certain nunber of
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packets have been sent, or sone out-of-band signal (possibly froma
hi gher | evel protocol) has indicated conpletion by a sufficient
number of receivers.

For the reasons nentioned above, this docunent does not pose any
restriction on packet sizes. However, network efficiency

consi derati ons recomend that the sender uses an as |large as possible
packet payload size, but in such a way that packets do not exceed the
networ k’ s maxi mumtransni ssion unit size (MIU), or when fragnentation
coupled with packet [oss night introduce severe inefficiency in the
transm ssi on.

It is recoomended that all packets have the sane or very sinmlar
sizes, as this can have a severe inpact on the effectiveness of
congestion control schemes such as the ones described in [22], [3],
and [25]. A sender of packets using LCT MJST inpl enent the sender-
side part of one of the congestion control schenes that is in
accordance with RFC 2357 [13] using the Congestion Contro
Information field provided in the LCT header, and the correspondi ng
receiver congestion control schenme is to be comuni cated out - of - band
and MJUST be inplenmented by any receivers participating in the

sessi on.

6.2 Receiver Operation

Recei vers can operate differently depending on the delivery service
nmodel . For exanple, for an on denand service nodel, receivers may
join a session, obtain the necessary packets to reproduce the object,
and then | eave the session. As another exanple, for a stream ng
service nodel, a receiver nmay be continuously joined to a set of LCT
channel s to downl oad all objects in a session

To be able to participate in a session, a receiver MJST obtain the
rel evant session description information as listed in Section 6.1.

I f packet authentication information is present in an LCT header, it
SHOULD be used as specified in Section 5.2. To be able to be a
receiver in a session, the receiver MIST be able to process the LCT
header. The receiver MJST be able to discard, forward, store or
process the ot her headers and the packet payload. |If a receiver is
not able to process a LCT header, it MJST drop fromthe session

To be able to participate in a session, a receiver MJST inplenent the
congestion control protocol specified in the session description
usi ng the Congestion Control Information field provided in the LCT
header. If a receiver is not able to inplenment the congestion contro
protocol used in the session, it MJST NOT join the session. When the
session is transmitted on nultiple LCT channels, receivers MJST
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initially join channels according to the specified startup behavi or

of the congestion control protocol. For a nultiple rate congestion
control protocol that uses nultiple channels, this typically nmeans
that a receiver will initially join only a nminiml set of LCT

channel s, possibly a single one, that in aggregate are carrying
packets at a lowrate. This rule has the purpose of preventing
receivers fromstarting at high data rates

Several objects can be carried either sequentially or concurrently
within the sane LCT session. |In this case, each object is identified
by a unique TO. Note that even if a server stops sendi ng packets
for an old object before starting to transmt packets for a new

obj ect, both the network and the underlying protocol |ayers can cause
sonme reordering of packets, especially when sent over different LCT
channel s, and thus receivers SHOULD NOT assume that the reception of
a packet for a new object nmeans that there are no nore packets in
transit for the previous one, at |least for sone anount of tine.

A receiver MAY be concurrently joined to nultiple LCT sessions from
one or nore senders. The receiver MJST perform congestion control on
each such LCT session. |f the congestion control protocol allows the
receiver sonme flexibility in ternms of its actions within a session
then the recei ver MAY nmake choices to optim ze the packet flow
performance across the nultiple LCT sessions, as long as the receiver
still adheres to the congestion control rules for each LCT session

i ndi vidually.

7. Requirements from O her Buil ding Bl ocks

As described in RFC 3048 [23], LCT is a building block that is

i ntended to be used, in conjunction with other building blocks, to
hel p specify a protocol instantiation. A congestion control building
bl ock that uses the Congestion Control information field within the
LCT header MJST be used by any protocol instantiation that uses LCT
and ot her building bl ocks MAY al so be used, such as a reliability
bui | di ng bl ock.

The congestion control MJST be applied to the LCT session as an
entity, i.e., over the aggregate of the traffic carried by all of the
LCT channel s associated with the LCT session. Some possible schenes
are specified in [22], [3], and [25]. The Congestion Contro
Information field in the LCT header is an opaque field that is
reserved to carry infornation related to congestion control. There
MAY al so be congestion control Header Extension fields that carry
additional information related to congestion control
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The particular |ayered encoder and congestion control protocols used
with LCT have an inpact on the perfornmance and applicability of LCT.
For exanpl e, sonme |ayered encoders used for video and audi o streans
can produce a very limted nunber of layers, thus providing a very
coarse control in the reception rate of packets by receivers in a
session. \Wen LCT is used for reliable data transfer, sonme FEC
codecs are inherently limted in the size of the object they can
encode, and for objects larger than this size the reception overhead
on the receivers can grow substantially.

A nore in-depth description of the use of FEC in Reliable Milticast
Transport (RMI) protocols is given in [11]. Sone of the FEC codecs
that MAY be used in conjunction with LCT for reliable content
delivery are specified in [12]. The Codepoint field in the LCT
header is an opaque field that can be used to carry infornmation
related to the encoding of the packet payl oad.

LCT al so requires receivers to obtain a session description, as
described in Section 6.1. The session description could be in a form
such as SDP as defined in RFC 2327 [8], or XM. netadata as defined in
RFC 3023 [14], or HITP/M ne headers as defined in RFC 2068 [6], and
distributed with SAP as defined in RFC 2974 [9], using HTTP, or in
other ways. It is RECOMMENDED that an authentication protocol such
as | PSEC [ 11] be used to deliver the session description to receivers
to ensure the correct session description arrives.

It is recomended that LCT inplenentors use sone packet
aut henti cation schene to protect the protocol fromattacks. An
exanpl e of a possibly suitable schene is described in [15].

Some protocol instantiations that use LCT MAY use buil di ng bl ocks
that require the generation of feedback fromthe receivers to the
sender. However, the nechanismfor doing this is outside the scope
of LCT.

8. Security Considerations

LCT can be subject to denial-of-service attacks by attackers which
try to confuse the congestion control mechanism or send forged
packets to the session which would prevent successful reconstruction
or cause inaccurate reconstruction of large portions of an object by
receivers. LCT is particularly affected by such an attack since nany
receivers nay receive the sane forged packet. It is therefore
RECOMVENDED that an integrity check be nade on received objects
before delivery to an application, e.g., by appending an MD5 hash
[17] to an object before it is sent and then conmputing the MD5 hash
once the object is reconstructed to ensure it is the sane as the sent
object. Mreover, in order to obtain strong cryptographic integrity
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protection a digital signature verifiable by the receiver SHOULD be
conmputed on top of such a hash value. It is also RECOVMENDED t hat
protocol instantiations that use LCT inplenment sone form of packet
aut henti cation such as TESLA [15] to protect against such attacks.
Finally, it is RECOMMENDED t hat Reverse Path Forwardi ng checks be
enabled in all network routers and switches along the path fromthe
sender to receivers to linit the possibility of a bad agent injecting
forged packets into the nmulticast tree data path.

Anot her vulnerability of LCT is the potential of receivers obtaining
an incorrect session description for the session. The consequences
of this could be that legitimate receivers with the wong session
description are unable to correctly receive the session content, or
that receivers inadvertently try to receive at a nmuch higher rate
than they are capable of, thereby disrupting traffic in portions of
the network. To avoid these problens, it is RECOMVENDED t hat
measures be taken to prevent receivers from accepting incorrect
Session Descriptions, e.g., by using source authentication to ensure
that receivers only accept legitinmate Session Descriptions from

aut hori zed senders.

A receiver with an incorrect or corrupted inplenmentation of the
multiple rate congestion control building block may affect health of
the network in the path between the sender and the receiver, and nay
al so affect the reception rates of other receivers joined to the
session. It is therefore RECOVWENDED that receivers be required to
identify thenselves as legitimte before they receive the Session
Description needed to join the session. How receivers identify
thenselves as legitimate is outside the scope of this docunent.

9. | ANA Consi derations
No information in this specification is subject to | ANA registration

Bui I di ng bl ocks used in conjunction with LCT MAY introduce additiona
| ANA consi derati ons.
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