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Abst r act
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1. Introduction

Content networks are of increasing inportance to the overal
architecture of the Web. This docunent presents a vocabulary for use
i n devel opi ng technol ogy for interconnecting content networks, or
"content internetworking"

The accepted nane for the technol ogy of interconnecting content
networks is "content internetworking". For historical reasons, we
abbreviate this termusing the acronym CDI (from "content
distribution internetworking"). Earlier nanes relied on analogy with
peering and interconnection of |IP networks; thus we had "content
peering"” and "CDN peering". Al of these other names are now
deprecated, and we have worked to establish consistent usage of
"content internetworking" and "CDI" throughout the docunents of the

| ETF CDI group

The termi nology in this docurment builds from the previous taxonony of
web caching and replication in RFC 3040 [3]. |In particular, we have
attenpted to avoid the use of the common terns "proxies" or "caches"”
in favor of nore specific terns defined by that docunent, such as
"cachi ng proxy".

Section 2 provides background on content networks. Section 3

i ntroduces the ternms used for elenments of a content network and
expl ai ns how those terns are used. Section 4 provides additiona
background on interconnecting content networks, follow ng which
Section 5 introduces additional terns and expl ai ns how t hose

i nternetworking terns are used.

2. Content Networks

The past several years have seen the evolution of technol ogies
centered around "content". Protocols, appliances, and entire nmarkets
have been created exclusively for the |ocation, downl oad, and usage
tracking of content. Sone sanple technologies in this area have

i ncl uded web cachi ng proxi es, content nmanagenent tools, intelligent
"web switches", and advanced | og anal ysis tools.
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When used toget her, these tools formnew types of networks, dubbed
"content networks". \Wiereas network infrastructures have
traditionally processed information at |layers 1 through 3 of the OS
stack, content networks include network infrastructure that exists in
| ayers 4 through 7. Wiereas |ower-|layer network infrastructures
centered on the routing, forwarding, and swi tching of frames and
packets, content networks deal with the routing and forwarding of
requests and responses for content. The units of transported data in
content networks, such as inmages, novies, or songs, are often very

| arge and may span hundreds or thousands of packets.

Alternately, content networks can be seen as a new virtual overlay to
the OSI stack: a "content layer", to enable richer services that rely
on underlying elements fromall 7 |ayers of the stack. Wereas
traditional applications, such as file transfer (FTP), relied on
underlying protocols such as TCP/IP for transport, overlay services
in content networks rely on |layer 7 protocols such as HITP or RTSP
for transport.

The proliferation of content networks and content networking
capabilities gives rise to interest in interconnecting content
networ ks and finding ways for distinct content networks to cooperate
for better overall service.

2.1 Probl em Description

Content networks typically play sonme role in solving the "content
distribution problent. Abstractly, the goal in solving this problem
is to arrange a rendezvous between a content source at an origin
server and a content sink at a viewer’'s user agent. In the trivial
case, the rendezvous nechanismis that every user agent sends every
request directly to the origin server named in the host part of the
URL identifying the content.

As the audience for the content source grows, so do the denands on
the origin server. There are a variety of ways in which the trivia
system can be nodified for better performance. The apparent single

| ogi cal server may in fact be inplenmented as a large "farnl of server
machi nes behind a switch. Both caching proxies and reverse caching
proxi es can be depl oyed between the client and server, so that
requests can be satisfied by sonme cache instead of by the server

For the sake of background, several sanple content networks are

described in the followi ng sections that each attenpt to address this
pr obl em
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2.2 Caching Proxies

A type of content network that has been in use for several years is a
caching proxy deploynment. Such a network mght typically be enpl oyed
by an ISP for the benefit of users accessing the Internet, such as

t hrough dial or cable nodem

In the interest of inproving performance and reduci ng bandw dth
utilization, caching proxies are deployed close to the users. These
users are encouraged to send their web requests through the caches
rather than directly to origin servers, such as by configuring their
browsers to do so. Wien this configuration is properly done, the
user’'s entire browsing session goes through a specific caching proxy.
That caching proxy will therefore contain the "hot set" of al
Internet content being viewed by all of the users of that caching

pr oxy.

When a request is being handled at a caching proxy on behalf of a
user, other decisions may be made, such as:

o A provider that deploys caches in many geographically diverse
| ocations may al so depl oy regi onal parent caches to further
aggregate user requests and responses. This may provide
addi ti onal perfornance inprovenent and bandw dth savi ngs. Wen
parents are included, this is known as hierarchical caching.

0 Using rich parenting protocols, redundant parents nay be depl oyed
such that a failure in a primary parent is detected and a backup
i s used instead.

o Using simlar parenting protocols, requests nmay be partitioned
such that requests for certain content domains are sent to a
specific primary parent. This can help to naxinize the efficient
use of caching proxy resources.
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2.3 Server Farnms

Anot her type of content network that has been in w despread use for
server farm makes use of a

sever al

information in OSI

years is a server farm
so-called "intelligent" or "content" switch (i.e.
| ayers 4-7).
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one that uses
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and di spatches them anong a (potentially |large) group of servers.
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Some of the goals of a server farm i nclude

0o Creating the inpression that the group of servers is actually a
single origin site.

0 Load-bal ancing of requests across all servers in the group
0 Automatic routing of requests away from servers that fail.

0 Routing all requests for a particular user agent’s session to the
sane server, in order to preserve session state.

The follow ng diagram depicts a sinple server farm depl oynent:

| content | | content | | content | | content |
| server | | server | | server | | server
| [ [ [ |
N N
request from\ | request from
client A \ / client B
\ /
| L4-L7 |
| switch |
SEDSREEE ---
/ \
/ \
/ \
request from request from
client A client B

A simlar style of content network (that is, deployed close to
servers) may be constructed with surrogates [3] instead of a swtch.

2.4 Content Distribution Networks

Bot h hi erarchi cal caching and server farnms are useful techniques, but
have Iimts. Server farnms can inprove the scalability of the origin
server. However, since the nultiple servers and other elenents are
typically depl oyed near the origin server, they do little to inprove
performance problens that are due to network congestion. Caching
proxies can inprove performance problens due to network congestion
(since they are situated near the clients) but they cache objects
based on client demand. Caching based on client denmand perforns
poorly if the requests for a given object, while nunerous in
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aggregate, are spread thinly anong many different caching proxies.
(I'n the worst case, an object could be requested n tines via n

di stinct caching proxies, causing n distinct requests to the origin
server -- or exactly the sane behavior that would occur w thout any
caching proxies in place.)

Thus, a content provider with a popul ar content source can find that
it has to invest in large server farms, |oad bal ancing, and high-
bandwi dt h connections to keep up with demand. Even with those

i nvestnents, the user experience may still be relatively poor due to
congestion in the network as a whol e.

To address these linitations, another type of content network that
has been deployed in increasing nunmbers in recent years is the CDN
(Content Distribution Network or Content Delivery Network). A CDN
essentially noves server-farmlike configurations out into network

| ocations nore typically occupied by caching proxies. A CDN has
nmultiple replicas of each content item being hosted. A request from
a browser for a single content itemis directed to a "good" replica,
where "good" usually neans that the itemis served to the client

qui ckly conmpared to the tinme it would take fetch it fromthe origin
server, with appropriate integrity and consistency. Static

i nformati on about geographic | ocations and network connectivity is
usual ly not sufficient to do a good job of choosing a replica.
Instead, a CDN typically incorporates dynam c i nfornmati on about
network conditions and |oad on the replicas, directing requests so as
to bal ance the | oad.

Compared to using servers and surrogates in a single data center, a
CDN is a relatively conpl ex system enconpassing nultiple points of
presence, in locations that nay be geographically far apart.
Operating a CDN is not easy for a content provider, since a content
provider wants to focus its resources on devel opi ng hi gh-val ue
content, not on managi ng network infrastructure. Instead, a nore
typical arrangenent is that a network service provider builds and
operates a CDN, offering a content distribution service to a nunber
of content providers.

A CDN enables a service provider to act on behalf of the content
provider to deliver copies of origin server content to clients from
multiple diverse locations. The increase in nunber and diversity of
location is intended to i nprove download tines and thus inprove the
user experience. A CDN has sone conbination of a content-delivery
infrastructure, a request-routing infrastructure, a distribution
infrastructure, and an accounting infrastructure. The content-
delivery infrastructure consists of a set of "surrogate" servers [3]
that deliver copies of content to sets of users. The request-routing
i nfrastructure consists of nechanisns that nove a client toward a
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rendezvous with a surrogate. The distribution infrastructure
consi sts of mechani snms that nove content fromthe origin server to
the surrogates. Finally, the accounting infrastructure tracks and
collects data on request-routing, distribution, and delivery
functions within the CDN

The follow ng diagram depicts a sinple CDN as descri bed above:

| request - | | request -
| routing | | routing
| system | | system |

(1) client’'s (2) response

|
|
cont ent | i ndi cati ng
request | location of = ----e------
| cont ent | surrogate
e
----------- |
| surrogat e| | eeeeeee---
----------- | | surrogate
|
|

/ (3) client opens
nt--- connection to
retrieve content

v
ie

2.4.1 Historic Evolution of CDNs

The first inportant use of CDNs was for the distribution of heavily-
requested graphic files (such as A F files on the hone pages of
popul ar servers). However, both in principle and increasingly in
practice, a CDN can support the delivery of any digital content --

i ncluding various fornms of streamng nmedia. For a stream ng nedia
CDN (or nedia distribution network or MDN), the surrogates nay be
operating as splitters (serving out nmultiple copies of a strean)

The splitter function may be instead of, or in addition to, a role as
a caching proxy. However, the basic elenents defined in this node
are still intended to apply to the interconnection of content
networ ks that are distributing streanm ng nedi a.

2.4.2 Describing CDN Val ue: Scal e and Reach
There are two fundanmental elenents that give a CDN val ue: outsourcing
infrastructure and inproved content delivery. A CDN allows multiple

surrogates to act on behalf of an origin server, therefore renoving
the delivery of content froma centralized site to nultiple and
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(usually) highly distributed sites. W refer to increased aggregate
infrastructure size as "scale". |In addition, a CDN can be
constructed with copies of content near to end users, overconing

i ssues of network size, network congestion, and network failures. W
refer to increased diversity of content |ocations as "reach".

In a typical (non-internetworked) CDN, a single service provider
operates the request-routers, the surrogates, and the content
distributors. |In addition, that service provider establishes

(busi ness) relationships with content publishers and acts on behal f
of their origin sites to provide a distributed delivery system The
value of that CDN to a content provider is a conbination of its scale
and its reach.

3. Content Network Model Terns

This section consists of the definitions of a nunber of ternms used to
refer to roles, participants, and objects involved in content
networks. Although the follow ng uses many terns that are based on
those used in RFC 2616 [1] or RFC 3040 [3], there is no necessary
connection to HTTP or web cachi ng technol ogy. Content

i nternetworking and this vocabulary are applicable to other protocols
and styles of content delivery.

Phrases in upper-case refer to other defined terns.

ACCOUNTI NG
Measurement and recordi ng of DI STRI BUTI ON and DELI VERY activities,
especially when the information recorded is ultimately used as a
basis for the subsequent transfer of noney, goods, or obligations.

ACCOUNTI NG SYSTEM
A coll ection of CONTENT NETWORK ELEMENTS that supports ACCOUNTI NG
for a single CONTENT NETWORK.

AUTHORI TATI VE REQUEST- ROUTI NG SYSTEM
The REQUEST- ROUTI NG SYSTEM that is the correct/final authority for
a particular item of CONTENT.

CDN
Content Delivery Network or Content Distribution Network. A type
of CONTENT NETWORK in which the CONTENT NETWORK ELEMENTS are
arranged for nore effective delivery of CONTENT to CLIENTS.
Typically a CDN consists of a REQUEST- ROUTI NG SYSTEM SURRCGATES,
a DI STRI BUTI ON SYSTEM and an ACCOUNTI NG SYSTEM
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CLI ENT
A program that sends CONTENT REQUESTS and receives correspondi ng
CONTENT RESPONSES. (Note: this is similar to the definition in
RFC 2616 [1] but we do not require establishnent of a connection.)

CONTENT
Any formof digital data, CONTENT approximately corresponds to
what is referred to as an "entity" in RFC 2616 [1]. One inportant
form of CONTENT with additional constraints on DI STRI BUTI ON and
DELI VERY i s CONTI NUOUS MEDI A.

CONTENT NETWORK

An arrangenent of CONTENT NETWORK ELEMENTS, controlled by a common
managenent in sone fashion.

CONTENT NETWORK ELEMENT
A network device that perforns at |east sone of its processing by
exam ni ng CONTENT-rel ated parts of network nessages. 1In |IP-based
net wor ks, a CONTENT NETWORK ELEMENT is a device whose processing
depends on exam ning information contained in |IP packet bodies;
network el ements (as defined in RFC 3040) exani ne only the header
of an I P packet. Note that many CONTENT NETWORK ELEMENTS do not
exam ne or even see individual |IP packets, instead receiving the
body of one or nore packets assenbled into a nessage of sone
hi gher -1 evel protocol

CONTENT REQUEST
A nmessage identifying a particular item of CONTENT to be
del i vered

CONTENT RESPONSE
A nmessage containing a particular item of CONTENT, identified in a
previ ous CONTENT REQUEST.

CONTENT S| GNAL
A nessage delivered through a DI STRI BUTI ON SYSTEM t hat specifies
i nformati on about an item of CONTENT. For exanple, a CONTENT
SIGNAL can indicate that the ORIA N has a new version of sone
pi ece of CONTENT.

CONTI NUOQUS MEDI A
CONTENT where there is a timng relationship between source and
sink; that is, the sink nust reproduce the timng relationship
that existed at the source. The npbst comopn exanpl es of
CONTI NUOUS MEDI A are audi o and nmotion video. CONTI NUOUS MEDI A can
be real-tinme (interactive), where there is a "tight" tinmng
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rel ati onshi p between source and sink, or stream ng (playback),
where the relationship is less strict. [Note: This definition is
essentially identical to the definition of continuous nedia in

[2]]

DELI VERY
The activity of providing a PUBLI SHER s CONTENT, via CONTENT
RESPONSES, to a CLIENT. Contrast with DI STRI BUTI ON and REQUEST-
ROUTI NG

DI STRI BUTI ON
The activity of noving a PUBLI SHER s CONTENT fromits ORIG@ N to
one or nore SURROGATEs. DI STRI BUTI ON can happen either in
anticipation of a SURROGATE receiving a REQUEST (pre-positioning)
or in response to a SURROGATE receiving a REQUEST (fetching on
demand). Contrast with DELI VERY and REQUEST- ROUTI NG

DI STRI BUTI ON SYSTEM
A coll ection of CONTENT NETWORK ELEMENTS that support DI STRI BUTI ON
for a single CONTENT NETWORK. The DI STRI BUTI ON SYSTEM al so
propagat es CONTENT S| GNALs.

ORIGA N
The point at which CONTENT first enters a DI STRI BUTI ON SYSTEM
The ORIGA N for any item of CONTENT is the server or set of servers
at the "core" of the distribution, holding the "nmaster" or
"authoritative" copy of that CONTENT. (Note: W believe this
definition is conpatible with that for "origin server" in RFC 2616
[1] but includes additional constraints useful for CD.)

PUBLI SHER
The party that ultimately controls the CONTENT and its
di stribution.

REACHABLE SURROGATES
The col |l ecti on of SURROGATES that can be contacted via a
particul ar DI STRI BUTI ON SYSTEM or REQUEST- ROUTI NG SYSTEM

REQUEST- ROUTI NG
The activity of steering or directing a CONTENT REQUEST from a
USER AGENT to a suitabl e SURROGATE.

REQUEST- ROUTI NG SYSTEM

A coll ection of CONTENT NETWORK ELEMENTS that support REQUEST-
ROUTI NG for a single CONTENT NETWORK.
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SERVER
A programthat accepts CONTENT REQUESTS and services them by
sendi ng back CONTENT RESPONSES. Any given program may be capabl e
of being both a client and a server; our use of these ternms refers
only to the role being perfornmed by the program [Note: this is
adapted froma sinilar definition in RFC 2616 [1].]

SURRCGATE
A delivery server, other than the ORIA N  Receives a CONTENT
REQUEST and delivers the correspondi ng CONTENT RESPONSE. [ Note:
this is a different definition fromthat in RFC 3040 [3], which
appears overly elaborate for our purposes. A "CDl surrogate" is
al ways an "RFC 3040 surrogate"; we are not sure if the reverse is
true.]

USER AGENT
The CLIENT which initiates a REQJEST. These are often browsers,
editors, spiders (web-traversing robots), or other end user tools.
[Note: this definition is identical to the one in RFC 2616 [1].]

4. Content |nternetworking

There are limts to how | arge any one network’s scal e and reach can
be. Increasing either scale or reach is ultimately limted by the
cost of equi pnent, the space avail abl e for deploying equipnent,
and/or the demand for that scale/reach of infrastructure. Sonetinmes
a particular audience is tied to a single service provider or a smnal
set of providers by constraints of technol ogy, economics, or |aw.

O her tinmes, a network provider may be able to nmanage surrogates and
a distribution system but may have no direct relationship with
content providers. Such a provider wants to have a neans of
affiliating their delivery and distribution infrastructure with other
parties who have content to distribute.

Content internetworking allows different content networks to share
resources so as to provide |larger scale and/or reach to each
partici pant than they could otherw se achieve. By using comonly
defined protocols for content internetworking, each content network
can treat neighboring content networks as "bl ack boxes", allow ng
themto hide internal details from each other.

5. Content |nternetworking Mddel Terns
This section consists of the definitions of a nunber of terns used to
refer to roles, participants, and objects involved in internetworking

content networks. The purpose of this section is to identify conmon
terns and provide short definitions.
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ACCOUNTI NG | NTERNETWORKI NG
I nt erconnection of two or nore ACCOUNTI NG SYSTEMS so as to enabl e
t he exchange of information between them The form of ACCOUNTI NG
| NTERNETWORKI NG requi red rmay depend on the nature of the
NEGOTI ATED RELATI ONSHI P bet ween t he peering parties -- in
particular, on the value of the econonic exchanges anti ci pated.

ADVERTI SEMENT
I nformati on about resources available to other CONTENT NETWORKS,
exchanged via CONTENT | NTERNETWORKI NG GATEWAYS. Types of
ADVERTI SEMENT i ncl ude AREA ADVERTI SEMENTS, CONTENT ADVERTI SEVENTS,
and DI STRI BUTI ON ADVERTI SEMVENTS.

AREA ADVERTI SEMENT
ADVERTI SEMENT from a CONTENT NETWORK s REQUEST- ROUTI NG SYSTEM
about aspects of topol ogy, geography and performance of a CONTENT
NETWORK. Contrast with CONTENT ADVERTI SEMENT, DI STRI BUTI ON
ADVERT| SEMENT.

Bl LLI NG ORGANI ZATI ON
An entity that operates an ACCOUNTI NG SYSTEM to support billing
wi thin a NEGOTI ATED RELATI ONSHI P wi th a PUBLI SHER.

CONTENT ADVERTI SEMENT
ADVERTI SEMENT from a CONTENT NETWORK' s REQUEST- ROUTI NG SYSTEM
about the availability of one or nore collections of CONTENT on a
CONTENT NETWORK. Contrast with AREA ADVERTI SEMENT, DI STRI BUTI ON
ADVERTI SEMENT

CONTENT DESTI NATI ON
A CONTENT NETWORK or DI STRI BUTI ON SYSTEM that i s accepti ng CONTENT

from anot her such network or system Contrast with CONTENT
SOURCE.

CONTENT | NTERNETWORKI NG GATEVWAY (Cl G
An identifiable el enent or systemthrough which a CONTENT NETWORK
can be interconnected with others. A ClIG may be the point of
contact for DI STRI BUTI ON | NTERNETWORKI NG, REQUEST- ROUTI NG
| NTERNETWORKI NG, and/ or ACCOUNTI NG | NTERNETWORKI NG, and t hus may
i ncorporate sonme or all of the corresponding systenms for the
CONTENT NETWORK.

CONTENT REPLI CATI ON
The moverment of CONTENT from a CONTENT SOURCE to a CONTENT
DESTI NATION. Note that this is specifically the nmovenment of
CONTENT from one network to another. There may be simlar or
di fferent mechani snms that nove CONTENT around within a single
network’s DI STRI BUTI ON SYSTEM
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CONTENT SOURCE
A CONTENT NETWORK or DI STRI BUTI ON SYSTEM that is distributing
CONTENT to another such network or system Contrast with CONTENT
DESTI NATI ON.

DI STRI BUTI ON ADVERTI SEMENT
An ADVERTI SEMENT from a CONTENT NETWORK' s DI STRI BUTI ON SYSTEM t o
potential CONTENT SOURCES, describing the capabilities of one or
nore CONTENT DESTI NATI ONS. Contrast w th AREA ADVERTI SEMENT,
CONTENT ADVERTI SEMENT.

DI STRI BUTI ON | NTERNETWORKI NG
I nt erconnection of two or nore DI STRI BUTI ON SYSTEMS so as to
propagat e CONTENT SI GNALS and copi es of CONTENT to groups of
SURROGATES.

ENLI STED
Descri bes a CONTENT NETWORK that, as part of a NEGOTI ATED
RELATI ONSHI P, has accepted a DI STRI BUTI ON task from anot her
CONTENT NETWORK, has agreed to perform REQUEST- ROUTI NG on behal f
of another CONTENT NETWORK, or has agreed to provi de ACCOUNTI NG
data to anot her CONTENT NETWORK. Contrast with ORI G NATI NG

| NJECTI ON
A "send-only" form of DI STRI BUTI ON | NTERNETWORKI NG t hat t akes
place froman ORIA N to a CONTENT DESTI NATI ON.

| NTER-
Describes activity that involves nore than one CONTENT NETWORK

(e.g., INTER-CDN). Contrast with | NTRA-.

| NTRA-
Descri bes activity within a single CONTENT NETWORK (e.g., | NTRA-
CDN). Contrast with | NTER-.

NEGOTI ATED RELATI ONSHI P
A rel ationship whose terns and conditions are partially or
conpl etely established outside the context of CONTENT NETWORK
i nt er networ ki ng protocols.

ORI G NATI NG
Descri bes a CONTENT NETWORK that, as part of a NEGOTI ATED
RELATI ONSHI P, subnits a DI STRIBUTI ON task to anot her CONTENT
NETWORK, asks anot her CONTENT NETWORK to perform REQUEST- ROUTI NG
on its behal f, or asks another CONTENT NETWORK to provide
ACCOUNTI NG data. Contrast with ENLI STED.
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REMOTE CONTENT NETWORK
A CONTENT NETWORK abl e to deliver CONTENT for a particular REQUEST
that is not the AUTHORI TATI VE REQUEST- ROUTI NG SYSTEM f or t hat
REQUEST.

REQUEST- ROUTI NG | NTERNETWORKI NG
I nterconnection of two or nore REQUEST- ROUTI NG SYSTEMS so as to
i ncrease the nunber of REACHABLE SURROGATES for at | east one of
the interconnected systens.

6. Security Considerations

Thi s docunent defines term nol ogy and concepts for content

i nternetworking. The term nology itself does not introduce any
security-related issues. The inplenentation of content

i nt ernetwor ki ng concepts does rai se some security-related issues,
which we identify in broad categories below Oher CDI docunents
will address their specific security-related issues in nore detail.

Secure rel ationship establishrment: CONTENT | NTERNETWORKI NG GATEWAYS
nmust ensure that CONTENT NETWORKS are internetworking only with other
CONTENT NETWORKS as intended. It nust be possible to prevent

unaut hori zed i nternetworki ng or spoofing of another CONTENT NETWORK' s
identity.

Secure content transfer: CONTENT | NTERNETWORKI NG GATEWAYS nust
support CONTENT NETWORK mnechani sns that ensure both the integrity of
CONTENT and the integrity of both DI STRI BUTI ON and DELI VERY, even
when bot h ORI G NATI NG and ENLI STED networks are invol ved. CONTENT

| NTERNETWORKI NG GATEWAYS nust al | ow for mechani sns to prevent theft
or corruption of CONTENT.

Secure neta-content transfer: CONTENT | NTERNETWORKI NG GATEWAYS nust
support the novenment of accurate, reliable, auditable ACCOUNTI NG

i nformati on between CONTENT NETWORKS. CONTENT | NTERNETWORKI NG
GATEWAYS nust all ow for mechani snms to prevent the diversion or
corruption of ACCOUNTI NG data and sinilar neta-content.
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10. Full Copyright Statenent
Copyright (C) The Internet Society (2003). Al Rights Reserved.

Thi s docunent and translations of it nmay be copied and furnished to
others, and derivative works that comment on or otherwi se explain it
or assist in its inplenentation may be prepared, copied, published
and distributed, in whole or in part, w thout restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng Internet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into | anguages other than
Engl i sh.

The linited perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LIM TED TO ANY WARRANTY THAT THE USE OF THE | NFORMATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE.
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