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Abstr act

Thi s docunent describes a mechanismthat helps to mininize the
negative effects on MPLS traffic caused by Label Sw tching Router’s
(LSR s) control plane restart, specifically by the restart of its
Label Distribution Protocol (LDP) conponent, on LSRs that are capable
of preserving the MPLS forwardi ng conponent across the restart.

The mechani sm described in this docunent is applicable to all LSRs,
both those with the ability to preserve forwardi ng state during LDP
restart and those w thout (although the latter needs to inplenent
only a subset of the nechani smdescribed in this docunent).
Supporting (a subset of) the nmechani sm described here by the LSRs
that can not preserve their MPLS forwarding state across the restart
woul d not reduce the negative inpact on MPLS traffic caused by their
control plane restart, but it would minimze the inpact if their

nei ghbor (s) are capabl e of preserving the forwarding state across the
restart of their control plane and inplenent the nechani sm descri bed
here.

The mechani sm nakes minimalistic assunptions on what has to be
preserved across restart - the nechani smassunes that only the actua
MPLS forwarding state has to be preserved; the nechani sm does not
require any of the LDP-related states to be preserved across the
restart.
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The procedures described in this docunent apply to downstream
unsolicited | abel distribution. Extending these procedures to
downstream on demand | abel distribution is for further study.

Speci fication of Requirenents

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in BCP 14, RFC 2119

[ RFC2119] .

1. Mbtivation

For the sake of brevity in the context of this docunent, by "the
control plane" we nean "the LDP conponent of the control plane"

For the sake of brevity in the context of this docunment, by "MPLS
forwardi ng state" we nean either <inconing |abel -> (outgoing |abel
next hop) > (non-ingress case), or <FEC >(outgoing |abel, next hop)>
(i ngress case) napping.

In the case where a Label Switching Router (LSR) could preserve its
MPLS forwarding state across restart of its control plane,
specifically its LDP conponent [LDP], it is desirable not to perturb
the LSPs going through that LSR (specifically, the LSPs established
by LDP). In this docunment, we describe a nmechanism termed "LDP

G aceful Restart", that allows the acconplishnent of this goal

The mechani sm described in this docunent is applicable to all LSRs,
both those with the ability to preserve forwarding state during LDP
restart and those without (although the latter need to inplenent only
a subset of the mechani smdescribed in this docunent). Supporting (a
subset of) the nmechani sm described here by the LSRs that can not
preserve their MPLS forwarding state across the restart would not
reduce the negative inpact on MPLS traffic caused by their contro

pl ane restart, but it would mninze the inpact if their neighbor(s)
are capabl e of preserving the forwarding state across the restart of
their control plane and inplenent the mechani sm described here.

The mechani sm nmakes minimalistic assunptions on what has to be
preserved across restart - the nechani smassunmes that only the actua
MPLS forwarding state has to be preserved. Cdearly this is the

m ni num amount of state that has to be preserved across the restart
in order not to perturb the LSPs traversing a restarting LSR  The
nmechani sm does not require any of the LDP-related states to be
preserved across the restart.
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In the scenario where |abel binding on an LSR is created/ naintained
not just by the LDP conponent of the control plane, but by other
protocol conponents as well (e.g., BGP, RSVP-TE), and the LSR
supports restart of the individual conponents of the control plane
that create/maintain | abel binding (e.g., restart of LDP, but no
restart of BGP), the LSR needs to preserve across the restart the

i nformati on about which protocol has assigned which | abels.

The procedures described in this docunent apply to downstream
unsolicited | abel distribution. Extending these procedures to
downstream on demand | abel distribution is for further study.

2. LDP Extension

An LSR indicates that it is capable of supporting LDP G aceful
Restart, as defined in this docunent, by including the Fault Tol erant
(FT) Session TLV as an Optional Paraneter in the LDP Initialization
message. The format of the FT Session TLV is defined in [FT-LDP]

The L (Learn from Network) flag MUST be set to 1, which indicates
that the procedures in this document are used. The rest of the FT
flags are set to O by a sender and ignored on receipt.

The value field of the FT Session TLV contains two conponents that
are used by the nmechani snms defined in this docunent: FT Reconnect
Ti reout, and Recovery Tine.

The FT Reconnect Tineout is the time (in nmilliseconds) that the
sender of the TLV would like the receiver of that TLV to wait after
the receiver detects the failure of LDP comrunication with the
sender. Wile waiting, the receiver SHOULD retain the MPLS
forwarding state for the (already established) LSPs that traverse a
Iink between the sender and the receiver. The FT Reconnect Ti neout
shoul d be I ong enough to allow the restart of the control plane of
the sender of the TLV, and specifically its LDP conponent to bring it
to the state where the sender coul d exchange LDP nessages with its
nei ghbors.

Setting the FT Reconnect Tineout to O indicates that the sender of
the TLV will not preserve its forwarding state across the restart,
yet the sender supports the procedures, defined in Section 3.3,
"Restart of LDP comunication with a neighbor LSR' of this docunent,
and therefore could take advantage if its neighbor to preserve its
forwarding state across the restart.

For a restarting LSR, the Recovery Tinme carries the time (in
mlliseconds) the LSRis willing to retain its MPLS forwarding state
that it preserved across the restart. The tine is fromthe nonment
the LSR sends the Initialization nmessage that carries the FT Session
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TLV after restart. Setting this tinme to O indicates that the MPLS
forwarding state was not preserved across the restart (or even if it
was preserved, is no |onger avail able).

The Recovery Tinme SHOULD be | ong enough to allow the nei ghboring
LSR's to re-sync all the LSP's in a graceful nmanner, w thout creating
congestion in the LDP control plane.

3. Operations

An LSR that supports functionality described in this docunent
advertises this to its LDP neighbors by carrying the FT Session TLV
inthe LDP Initialization nmessage.

Thi s docunent assumes that in certain situations, as specified in
section 3.1.2, "Egress LSR', in addition to the MPLS forwardi ng
state, an LSR can also preserve its |IP forwarding state across the
restart. Procedures for preserving an |IP forwarding state across the
restart are defined in [ OSPF- RESTART], [ISIS-RESTART], and [ BGP-
RESTART] .

3.1. Procedures for the restarting LSR

After an LSR restarts its control plane, the LSR MUST check whet her
it was able to preserve its MPLS forwarding state fromprior to the
restart. |If not, then the LSR sets the Recovery Tine to O in the FT
Session TLV the LSR sends to its nei ghbors.

If the forwarding state has been preserved, then the LSR starts its
internal tiner, called MPLS Forwarding State Hol ding tinmer (the val ue
of that timer SHOULD be configurable), and marks all the MPLS
forwarding state entries as "stale". At the expiration of the tiner,
all the entries still narked as stale SHOULD be deleted. The val ue
of the Recovery Tinme advertised in the FT Session TLV is set to the
(current) value of the tiner at the point in which the Initialization
nmessage carrying the FT Session TLV is sent.

W say that an LSR is in the process of restarting when the MPLS
Forwarding State Holding timer is not expired. Once the tinmer
expires, we say that the LSR conpleted its restart.

The followi ng procedures apply when an LSR is in the process of
restarting.

3.1.1. Non-egress LSR

If the label carried in the newWy received Mappi ng nessage i s not an
Implicit NULL, the LSR searches its MPLS forwarding state for an
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entry with the outgoing |abel equal to the |abel carried in the
message, and the next hop equal to one of the addresses (next hops)
received in the Address nessage fromthe peer. |If such an entry is
found, the LSR no longer marks the entry as stale. |In addition, if
the entry is of type <incom ng |abel, (outgoing |abel, next hop)>
(rather than <FEC, (outgoing |abel, next hop)>), the LSR associ ates
the incoming label fromthat entry with the FEC received in the Labe
Mappi ng nessage, and advertises (via LDP) <inconing |abel, FEC to
its neighbors. |If the found entry has no incoming |abel, or if no
entry is found, the LSR follows the normal LDP procedures. (Note
that this paragraph describes the scenario where the restarting LSR
is neither the egress, nor the penultimte hop that uses penultimte
hop popping for a particular LSP. Note also that this paragraph
covers the case where the restarting LSRis the ingress.)

If the label carried in the Mapping nmessage is an Inplicit NULL

| abel , the LSR searches its MPLS forwarding state for an entry that

i ndi cates Label pop (nmeans no outgoing |abel), and the next hop equa
to one of the addresses (next hops) received in the Address nessage
fromthe peer. |[|f such an entry is found, the LSR no | onger narks
the entry as stale, the LSR associates the inconing |abel fromthat
entry with the FEC received in the Label Mappi ng nessage fromthe
nei ghbor, and advertises (via LDP) <incomng |abel, FEC to its

nei ghbors. If the found entry has no inconing |abel, or if no entry
is found, the LSR follows the normal LDP procedures. (Note that this
par agr aph describes the scenario where the restarting LSRis a
penultimate hop for a particular LSP, and this LSP uses penultinate

hop poppi ng.)

The description in the above paragraph assunes that the restarting
LSR generates the sanme |label for all the LSPs that term nate on the
sane LSR (different fromthe restarting LSR), and for which the
restarting LSRis a penultimate hop. |If this is not the case, and
the restarting LSR generates a uni que | abel per each such LSP, then
the LSR needs to preserve across the restart, not just the <inconng
| abel , (outgoing |abel, next hop)> mapping, but also the FEC
associated with this mapping. |In such case, the LSR searches its
MPLS forwarding state for an entry that (a) indicates Label pop
(means no outgoing label), (b) indicates the next hop equal to one of
t he addresses (next hops) received in the Address nessage fromthe
peer, and (c) has the sanme FEC as the one received in the Labe
Mappi ng nessage. |If such an entry is found, the LSR no | onger narks
the entry as stale, the LSR associates the incomng |abel fromthat
entry with the FEC received in the Label Mpping message fromthe
nei ghbor, and advertises (via LDP) <inconming |label, FEC to its

nei ghbors. If the found entry has no inconming | abel, or if no entry
is found, the LSR foll ows the nornmal LDP procedures.
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3.1.2. Egress LSR

If an LSR determines that it is an egress for a particular FEC, the
LSR is configured to generate a non-NULL | abel for that FEC, and that
the LSR is configured to generate the sane (non-NULL) | abel for al
the FECs that share the sanme next hop and for which the LSRis an
egress, the LSR searches its MPLS forwarding state for an entry that
i ndi cates Label pop (nmeans no outgoing |abel), and the next hop equa
to the next hop for that FEC. (Determining the next hop for the FEC
depends on the type of the FEC. For exanple, when the FECis an IP
address prefix, the next hop for that FECis determned fromthe IP
forwarding table.) |If such an entry is found, the LSR no | onger
marks this entry as stale, the LSR associates the incom ng | abel from
that entry with the FEC, and advertises (via LDP) <inconing | abel
FEC> to its neighbors. If the found entry has no inconing | abel, or
if no entry is found, the LSR follows the normal LDP procedures.

If an LSR determines that it is an egress for a particular FEC, the
LSR is configured to generate a non-NULL | abel for that FEC, and that
the LSR is configured to generate a uni que | abel for each such FEC
then the LSR needs to preserve across the restart, not just the

<i ncom ng | abel, (outgoing |abel, next hop)> mapping, but also the
FEC associated with this mapping. 1In such case, the LSR would search
its MPLS forwarding state for an entry that indicates Label pop
(means no outgoing label), and the next hop equal to the next hop for
that FEC associated with the entry (Determi ning the next hop for the
FEC depends on the type of the FEC. For exanple, when the FEC is an
| P address prefix, the next hop for that FEC is determnined fromthe
IP forwarding table.) |If such an entry is found, the LSR no | onger
marks this entry as stale, the LSR associates the incom ng | abel from
that entry with the FEC, and advertises (via LDP) <incom ng | abel
FEC> to its neighbors. [If the found entry has no inconing |abel, or
if noentry is found, the LSR follows the normal LDP procedures.

If an LSR determines that it is an egress for a particular FEC, and
the LSR is configured to generate a NULL (either Explicit or
Implicit) label for that FEC, the LSR just advertises (via LDP) such
| abel (together with the FEC) to its neighbors.

3.2. Alternative procedures for the restarting LSR

In this section we describe an alternative to the procedures
described in Section 3.1, "Procedures for the restarting LSR

The procedures described in this section assunes that the restarting
LSR has (at least) as many unallocated as allocated | abels. The
latter formthe MPLS forwarding state that the LSR nanaged to
preserve across the restart.
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After an LSR restarts its control plane, the LSR MJST check whet her
it was able to preserve its MPLS forwarding state fromprior to the
restart. |If no, then the LSR sets the Recovery Tinme to 0 in the FT
Session TLV the LSR sends to its nei ghbors.

If the forwarding state has been preserved, then the LSR starts its
internal tinmer, called MPLS Forwarding State Hol ding tinmer (the val ue
of that tiner SHOULD be configurable), and marks all the MPLS
forwarding state entries as "stale". At the expiration of the tiner
all the entries still marked as stale SHOULD be del eted. The val ue
of the Recovery Time advertised in the FT Session TLV is set to the
(current) value of the tiner at the point when the Initialization
message carrying the FT Session TLV is sent.

We say that an LSR is in the process of restarting when the MPLS
Forwarding State Holding timer is not expired. Once the timer
expires, we say that the LSR conmpleted its restart.

While an LSRis in the process of restarting, the LSR creates |oca
| abel binding by follow ng the normal LDP procedures.

Note that while an LSRis in the process of restarting, the LSR may
have not one, but two |local |abel bindings for a given FEC - one that
was retained fromprior to restart, and another that was created
after the restart. Once the LSR conpletes its restart, the fornmer
will be deleted. Both of these bindings though woul d have the sane
out goi ng | abel (and the same next hop).

3.3. Restart of LDP conmunication with a neighbor LSR

When an LSR detects that its LDP session with a nei ghbor went down,
and the LSR knows that the neighbor is capable of preserving its MPLS
forwarding state across the restart (as was indicated by the FT
Session TLV in the Initialization nessage received fromthe

nei ghbor), the LSR retains the | abel -FEC bindings received via that
session (rather than discarding the bindings), but nmarks them as
"stal e".

After detecting that the LDP session with the neighbor went down, the
LSR tries to re-establish LDP comruni cati on with the nei ghbor
foll owi ng the usual LDP procedures.

The amount of tine the LSR keeps its stale | abel-FEC bindings is set
to the |l esser of the FT Reconnect Tinmeout, as was advertised by the
nei ghbor, and a local tinmer, called the Neighbor Liveness Tinmer. |If
within that time the LSR still does not establish an LDP session with
t he nei ghbor, all the stal e bindings SHOULD be deleted. The Nei ghbor
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Li veness Tiner is started when the LSR detects that its LDP session
with the nei ghbor went down. The value of the Neighbor Liveness
ti mer SHOULD be confi gurabl e.

If the LSR re-establishes an LDP session with the nei ghbor within the
| esser of the FT Reconnect Tineout and the Nei ghbor Liveness Tiner,
and the LSR deternines that the nei ghbor was not able to preserve its
MPLS forwarding state, the LSR SHOULD i medi ately delete all the
stal e | abel - FEC bi ndi ngs received fromthat neighbor. |If the LSR
determ nes that the nei ghbor was able to preserve its MPLS forwarding
state (as was indicated by the non-zero Recovery Tine advertised by

t he neighbor), the LSR SHOULD further keep the stale |abel-FEC

bi ndi ngs, received fromthe neighbor, for as long as the | esser of
the Recovery Tine advertised by the neighbor, and a |l oca

configurabl e val ue, called Maxinmum Recovery Tine, allows.

The LSR SHOULD try to conplete the exchange of its |abel mapping
information with the neighbor within 1/2 of the Recovery Tine, as
specified in the FT Session TLV received fromthe nei ghbor

The LSR handl es the Label WMappi ng messages received fromthe nei ghbor
by follow ng the nornal LDP procedures, except that (a) it treats the
stale entries in its Label Information Base (LIB) as if these entries
have been received over the (newy established) session, (b) if the

| abel - FEC binding carried in the nessage is the sane as the one that
is present in the LIB, but is marked as stale, the LIB entry is no

| onger marked as stale, and (c) if for the FEC in the |abel -FEC
binding carried in the nessage there is already a | abel - FEC bi ndi ng
inthe LIBthat is marked as stale, and the label in the LIB binding
is different fromthe label carried in the nmessage, the LSR just
updates the LIB entry with the new | abel

An LSR, once it creates a <l abel, FEC> binding, SHOULD keep the val ue
of the label in this binding for as long as the LSR has a route to
the FEC in the binding. |If the route to the FEC di sappears, and then
re-appears again later, this may result in using a different |abe

val ue, as when the route re-appears, the LSR would create a new

<l abel , FEC> bi ndi ng.

To mnimze the potential ms-routing caused by the | abel change when
creating a new <l abel, FEC> binding, the LSR SHOULD pick up the | east
recently used label. Once an LSR releases a |label, the LSR SHOULD
NOT re-use this label for advertising a <label, FEC> binding to a

nei ghbor that supports graceful restart for at |east the sumof the
FT Reconnect Timeout plus Recovery Tine, as advertised by the

nei ghbor to the LSR
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4. Security Consideration

The security considerations pertaining to the original LDP protoco
[ RFC3036] renmain rel evant.

In addition, LSRs that inplenment the nechani sm described here are
subject to to additional denial-of-service attacks as foll ows:

An intruder may inpersonate an LDP peer in order to force a
failure and reconnection of the TCP connection, but where the

i ntruder sets the Recovery Time to 0 on reconnection. This forces
all labels received fromthe peer to be rel eased

An intruder could intercept the traffic between LDP peers and
override the setting of the Recovery Tinme to be set to 0. This
forces all labels received fromthe peer to be rel eased

Al'l of these attacks may be countered by use of an authentication
schene between LDP peers, such as the MD5-based schenme outlined in
[ LDP].

As with LDP, a security issue may exist if an LDP inplenentation
continues to use |labels after expiration of the session that first
caused themto be used. This nay arise if the upstreamLSR detects
the session failure after the downstream LSR has rel eased and re-used
the label. The problemis nost obvious with the platformw de | abe
space and could result in mis-routing data to other than intended
destinations, and it is conceivable that these behaviors may be
deliberately exploited to either obtain services wthout

aut hori zation or to deny services to others.

In this docunent, the validity of the session may be extended by the
Reconnect Tinmeout, and the session nmay be re-established in this
period. After the expiry of the Reconnection Tinmeout, the session
nmust be considered to have failed and the sane security issue applies
as described above.

However, the downstream LSR may declare the session as failed before
the expiration of its Reconnection Tineout. This increases the

peri od during which the downstream LSR ni ght reall ocate the | abe
whil e the upstream LSR continues to transmit data using the old usage
of the label. To reduce this issue, this docunent requires that

| abel s not be re-used until at |east the sum of Reconnect Ti meout
pl us Recovery Ti ne.
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5.

Intellectual Property Considerations
This section is taken from Section 10.4 of [RFC2026].

The |1 ETF takes no position regarding the validity or scope of any
intellectual property or other rights that mght be clained to
pertain to the inplenentation or use of the technol ogy described in
this docunent or the extent to which any |icense under such rights

nm ght or night not be available; neither does it represent that it
has made any effort to identify any such rights. Information on the
| ETF s procedures with respect to rights in standards-track and
standards-rel ated docunentation can be found in BCP-11. Copi es of
clains of rights nade available for publication and any assurances of
licenses to be nade available, or the result of an attenpt made to
obtain a general |icense or permission for the use of such
proprietary rights by inplenmentors or users of this specification can
be obtained fromthe I ETF Secretari at.

The IETF invites any interested party to bring to its attention any
copyrights, patents or patent applications, or other proprietary
rights which may cover technol ogy that nmay be required to practice
this standard. Please address the information to the | ETF Executive
Director.

The | ETF has been notified of intellectual property rights clained in
regard to sone or all of the specification contained in this
docunent. For nore information consult the online list of clained
rights.
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10. Full Copyright Statenent
Copyright (C) The Internet Society (2003). Al Rights Reserved.

Thi s docunent and translations of it nmay be copied and furnished to
others, and derivative works that comment on or otherwi se explain it
or assist in its inplenentation may be prepared, copied, published
and distributed, in whole or in part, w thout restriction of any

ki nd, provided that the above copyright notice and this paragraph are
i ncluded on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nternet organi zati ons, except as needed for the purpose of
devel opi ng Internet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into | anguages other than
Engl i sh.

The linited perm ssions granted above are perpetual and will not be
revoked by the Internet Society or its successors or assigns.

Thi s docunent and the information contained herein is provided on an
"AS | S" basis and THE | NTERNET SOCI ETY AND THE | NTERNET ENG NEERI NG
TASK FORCE DI SCLAI M5 ALL WARRANTI ES, EXPRESS OR | MPLI ED, | NCLUDI NG
BUT NOT LIM TED TO ANY WARRANTY THAT THE USE OF THE | NFORMATI ON
HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED WARRANTI ES OF
MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE.
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