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Abstr act

The Ad hoc On-Denmand Di stance Vector (AODV) routing protocol is

i ntended for use by nobile nodes in an ad hoc network. It offers
qui ck adaptation to dynamic link conditions, |ow processing and
menory overhead, |ow network utilization, and determ nes unicast
routes to destinations within the ad hoc network. 1t uses
destination sequence nunbers to ensure | oop freedomat all tines
(even in the face of anomal ous delivery of routing control nessages),
avoi di ng problenms (such as "counting to infinity") associated wth

cl assi cal distance vector protocols.
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1. Introduction

The Ad hoc On-Denand Di stance Vector (AODV) al gorithm enabl es
dynamic, self-starting, multihop routing between participating nobile
nodes w shing to establish and nmaintain an ad hoc network. AODV

all ows nobile nodes to obtain routes quickly for new destinations,
and does not require nodes to naintain routes to destinations that
are not in active conmunication. AODV allows nobile nodes to respond
to link breakages and changes in network topology in a tinmely manner.
The operation of ACDV is | oop-free, and by avoi ding the Bell man-Ford
"counting to infinity" problemoffers quick convergence when the ad
hoc network topol ogy changes (typically, when a node noves in the
network). \When links break, ACDV causes the affected set of nodes to
be notified so that they are able to invalidate the routes using the
| ost Iink.
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One distinguishing feature of AODV is its use of a destination
sequence nunber for each route entry. The destination sequence
nunmber is created by the destination to be included along with any
route information it sends to requesting nodes. Using destination
sequence nunbers ensures loop freedomand is sinple to program

G ven the choice between two routes to a destination, a requesting
node is required to select the one with the greatest sequence nunber.

2. Overview

Rout e Requests (RRE(s), Route Replies (RREPs), and Route Errors
(RERRs) are the nessage types defined by AOCDV. These nessage types
are received via UDP, and nornal |P header processing applies. So,
for instance, the requesting node is expected to use its |P address
as the Originator I P address for the nmessages. For broadcast
messages, the IP limted broadcast address (255.255.255.255) is used.
This means that such nessages are not blindly forwarded. However,
AQDV operation does require certain nessages (e.g., RREQ to be

di ssenmi nated wi dely, perhaps throughout the ad hoc network. The
range of dissemination of such RREQs is indicated by the TTL in the
| P header. Fragnentation is typically not required.

As |l ong as the endpoints of a conmunication connection have valid
routes to each other, AODV does not play any role. Wen a route to a
new destination is needed, the node broadcasts a RREQto find a route
to the destination. A route can be deternined when the RREQ reaches
either the destination itself, or an internediate node with a ’'fresh
enough’ route to the destination. A ’'fresh enough’ route is a valid
route entry for the destination whose associ ated sequence nunber is
at least as great as that contained in the RREQ The route is nade
avai | abl e by unicasting a RREP back to the origination of the RREQ
Each node receiving the request caches a route back to the originator
of the request, so that the RREP can be unicast fromthe destination
along a path to that originator, or |likewi se fromany internediate
node that is able to satisfy the request.

Nodes nmonitor the link status of next hops in active routes. Wen a
link break in an active route is detected, a RERR nessage is used to
notify other nodes that the loss of that |link has occurred. The RERR
nmessage i ndi cates those destinations (possibly subnets) which are no
| onger reachable by way of the broken link. 1In order to enable this
reporting nechani sm each node keeps a "precursor list", containing
the I P address for each its neighbors that are likely to use it as a
next hop towards each destination. The information in the precursor
lists is nost easily acquired during the processing for generation of
a RREP nessage, which by definition has to be sent to a node in a
precursor list (see section 6.6). |If the RREP has a nonzero prefix
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I ength, then the originator of the RREQ which solicited the RREP
information is included anong the precursors for the subnet route
(not specifically for the particular destination).

A RREQ may al so be received for a nulticast IP address. In this
docunent, full processing for such nessages is not specified. For
exanpl e, the originator of such a RREQ for a nulticast |P address may
have to foll ow special rules. However, it is inportant to enable
correct multicast operation by internmedi ate nodes that are not
enabl ed as originating or destination nodes for IP nulticast
addresses, and |ikew se are not equi pped for any special nulticast
protocol processing. For such nulticast-unaware nodes, processing
for a nmulticast |IP address as a destination |P address MJST be
carried out in the sanme way as for any other destination |IP address.

AODV is a routing protocol, and it deals with route tabl e nanagenent.
Route table information nust be kept even for short-lived routes,
such as are created to tenporarily store reverse paths towards nodes
originating RREQGs. AODV uses the following fields with each route
table entry:

- Destination |IP Address

- Destination Sequence Numnber

- Valid Destination Sequence Nunber flag

- Oher state and routing flags (e.g., valid, invalid, repairable,
bei ng repaired)

- Network Interface

- Hop Count (nunmber of hops needed to reach destination)

- Next Hop

- List of Precursors (described in Section 6.2)

- Lifetine (expiration or deletion tine of the route)

Managi ng t he sequence nunber is crucial to avoiding routing |oops,
even when |links break and a node is no |onger reachable to supply its
own information about its sequence nunber. A destination becones
unreachabl e when a link breaks or is deactivated. When these
conditions occur, the route is invalidated by operations involving

t he sequence nunber and nmarking the route table entry state as
invalid. See section 6.1 for details.

3. AODV Ter mi nol ogy
This protocol specification uses conventional neanings [1] for
capitalized words such as MJUST, SHOULD, etc., to indicate requirenent

| evel s for various protocol features. This section defines other
term nol ogy used with ACDV that is not already defined in [3].
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active route

A route towards a destination that has a routing table entry
that is marked as valid. Only active routes can be used to
forward data packets.

br oadcast

Broadcasting neans transmitting to the IP Linmted Broadcast
address, 255.255.255.255. A broadcast packet may not be
blindly forwarded, but broadcasting is useful to enable

di ssem nati on of AODV nessages throughout the ad hoc network.

destination

An | P address to which data packets are to be transmtted.

Same as "destination node". A node knows it is the destination
node for a typical data packet when its address appears in the
appropriate field of the I P header. Routes for destination
nodes are supplied by action of the AODV protocol, which
carries the I P address of the desired destination node in route
di scovery messages.

f orwar di ng node

A node that agrees to forward packets destined for another
node, by retransmitting themto a next hop that is closer to
the unicast destination along a path that has been set up using
routing control nessages.

forward route

A route set up to send data packets froma node originating a
Rout e Di scovery operation towards its desired destination

invalid route

A route that has expired, denoted by a state of invalid in the
routing table entry. An invalid route is used to store
previously valid route information for an extended period of
time. An invalid route cannot be used to forward data packets,
but it can provide infornmation useful for route repairs, and

al so for future RREQ nessages.
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ori gi nati ng node

A node that initiates an AODV route discovery nmessage to be
processed and possibly retransmtted by other nodes in the ad
hoc network. For instance, the node initiating a Route

Di scovery process and broadcasting the RREQ nessage is called
the originating node of the RREQ nessage.

reverse route

A route set up to forward a reply (RREP) packet back to the
originator fromthe destination or froman internedi ate node
having a route to the destination

sequence numnber

A nonotoni cal ly increasi ng nunber maintained by each
originating node. In AODV routing protocol nessages, it is
used by other nodes to determ ne the freshness of the

i nformati on contained fromthe originating node.

valid route
See active route.
4. Applicability Statenent

The AODV routing protocol is designed for nobile ad hoc networks with
popul ati ons of tens to thousands of nobile nodes. AODV can handl e

| ow, noderate, and relatively high nobility rates, as well as a
variety of data traffic levels. AODV is designed for use in networks
where the nodes can all trust each other, either by use of
preconfigured keys, or because it is known that there are no
mal i ci ous intruder nodes. AODV has been designed to reduce the

di ssem nati on of control traffic and elimnate overhead on data
traffic, in order to inprove scalability and perfornmance.
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5.1. Route Request (RREQ Message For mat

0

1 2 3

01234567890123456789012345678901
T T S T i s L i S S S S S S S e T s

Type

|JIR G D U Reserved | Hop Count |

T I T S S T i T S S T S S S S S

RREQ | D |

B S i S S S S S T2 s S S S o S S S S

Destination | P Address |

R o T S T T i T S e T it S S S S

Desti nati on Sequence Number |

T I T S I T it S S S S S S T Ui S S S A i S S

Originator | P Address |

B S S T S S S S Tt 2 2 st St S S S S S S S S S S

Ori gi nat or Sequence Nunber |

D I S e T i T S S S S e S e T s

The format of the Route Request nessage is illustrated above, and
contains the follow ng fields:

Per k

Type
J

R

Reser ved

Hop Count

ins, et. al.

1

Join flag; reserved for multicast.

Repair flag; reserved for nulticast.

Gratuitous RREP flag; indicates whether a

gratui tous RREP should be unicast to the node
specified in the Destination | P Address field (see
sections 6.3, 6.6.3).

Destination only flag; indicates only the
destination nay respond to this RREQ (see

section 6.5).

Unknown sequence nunber; indicates the destination
sequence number is unknown (see section 6.3).

Sent as 0; ignored on reception.

The nunber of hops fromthe Originator | P Address
to the node handling the request.
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RREQ I D A sequence nunber uniquely identifying the
particul ar RREQ when taken in conjunction with the
originating node's |IP address.

Destination | P Address
The | P address of the destination for which a route
is desired.

Desti nati on Sequence Nunber
The | atest sequence nunber received in the past
by the originator for any route towards the
desti nati on.

Oiginator | P Address
The |1 P address of the node which originated the
Rout e Request.

Ori gi nat or Sequence Nunber
The current sequence nunber to be used in the route
entry pointing towards the originator of the route
request.

5.2. Route Reply (RREP) Message For mat

0 1 2 3

01234567890123456789012345678901
i T o T e e e et o S s S R R SR
| Type | Rl Al Reserved | Prefix Sz| Hop Count |
B T e o i S I i i S S N iy St S I S S
| Destination | P address |
e e i i e T S i S e e e R
| Desti nati on Sequence Number |
T T i i o e e e e et i S s S R R S
| Originator | P address |
B T e o i S I i i S S N iy St S I S S
| Lifetinme |
e e i i e T S i S e e e R

The format of the Route Reply message is illustrated above, and
contains the follow ng fields:

Type 2

R Repair flag; used for multicast.

A Acknowl edgnent required; see sections 5.4 and 6. 7.
Reserved Sent as 0; ignored on reception.
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Prefix Size I f nonzero, the 5-bit Prefix Size specifies that the
i ndi cated next hop nmay be used for any nodes with
the sane routing prefix (as defined by the Prefix
Si ze) as the requested destination

Hop Count The nunber of hops fromthe Oiginator | P Address
to the Destination | P Address. For nulticast route
requests this indicates the nunber of hops to the
nmul ticast tree nenber sending the RREP.

Destination | P Address
The | P address of the destination for which a route
is supplied.

Desti nati on Sequence Nunber
The destinati on sequence nunber associated to the
route.

Oiginator | P Address
The | P address of the node which originated the RREQ
for which the route is supplied.

Lifetime The tinme in mlliseconds for which nodes receiving
the RREP consider the route to be valid.

Note that the Prefix Size allows a subnet router to supply a route
for every host in the subnet defined by the routing prefix, which is
determ ned by the I P address of the subnet router and the Prefix
Size. In order to nake use of this feature, the subnet router has to
guarantee reachability to all the hosts sharing the indicated subnet
prefix. See section 7 for details. Wen the prefix size is nonzero,
any routing information (and precursor data) MJST be kept with
respect to the subnet route, not the individual destination IP
address on that subnet.

The "A bit is used when the link over which the RREP nessage i s sent
may be unreliable or unidirectional. Wen the RREP nessage contains
the "A" bit set, the receiver of the RREP is expected to return a
RREP- ACK nmessage. See section 6. 8.
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5.3. Route Error (RERR) Message For nat

0 1 2 3
01234567890123456789012345678901
B T e o i S I i i S S N iy St S I S S

| Type [ N Reserved | Dest Count

B s S S i i i ks a ks st S S S S S S
| Unr eachabl e Destination | P Address (1)

R R R R e e s o S e R S S S S S S e e e e e
| Unr eachabl e Destinati on Sequence Number (1)

T S e i S e i e S e e it i S i i U i B i e e il
| Additional Unreachable Destination |P Addresses (if needed)
B s S S i i i ks a ks st S S S S S S
| Addi ti onal Unreachabl e Destinati on Sequence Nunbers (if needed)|
s i e S e S T S S S e O i i R S NI S e R S S

The format of the Route Error message is illustrated above, and
contains the follow ng fields:

Type 3

N No del ete flag; set when a node has perforned a | oca
repair of a link, and upstream nodes should not delete
the route.

Reserved Sent as 0; ignored on reception

Dest Count The nunber of unreachabl e destinations included in the
message; MJST be at least 1

Unr eachabl e Destination | P Address
The | P address of the destination that has becone
unr eachabl e due to a |ink break

Unr eachabl e Destinati on Sequence Number
The sequence nunber in the route table entry for
the destination listed in the previous Unreachabl e
Destination | P Address field.

The RERR nessage is sent whenever a link break causes one or nore
destinations to beconme unreachable fromsone of the node’s nei ghbors.
See section 6.2 for informati on about how to maintain the appropriate
records for this determi nation, and section 6.11 for specification
about how to create the |list of destinations.
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5.4. Route Reply Acknow edgnent (RREP-ACK) Message For nat

The Route Reply Acknow edgrment (RREP- ACK) nessage MUST be sent in
response to a RREP nessage with the 'A bit set (see section 5.2).
This is typically done when there is danger of unidirectional |inks
preventing the conpletion of a Route D scovery cycle (see section
6.8).

0 1
0123456789012345
B il i S S S S S T S S

| Type | Reserved
B T i i S i S S e e

Type 4
Reserved Sent as 0; ignored on reception
6. AODV Qperation

This section describes the scenari os under which nodes generate Route
Request (RREQ, Route Reply (RREP) and Route Error (RERR) nessages
for unicast conmunication towards a destination, and how the nessage
data are handled. |In order to process the nessages correctly,
certain state information has to be maintained in the route table
entries for the destinations of interest.

Al'l AODV nessages are sent to port 654 using UDP
6. 1. Maintaining Sequence Nunbers

Every route table entry at every node MJST include the | atest

i nformati on avail abl e about the sequence nunmber for the |IP address of
the destinati on node for which the route table entry is maintained.
Thi s sequence nunber is called the "destination sequence nunber”. It
i s updat ed whenever a node receives new (i.e., not stale) information
about the sequence nunber from RREQ RREP, or RERR nessages that may
be received related to that destination. AODV depends on each node
in the network to own and nmaintain its destination sequence nunber to
guarantee the | oop-freedom of all routes towards that node. A
destination node increnents its own sequence nunber in two

ci rcunst ances

- Inmediately before a node originates a route discovery, it MJST
increment its own sequence nunber. This prevents conflicts with
previously established reverse routes towards the originator of a
RREQ
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- |Inmediately before a destination node originates a RREP in
response to a RREQ, it MJST update its own sequence nunber to the
maxi mum of its current sequence nunber and the destination
sequence nunmber in the RREQ packet.

When the destination increnents its sequence nunber, it MJST do so by
treating the sequence nunber value as if it were an unsigned nunber.
To acconplish sequence nunber rollover, if the sequence nunber has

al ready been assigned to be the | argest possible nunber representable
as a 32-bit unsigned integer (i.e., 4294967295), then when it is
incremented it will then have a value of zero (0). On the other

hand, if the sequence nunber currently has the value 2147483647,
which is the |argest possible positive integer if 2's conpl enent
arithmetic is in use with 32-bit integers, the next value will be
2147483648, which is the nbst negative possible integer in the same
nunbering system The representation of negative nunbers is not

rel evant to the increment of AODV sequence nunbers. This is in
contrast to the manner in which the result of conparing two AOCDV
sequence nunbers is to be treated (see bel ow).

In order to ascertain that information about a destination is not
stal e, the node conpares its current nunerical value for the sequence
nunber with that obtained fromthe i nconm ng AODV nessage. This
conpari son MJST be done using signed 32-bit arithnmetic, this is
necessary to acconplish sequence nunmber rollover. |If the result of
subtracting the currently stored sequence nunber fromthe val ue of
the i ncom ng sequence nunber is less than zero, then the information
related to that destination in the AODV nmessage MJUST be di scarded,
since that information is stale conpared to the node’s currently
stored information.

The only other circunstance in which a node may change the
destination sequence nunber in one of its route table entries is in
response to a lost or expired link to the next hop towards that
destination. The node determn nes which destinations use a particul ar
next hop by consulting its routing table. |In this case, for each
destination that uses the next hop, the node increnents the sequence
number and marks the route as invalid (see also sections 6.11, 6.12).
Wienever any fresh enough (i.e., containing a sequence nunber at

| east equal to the recorded sequence nunber) routing information for
an affected destination is received by a node that has marked that
route table entry as invalid, the node SHOULD update its route table
i nformati on according to the information contained in the update.
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A node nmay change the sequence nunber in the routing table entry of a
destination only if:

- it isitself the destination node, and offers a new route to
itself, or

- it receives an AODV nessage with new i nformati on about the
sequence nunber for a destination node, or

- the path towards the destination node expires or breaks.
6.2. Route Table Entries and Precursor Lists

Wien a node receives an AODV control packet from a nei ghbor, or
creates or updates a route for a particular destination or subnet, it
checks its route table for an entry for the destination. 1In the
event that there is no corresponding entry for that destination, an
entry is created. The sequence nunber is either deternined fromthe
i nformati on contained in the control packet, or else the valid
sequence nunber field is set to false. The route is only updated if
t he new sequence nunber is either

(i) hi gher than the destination sequence nunber in the route
table, or
(i) t he sequence nunbers are equal, but the hop count (of the

new i nformation) plus one, is snaller than the existing hop
count in the routing table, or

(1ii) t he sequence nunber is unknown.

The Lifetinme field of the routing table entry is either deternined
fromthe control packet, or it is initialized to

ACTI VE_ROUTE_TI MEQUT. This route may now be used to send any queued
data packets and fulfills any outstanding route requests.

Each time a route is used to forward a data packet, its Active Route
Lifetime field of the source, destination and the next hop on the
path to the destination is updated to be no I ess than the current
time plus ACTI VE_ROUTE TI MEQUT. Since the route between each
originator and destination pair is expected to be symmetric, the
Active Route Lifetine for the previous hop, along the reverse path
back to the IP source, is also updated to be no less than the current
time plus ACTIVE_ROUTE_TIMEQUT. The lifetime for an Active Route is
updated each tine the route is used regardl ess of whether the
destination is a single node or a subnet.
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For each valid route naintained by a node as a routing table entry,
the node also maintains a list of precursors that may be forwarding
packets on this route. These precursors will receive notifications
fromthe node in the event of detection of the |oss of the next hop
link. The list of precursors in a routing table entry contains those
nei ghbori ng nodes to which a route reply was generated or forwarded.

6.3. Generating Route Requests

A node disseninates a RREQ when it determines that it needs a route
to a destination and does not have one available. This can happen if
the destination is previously unknown to the node, or if a previously
valid route to the destination expires or is nmarked as invalid. The
Destination Sequence Nunber field in the RREQ nessage is the |ast
known destinati on sequence nunber for this destination and is copied
fromthe Destination Sequence Nunber field in the routing table. If
no sequence nunber is known, the unknown sequence nunber flag MJST be
set. The Oiginator Sequence Nunber in the RREQ nessage is the
node’ s own sequence nunber, which is increnented prior to insertion
ina RREQ The RREQID field is increnented by one fromthe |ast
RREQ I D used by the current node. Each node maintains only one RREQ
ID. The Hop Count field is set to zero.

Bef ore broadcasting the RREQ the originating node buffers the RREQ
ID and the Originator | P address (its own address) of the RREQ for
PATH_ DI SCOVERY_TIME. In this way, when the node receives the packet
again fromits neighbors, it will not reprocess and re-forward the
packet .

An originating node often expects to have bidirectiona

comuni cations with a destination node. In such cases, it is not
sufficient for the originating node to have a route to the
destination node; the destination nust also have a route back to the
originating node. In order for this to happen as efficiently as
possi bl e, any generation of a RREP by an internedi ate node (as in
section 6.6) for delivery to the originating node SHOULD be
acconpani ed by sone action that notifies the destination about a
route back to the originating node. The originating node selects
this nmode of operation in the internediate nodes by setting the 'G
flag. See section 6.6.3 for details about actions taken by the

i nternmedi ate node in response to a RREQwith the "G flag set

A node SHOULD NOT originate nore than RREQ RATELI M T RREQ nessages
per second. After broadcasting a RREQ a node waits for a RREP (or
other control nessage with current information regarding a route to
the appropriate destination). |If a route is not received within
NET_TRAVERSAL_TIME mi|liseconds, the node MAY try again to discover a
route by broadcasting another RREQ up to a nmaxi mum of RREQ RETRI ES
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tinmes at the maxi rum TTL val ue. Each new attenpt MJUST increnent and
update the RREQ ID. For each attenpt, the TTL field of the |IP header
is set according to the nmechani smspecified in section 6.4, in order
to enable control over how far the RREQ is disseninated for the each
retry.

Data packets waiting for a route (i.e., waiting for a RREP after a
RREQ has been sent) SHOULD be buffered. The buffering SHOULD be
"first-in, first-out" (FIFQ. |If a route discovery has been
attenpted RREQ RETRIES tines at the maxi num TTL wi t hout receiving any
RREP, all data packets destined for the correspondi ng destination
SHOULD be dropped fromthe buffer and a Destination Unreachabl e
message SHOULD be delivered to the application.

To reduce congestion in a network, repeated attenpts by a source node
at route discovery for a single destination MJST utilize a binary
exponential backoff. The first time a source node broadcasts a RREQ
it waits NET _TRAVERSAL TIME milliseconds for the reception of a RREP.
If a RREP is not received within that tine, the source node sends a
new RREQ  When calculating the time to wait for the RREP after
sendi ng the second RREQ the source node MJUST use a binary
exponential backoff. Hence, the waiting tine for the RREP
corresponding to the second RREQis 2 * NET_TRAVERSAL_TI ME
mlliseconds. If a RREP is not received within this tinme period,
anot her RREQ nmay be sent, up to RREQ RETRIES additional attenpts
after the first RREQ For each additional attenpt, the waiting tine
for the RREP is multiplied by 2, so that the tinme conforms to a

bi nary exponential backoff.

6.4. Controlling D ssem nation of Route Request Messages

To prevent unnecessary network-w de di sseni nati on of RREQs, the
originating node SHOULD use an expanding ring search technique. In
an expanding ring search, the originating node initially uses a TTL =
TTL_START in the RREQ packet |IP header and sets the timeout for
receiving a RREP to RING TRAVERSAL TIME milliseconds.

RI NG TRAVERSAL TIME is cal culated as described in section 10. The
TTL_VALUE used in calculating RING TRAVERSAL TIME is set equal to the
value of the TTL field in the IP header. |[|f the RREQ tines out

wi t hout a correspondi ng RREP, the originator broadcasts the RREQ
again with the TTL increnmented by TTL_I NCREMENT. Thi s conti nues
until the TTL set in the RREQ reaches TTL_THRESHOLD, beyond which a
TTL = NET_DI AMETER is used for each attenpt. Each tinme, the tineout
for receiving a RREP is RING TRAVERSAL_TIME. When it is desired to
have all retries traverse the entire ad hoc network, this can be

achi eved by configuring TTL_START and TTL_I NCREMENT both to be the
same val ue as NET_DI AVETER
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The Hop Count stored in an invalid routing table entry indicates the
| ast known hop count to that destination in the routing table. Wen
a new route to the sane destination is required at a later tine
(e.g., upon route loss), the TTL in the RREQ I P header is initially
set to the Hop Count plus TTL_I NCREMENT. Thereafter, follow ng each
tinmeout the TTL is increnented by TTL_ I NCREMENT until TTL =
TTL_THRESHOLD is reached. Beyond this TTL = NET_DI AMETER i s used.
Once TTL = NET_DI AMETER, the timeout for waiting for the RREP is set
to NET_TRAVERSAL_TI ME, as specified in section 6.3.

An expired routing table entry SHOULD NOT be expunged before

(current _tinme + DELETE PERI QD) (see section 6.11). Oherw se, the
soft state corresponding to the route (e.g., last known hop count)
will be lost. Furthernore, a longer routing table entry expunge tine
MAY be configured. Any routing table entry waiting for a RREP SHOULD
NOT be expunged before (current_tine + 2 * NET_TRAVERSAL_ TI ME)

6.5. Processing and Forwardi ng Route Requests

When a node receives a RREQ, it first creates or updates a route to
the previous hop without a valid sequence nunber (see section 6.2)
then checks to determ ne whether it has received a RREQ with the sane
Oiginator I P Address and RREQ ID within at |east the I|ast

PATH DI SCOVERY_TI ME. |f such a RREQ has been received, the node
silently discards the newly received RREQ The rest of this
subsection describes actions taken for RREQs that are not discarded.

First, it first increnents the hop count value in the RREQ by one, to
account for the new hop through the internedi ate node. Then the node
searches for a reverse route to the Originator | P Address (see
section 6.2), using longest-prefix matching. |f need be, the route
is created, or updated using the Oiginator Sequence Nunber fromthe
RREQ in its routing table. This reverse route will be needed if the
node recei ves a RREP back to the node that originated the RREQ
(identified by the Originator |IP Address). Wen the reverse route is
created or updated, the follow ng actions on the route are al so
carried out:

1. the Originator Sequence Nunmber fromthe RREQ is conpared to the
correspondi ng destinati on sequence nunber in the route table entry
and copied if greater than the existing value there

2. the valid sequence nunber field is set to true;
3. the next hop in the routing table becones the node from which the
RREQ was received (it is obtained fromthe source |IP address in

the I P header and is often not equal to the Originator |P Address
field in the RREQ nessage);
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4. the hop count is copied fromthe Hop Count in the RREQ nessage;

Wienever a RREQ nessage is received, the Lifetime of the reverse
route entry for the Originator IP address is set to be the maxi mum of
(ExistingLifetine, MnimalLifetine), where

Mninal Lifetine = (current tinme + 2*NET_TRAVERSAL_ TI ME -
2* HopCount * NODE_TRAVERSAL_TI ME) .

The current node can use the reverse route to forward data packets in
the sane way as for any other route in the routing table.

If a node does not generate a RREP (followi ng the processing rules in
section 6.6), and if the incoming |IP header has TTL | arger than 1,

t he node updates and broadcasts the RREQ to address 255.255. 255. 255
on each of its configured interfaces (see section 6.14). To update
the RREQ the TTL or hop limt field in the outgoing |IP header is
decreased by one, and the Hop Count field in the RREQ nessage is

i ncrenented by one, to account for the new hop through the

i nternmedi ate node. Lastly, the Destination Sequence nunber for the
requested destination is set to the maxi mum of the correspondi ng

val ue received in the RREQ nessage, and the destination sequence

val ue currently maintained by the node for the requested destination
However, the forwardi ng node MUST NOT nodify its naintained val ue for
t he destinati on sequence nunber, even if the value received in the
incomng RREQ is larger than the value currently naintained by the

f orwar di ng node.

O herwi se, if a node does generate a RREP, then the node discards the
RREQ Notice that, if internmediate nodes reply to every transm ssion
of RREQs for a particular destination, it might turn out that the
destination does not receive any of the discovery nessages. In this
situation, the destination does not learn of a route to the
originating node fromthe RREQ nessages. This could cause the
destination to initiate a route discovery (for exanple, if the
originator is attenpting to establish a TCP session). |n order that
the destination learn of routes to the originating node, the
originating node SHOULD set the "gratuitous RREP" ("G ) flag in the
RREQ if for any reason the destination is likely to need a route to
the originating node. |If, in response to a RREQwith the 'G flag
set, an internedi ate node returns a RREP, it MJST al so unicast a
gratuitous RREP to the destination node (see section 6.6.3).
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6.6. Generating Route Replies
A node generates a RREP if either:
(i) it is itself the destination, or

(ii) it has an active route to the destination, the destination
sequence nunber in the node’s existing route table entry
for the destination is valid and greater than or equal to
the Destinati on Sequence Nunber of the RREQ (conparison
using signed 32-bit arithnetic), and the "destination only"
(D) flag is NOT set.

When generating a RREP nessage, a node copies the Destination |IP
Address and the Origi nator Sequence Number fromthe RREQ nessage into
the corresponding fields in the RREP nessage. Processing is slightly
different, depending on whether the node is itself the requested
destination (see section 6.6.1), or instead if it is an internediate
node with an fresh enough route to the destination (see section
6.6.2).

Once created, the RREP is unicast to the next hop toward the
originator of the RREQ as indicated by the route table entry for
that originator. As the RREP is forwarded back towards the node

whi ch originated the RREQ nessage, the Hop Count field is increnented
by one at each hop. Thus, when the RREP reaches the originator, the
Hop Count represents the distance, in hops, of the destination from
the origi nator.

6.6.1. Route Reply Generation by the Destination

If the generating node is the destination itself, it MJST increnent
its own sequence nunber by one if the sequence nunber in the RREQ
packet is equal to that incremented value. Oherw se, the
destination does not change its sequence nunber before generating the
RREP nessage. The destination node places its (perhaps newy

i ncrenent ed) sequence nunber into the Destination Sequence Nunber
field of the RREP, and enters the value zero in the Hop Count field
of the RREP.

The destinati on node copies the val ue MY_ROUTE_TI MEQUT (see section
10) into the Lifetine field of the RREP. Each node MAY reconfigure
its value for MYy ROUTE TI MEQUT, within nmld constraints (see section
10).
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6.6.2. Route Reply CGeneration by an Internedi ate Node

I f the node generating the RREP is not the destination node, but
instead is an internedi ate hop along the path fromthe originator to
the destination, it copies its known sequence nunber for the
destination into the Destination Sequence Nunber field in the RREP
nessage

The internedi ate node updates the forward route entry by placing the
| ast hop node (fromwhich it received the RREQ as indicated by the
source | P address field in the I P header) into the precursor list for
the forward route entry -- i.e., the entry for the Destination IP
Address. The internediate node al so updates its route table entry
for the node originating the RREQ by placi ng the next hop towards the
destination in the precursor list for the reverse route entry --

i.e., the entry for the Originator IP Address field of the RREQ
nmessage dat a.

The internedi ate node places its distance in hops fromthe
destination (indicated by the hop count in the routing table) Count
field in the RREP. The Lifetinme field of the RREP is cal cul ated by
subtracting the current tinme fromthe expiration tine in its route
table entry.

6.6.3. Generating Gratuitous RREPs

After a node receives a RREQ and responds with a RREP, it discards
the RREQ If the RREQ has the "G flag set, and the internediate
node returns a RREP to the originating node, it MJST al so unicast a
gratuitous RREP to the destination node. The gratuitous RREP that is
to be sent to the desired destination contains the follow ng val ues
in the RREP nessage fi el ds:

Hop Count The Hop Count as indicated in the
node’s route table entry for the
ori gi nat or

Destination | P Address The | P address of the node that
ori gi nated the RREQ

Desti nati on Sequence Nunber The Originator Sequence Nunber from
t he RREQ

Oiginator | P Address The | P address of the Destination

node in the RREQ
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Lifetime The renmaining lifetinme of the route
towards the originator of the RREQ
as known by the internedi ate node.

The gratuitous RREP is then sent to the next hop along the path to
the destination node, just as if the destination node had al ready

i ssued a RREQ for the originating node and this RREP was produced in
response to that (fictitious) RREQ The RREP that is sent to the
originator of the RREQis the sane whether or not the 'G bit is set.

6. 7. Receiving and Forwardi ng Route Replies

When a node receives a RREP nessage, it searches (using |ongest-
prefix matching) for a route to the previous hop. |If needed, a route
is created for the previous hop, but without a valid sequence nunber
(see section 6.2). Next, the node then increments the hop count
value in the RREP by one, to account for the new hop through the
internedi ate node. Call this increnented value the "New Hop Count"
Then the forward route for this destination is created if it does not
al ready exist. Oherwi se, the node conpares the Destination Sequence
Nunmber in the nmessage with its own stored destinati on sequence nunber
for the Destination |IP Address in the RREP nessage. Upon conparison
the existing entry is updated only in the follow ng circunstances:

(i) t he sequence nunber in the routing table is nmarked as
invalid in route table entry.

(ii) the Destinati on Sequence Nunber in the RREP is greater than
the node’s copy of the destination sequence nunber and the
known value is valid, or

(iii) t he sequence nunbers are the same, but the route is is
mar ked as inactive, or

(iv) t he sequence nunbers are the sane, and the New Hop Count is
smal l er than the hop count in route table entry.

If the route table entry to the destination is created or updated,
then the foll owi ng actions occur

- the route is marked as active,
- the destination sequence nunber is narked as valid,
- the next hop in the route entry is assigned to be the node from

which the RREP is received, which is indicated by the source IP
address field in the | P header,
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- the hop count is set to the value of the New Hop Count,

- the expiry time is set to the current time plus the value of the
Lifetime in the RREP nessage,

- and the destination sequence nunber is the Destination Sequence
Nunmber in the RREP nessage.

The current node can subsequently use this route to forward data
packets to the destination.

If the current node is not the node indicated by the Originator IP
Address in the RREP nessage AND a forward route has been created or
updat ed as descri bed above, the node consults its route table entry
for the originating node to deternine the next hop for the RREP
packet, and then forwards the RREP towards the originator using the
information in that route table entry. |If a node forwards a RREP
over alink that is likely to have errors or be unidirectional, the
node SHOULD set the 'A flag to require that the recipient of the
RREP acknow edge recei pt of the RREP by sending a RREP- ACK nessage
back (see section 6.8).

When any node transnmits a RREP, the precursor list for the
correspondi ng destination node is updated by adding to it the next
hop node to which the RREP is forwarded. Also, at each node the
(reverse) route used to forward a RREP has its lifetime changed to be
the maxi mum of (existing-lifetime, (current tine +

ACTI VE_ROUTE_TI MEQUT). Finally, the precursor list for the next hop
towards the destination is updated to contain the next hop towards
the source

6.8. Operation over Unidirectional Links

It is possible that a RREP transm ssion may fail, especially if the
RREQ transm ssion triggering the RREP occurs over a unidirectiona
link. |If no other RREP generated fromthe sane route discovery
attenpt reaches the node which originated the RREQ nessage, the
originator will reattenpt route discovery after a tinmeout (see
section 6.3). However, the sane scenario might well be repeated

wi t hout any inprovenment, and no route woul d be di scovered even after
repeated retries. Unless corrective action is taken, this can happen
even when bidirectional routes between originator and destination do
exist. Link layers using broadcast transm ssions for the RREQ will
not be able to detect the presence of such unidirectional links. In
AODV, any node acts on only the first RREQwith the same RREQ I D and
i gnores any subsequent RREQs. Suppose, for exanple, that the first
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RREQ arrives along a path that has one or nore unidirectiona
link(s). A subsequent RREQ may arrive via a bidirectional path
(assuni ng such paths exist), but it will be ignored.

To prevent this problem when a node detects that its transm ssion of
a RREP nessage has failed, it renmenbers the next-hop of the failed
RREP in a "blacklist" set. Such failures can be detected via the
absence of a link-layer or network-Iayer acknow edgnent (e.g., RREP-
ACK). A node ignores all RREQs received fromany node inits

bl acklist set. Nodes are renoved fromthe blacklist set after a
BLACKLI ST_TI MEQUT period (see section 10). This period should be set
to the upper bound of the tine it takes to performthe allowed nunber
of route request retry attenpts as described in section 6.3.

Not e that the RREP-ACK packet does not contain any information about
which RREP it is acknow edging. The tine at which the RREP-ACK is
received will likely cone just after the time when the RREP was sent
with the "A" bit. This information is expected to be sufficient to
provi de assurance to the sender of the RREP that the link is
currently bidirectional, wthout any real dependence on the
particul ar RREP nessage bei ng acknow edged. However, that assurance
typically cannot be expected to remain in force permanently.

6.9. Hello Messages

A node MAY of fer connectivity information by broadcasting local Hello
nmessages. A node SHOULD only use hello nmessages if it is part of an
active route. Every HELLO INTERVAL nilliseconds, the node checks
whet her it has sent a broadcast (e.g., a RREQ or an appropriate |ayer
2 message) within the last HELLO INTERVAL. If it has not, it MAY
broadcast a RREP with TTL = 1, called a Hell o nessage, with the RREP
message fields set as follows:

Destination | P Address The node’s | P address.

Desti nati on Sequence Nunber The node’s | atest sequence nunber.
Hop Count 0

Lifetime ALLOAED HELLO LGSS * HELLO | NTERVAL

A node MAY determ ne connectivity by listening for packets fromits
set of neighbors. [If, within the past DELETE PERIOD, it has received
a Hello message from a neighbor, and then for that nei ghbor does not
recei ve any packets (Hello nessages or otherwi se) for nore than
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ALLONED HELLO LCSS * HELLO I NTERVAL nilliseconds, the node SHOULD
assume that the link to this neighbor is currently lost. \When this
happens, the node SHOULD proceed as in Section 6.11.

Whenever a node receives a Hell o nmessage from a nei ghbor, the node
SHOULD nake sure that it has an active route to the neighbor, and
create one if necessary. |If a route already exists, then the
Lifetime for the route should be increased, if necessary, to be at

| east ALLOANED HELLO LCSS * HELLO | NTERVAL. The route to the

nei ghbor, if it exists, MJST subsequently contain the | atest

Desti nati on Sequence Nunber fromthe Hell o nessage. The current node
can now begin using this route to forward data packets. Routes that
are created by hell o nessages and not used by any other active routes
will have enpty precursor lists and would not trigger a RERR nessage
i f the nei ghbor noves away and a nei ghbor tineout occurs.

6. 10. Maintaining Local Connectivity

Each forwardi ng node SHOULD keep track of its continued connectivity
to its active next hops (i.e., which next hops or precursors have
forwarded packets to or fromthe forwardi ng node during the |ast

ACTI VE_ROUTE_TI MEQUT), as well as neighbors that have transmitted
Hel | o messages during the |ast (ALLOMNED HELLO LGSS * HELLO | NTERVAL) .
A node can nmmintain accurate information about its continued
connectivity to these active next hops, using one or nore of the
available link or network |ayer nechanisns, as described bel ow

- Any suitable link layer notification, such as those provided by
| EEE 802. 11, can be used to determ ne connectivity, each tinme a
packet is transmtted to an active next hop. For exanple, absence
of alink layer ACK or failure to get a CTS after sending RTS,
even after the maxi mum nunber of retransm ssion attenpts,
indicates loss of the link to this active next hop

- If layer-2 notification is not available, passive acknow edgnent
SHOULD be used when the next hop is expected to forward the
packet, by listening to the channel for a transm ssion attenpt
made by the next hop. |If transnission is not detected within
NEXT_HOP_WAIT nilliseconds or the next hop is the destination (and
thus is not supposed to forward the packet) one of the follow ng
met hods SHOULD be used to deternine connectivity:

* Receiving any packet (including a Hello nmessage) fromthe next
hop.

* A RREQ uni cast to the next hop, asking for a route to the next
hop.
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*  An | CWMP Echo Request nessage unicast to the next hop

If alink to the next hop cannot be detected by any of these nethods,
the forwardi ng node SHOULD assunme that the Iink is |ost, and take
corrective action by follow ng the nethods specified in Section 6.11

6.11. Route Error (RERR) Messages, Route Expiry and Route Del etion

Cenerally, route error and |ink breakage processing requires the
foll owi ng steps:

- Invalidating existing routes

- Listing affected destinations

- Determining which, if any, neighbors may be affected
- Delivering an appropriate RERR to such nei ghbors

A Route Error (RERR) nessage MAY be either broadcast (if there are
many precursors), unicast (if there is only 1 precursor), or
iteratively unicast to all precursors (if broadcast is

i nappropriate). Even when the RERR nessage is iteratively unicast to
several precursors, it is considered to be a single control nessage
for the purposes of the description in the text that follows. Wth

t hat understandi ng, a node SHOULD NOT generate nore than

RERR RATELI M T RERR nmessages per second.

A node initiates processing for a RERR nessage in three situations:

(i) if it detects a link break for the next hop of an active
route inits routing table while transnmitting data (and
route repair, if attenpted, was unsuccessful), or

(ii) if it gets a data packet destined to a node for which it
does not have an active route and is not repairing (if
using local repair), or

(iii) if it receives a RERR from a nei ghbor for one or nore
active routes.

For case (i), the node first nakes a |ist of unreachabl e destinations
consi sting of the unreachabl e nei ghbor and any additi ona

destinations (or subnets, see section 7) in the local routing table
that use the unreachabl e nei ghbor as the next hop. |In this case, if
a subnet route is found to be newy unreachable, an I P destination
address for the subnet is constructed by appending zeroes to the

Perkins, et. al. Experi ment al [ Page 24]



RFC 3561 ACDV Routi ng July 2003

subnet prefix as shown in the route table entry. This is
unanbi guous, since the precursor is known to have route table
information with a conpatible prefix length for that subnet.

For case (ii), there is only one unreachabl e destination, which is
the destination of the data packet that cannot be delivered. For
case (iii), the list should consist of those destinations in the RERR
for which there exists a corresponding entry in the |local routing
table that has the transmitter of the received RERR as the next hop.

Some of the unreachable destinations in the list could be used by
nei ghboring nodes, and it nmay therefore be necessary to send a (new)
RERR. The RERR should contain those destinations that are part of
the created list of unreachabl e destinations and have a non-enpty
precursor list.

The nei ghbori ng node(s) that should receive the RERR are all those
that belong to a precursor list of at | east one of the unreachabl e
destination(s) in the newy created RERR In case there is only one
uni que nei ghbor that needs to receive the RERR, the RERR SHOULD be
uni cast toward that neighbor. Oherwise the RERRis typically sent
to the |l ocal broadcast address (Destination |P == 255.255. 255. 255,
TTL == 1) with the unreachabl e destinations, and their correspondi ng
destination sequence nunbers, included in the packet. The Dest Count
field of the RERR packet indicates the nunber of unreachabl e
destinations included in the packet.

Just before transmitting the RERR, certain updates are nmade on the
routing table that nmay affect the destination sequence nunbers for
t he unreachabl e destinations. For each one of these destinations,
the corresponding routing table entry is updated as foll ows:

1. The destination sequence nunmber of this routing entry, if it
exists and is valid, is incremented for cases (i) and (ii) above,
and copied fromthe incomng RERR in case (iii) above.

2. The entry is invalidated by marking the route entry as invalid

3. The Lifetime field is updated to current tine plus DELETE_PERI CD
Before this time, the entry SHOULD NOT be del et ed.

Note that the Lifetinme field in the routing table plays dual role --
for an active route it is the expiry time, and for an invalid route
it is the deletion time. |If a data packet is received for an invalid
route, the Lifetime field is updated to current tinme plus

DELETE PERI OD. The deternination of DELETE PERIOD is discussed in
Section 10.
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6.12. Local Repair

When a link break in an active route occurs, the node upstream of

that break MAY choose to repair the link locally if the destination
was no farther than MAX_ REPAIR TTL hops away. To repair the |ink
break, the node increnments the sequence nunber for the destination
and then broadcasts a RREQ for that destination. The TTL of the RREQ
should initially be set to the follow ng val ue:

max(M N_REPAI R TTL, 0.5 * #hops) + LOCAL_ADD TTL,

where #hops is the nunber of hops to the sender (originator) of the
currently undeliverable packet. Thus, local repair attenpts will
often be invisible to the originating node, and will always have TTL
>= M N_REPAIR_TTL + LOCAL_ADD TTL. The node initiating the repair
then waits the discovery period to receive RREPs in response to the
RREQ During |l ocal repair data packets SHOULD be buffered. If, at
the end of the discovery period, the repairing node has not received
a RREP (or other control nessage creating or updating the route) for
that destination, it proceeds as described in Section 6.11 by
transmitting a RERR nessage for that destination

On the other hand, if the node receives one or nore RREPs (or other
control nessage creating or updating the route to the desired
destination) during the discovery period, it first conpares the hop
count of the new route with the value in the hop count field of the
invalid route table entry for that destination. |f the hop count of
the newWly deternmined route to the destination is greater than the hop
count of the previously known route the node SHOULD i ssue a RERR
message for the destination, with the 'N bit set. Then it proceeds
as described in Section 6.7, updating its route table entry for that
desti nati on.

A node that receives a RERR nessage with the 'N flag set MJUST NOT
delete the route to that destination. The only action taken should
be the retransm ssion of the nmessage, if the RERR arrived fromthe
next hop along that route, and if there are one or nore precursor
nodes for that route to the destination. Wen the originating node
receives a RERR nessage with the "N flag set, if this nessage cane
fromits next hop along its route to the destination then the
originating node MAY choose to reinitiate route discovery, as
described in Section 6. 3.

Local repair of link breaks in routes sonetines results in increased
path lengths to those destinations. Repairing the link locally is
likely to increase the nunber of data packets that are able to be
delivered to the destinations, since data packets will not be dropped
as the RERR travels to the originating node. Sending a RERRto the
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originating node after locally repairing the link break nay all ow the
originator to find a fresh route to the destination that is better
based on current node positions. However, it does not require the
originating node to rebuild the route, as the originator may be done,
or nearly done, with the data session

When a link breaks along an active route, there are often nultiple
destinations that becone unreachable. The node that is upstream of
the lost Iink tries an imrediate | ocal repair for only the one
destination towards which the data packet was traveling. O her
routes using the sanme |link MJST be marked as invalid, but the node
handling the | ocal repair MAY flag each such newWy |ost route as
locally repairable; this local repair flag in the route table MJST be
reset when the route tines out (e.g., after the route has been not
been active for ACTIVE ROUTE_TI MEQUT). Before the timeout occurs,
these other routes will be repaired as needed when packets arrive for
the other destinations. Hence, these routes are repaired as needed;
if a data packet does not arrive for the route, then that route will
not be repaired. Alternatively, depending upon |ocal congestion, the
node MAY begin the process of establishing local repairs for the

ot her routes, without waiting for new packets to arrive. By
proactively repairing the routes that have broken due to the |oss of
the Iink, incom ng data packets for those routes will not be subject
to the delay of repairing the route and can be i nmedi ately forwarded.
However, repairing the route before a data packet is received for it
runs the risk of repairing routes that are no |longer in use.
Ther ef ore, depending upon the local traffic in the network and

whet her congestion is being experienced, the node MAY elect to
proactively repair the routes before a data packet is received;
otherwise, it can wait until a data is received, and then comence
the repair of the route.

6. 13. Actions After Reboot

A node participating in the ad hoc network must take certain actions
after reboot as it mght lose all sequence nunber records for al
destinations, including its own sequence nunber. However, there nay
be nei ghboring nodes that are using this node as an active next hop
This can potentially create routing loops. To prevent this
possibility, each node on reboot waits for DELETE_PERI OD before
transmitting any route discovery nmessages. |If the node receives a
RREQ RREP, or RERR control packet, it SHOULD create route entries as
appropriate given the sequence nunber infornation in the contro
packets, but MJST not forward any control packets. |If the node
recei ves a data packet for some other destination, it SHOULD
broadcast a RERR as described in subsection 6.11 and MJST reset the
waiting tiner to expire after current tinme plus DELETE_PERI OD

Perkins, et. al. Experi ment al [ Page 27]



RFC 3561 ACDV Routi ng July 2003

It can be shown [4] that by the tine the rebooted node cones out of
the waiti ng phase and becones an active router again, none of its
nei ghbors will be using it as an active next hop any nore. Its own
sequence number gets updated once it receives a RREQ from any ot her
node, as the RREQ always carries the maxi num destinati on sequence
nunber seen en route. |If no such RREQ arrives, the node MJST
initialize its own sequence nunmber to zero.

6.14. Interfaces

Because AODV shoul d operate snoothly over wired, as well as wireless,
networ ks, and because it is likely that AOCDV will also be used with
multiple wireless devices, the particular interface over which
packets arrive nust be known to AODV whenever a packet is received.
This includes the reception of RREQ RREP, and RERR nessages.
Whenever a packet is received froma new nei ghbor, the interface on
whi ch that packet was received is recorded into the route table entry
for that neighbor, along with all the other appropriate routing
information. Similarly, whenever a route to a new destination is

| earned, the interface through which the destination can be reached
is also recorded into the destination’s route table entry.

VWhen multiple interfaces are available, a node retransmtting a RREQ
nmessage rebroadcasts that nessage on all interfaces that have been
configured for operation in the ad-hoc network, except those on which
it is known that all of the nodes nei ghbors have already received the
RREQ For instance, for sonme broadcast nedia (e.g., Ethernet) it may
be presunmed that all nodes on the sane |ink receive a broadcast
message at the sane tinme. Wien a node needs to transmit a RERR it
SHOULD only transmit it on those interfaces that have nei ghboring
precursor nodes for that route.

7. AODV and Aggregated Networks

AODV has been designed for use by nobile nodes with | P addresses that
are not necessarily related to each other, to create an ad hoc
network. However, in sone cases a collection of nobile nodes MAY
operate in a fixed relationship to each other and share a comon
subnet prefix, nmoving together within an area where an ad hoc network
has forned. Call such a collection of nodes a "subnet". |In this
case, it is possible for a single node within the subnet to advertise
reachability for all other nodes on the subnet, by responding with a
RREP nessage to any RREQ nessage requesting a route to any node with
the subnet routing prefix. Call the single node the "subnet router"
In order for a subnet router to operate the AODV protocol for the
whol e subnet, it has to maintain a destination sequence nunber for
the entire subnet. |In any such RREP nessage sent by the subnet
router, the Prefix Size field of the RREP nessage MJST be set to the
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I ength of the subnet prefix. Oher nodes sharing the subnet prefix
SHOULD NOT i ssue RREP nessages, and SHOULD forward RREQ nessages to
t he subnet router.

The processing for RREPs that give routes to subnets (i.e., have
nonzero prefix length) is the sane as processing for host-specific
RREP nessages. Every node that receives the RREP with prefix size

i nformati on SHOULD create or update the route table entry for the
subnet, including the sequence nunber supplied by the subnet router
and including the appropriate precursor information. Then, in the
future the node can use the information to avoid sending future RREQs
for other nodes on the sane subnet.

When a node uses a subnet route it nay be that a packet is routed to
an | P address on the subnet that is not assigned to any existing node
in the ad hoc network. Wen that happens, the subnet router MJST
return | CMP Host Unreachabl e nmessage to the sending node. Upstream
nodes receiving such an | CMP nessage SHOULD record the information
that the particular | P address is unreachable, but MJST NOT
invalidate the route entry for any matching subnet prefix.

If several nodes in the subnet advertise reachability to the subnet
defined by the subnet prefix, the node with the |owest |IP address is
el ected to be the subnet router, and all other nodes MJUST stop
advertising reachability.

The behavi or of default routes (i.e., routes with routing prefix
length 0) is not defined in this specification. Selection of routes
sharing prefix bits should be according to | ongest match first.

8. Using AODV with O her Networks

In sone configurations, an ad hoc network nay be able to provide
connectivity between external routing domains that do not use AOCDV

If the points of contact to the other networks can act as subnet
routers (see Section 7) for any relevant networks within the externa
routi ng donains, then the ad hoc network can nmintain connectivity to
the external routing domains. |ndeed, the external routing networks
can use the ad hoc network defined by AODV as a transit network.

In order to provide this feature, a point of contact to an externa
network (call it an Infrastructure Router) has to act as the subnet
router for every subnet of interest within the external network for
whi ch the Infrastructure Router can provide reachability. This

i ncludes the need for maintaining a destination sequence nunmber for
that external subnet.
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If nmultiple Infrastructure Routers offer reachability to the sane
external subnet, those Infrastructure Routers have to cooperate (by
nmeans outside the scope of this specification) to provide consistent
AODV semantics for ad hoc access to those subnets.

9. Extensions

In this section, the format of extensions to the RREQ and RREP
messages is specified. Al such extensions appear after the nessage
data, and have the follow ng format:

0 1 2 3
01234567890123456789012345678901
B Lt r s i i i o o T s ks S R S

| Type | Length | type-specific data ..
B s T s s e T o e S T ks et s oot ST S S S o S S 3

wher e:
Type 1- 255

Length The length of the type-specific data, not including the Type
and Length fields of the extension in bytes.

Extensi ons with types between 128 and 255 nay NOT be ski pped. The
rules for extensions will be spelled out nore fully, and conformto
the rules for handling | Pv6 options.

9.1. Hello Interval Extension Fornat

0 1 2 3
01234567890123456789012345678901
i T o T e e e et o S s S R R SR

| Type | Length | Hello Interval ...

B e s i e e e s i i ST RIE CRIE TR TR TR S T S S S s sl S S S
| ... Hello Interval, continued

s i T S e R e

Type 1
Length 4
Hello Interva

The nunber of mlliseconds between successive transni ssions
of a Hell o nmessage.
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10.

The Hello I nterva
TTL == 1,

section 6.9).

Configuration Paranmeters

AODV Routi ng

ext ensi on MAY be appended to a RREP nessage with
to be used by a neighboring receiver in deterni ne how | ong
to wait for subsequent such RREP nessages (i.e.

Hel | o nmessages;

This section gives default values for sone inportant paraneters

associ ated with ACDV prot ocol
may wi sh to change certain of the paraneters,
NET_DI AMETER, MY_ROUTE_TI MEQUT, ALLOWED HELLO LOSS, RREQ RETRIES, and
possi bly the HELLO | NTERVAL.
advertise the HELLO INTERVAL in its Hell o nessages,
Extensi on to the RREP nessage.
paraneters nmay affect the performance of the protocol

Hello Interva

operati ons.
in particular the

In the |l atter case,

Choi ce of these
Changi ng

NODE_TRAVERSAL_TI ME al so changes the node’s estinmate of the

NET_TRAVERSAL_TI ME, and so can only be done with suitable know edge

about the behavior of other nodes in the ad hoc network. The

configured val ue for
PATH_DI SCOVERY_TI ME.

Par anet er Nane

ACTI VE_ROUTE_TI MEOUT
ALLOANED_HELLO LOSS
BLACKLI ST_TI MEQUT
DELETE_PERI CD
HELLO | NTERVAL
LOCAL_ADD_TTL
MAX_REPAI R_TTL

M N_REPAI R_TTL
MY_ROUTE_TI MEQUT
NET_DI AVETER
NET_TRAVERSAL_TI MVE
NEXT_HOP_WAI T
NODE_TRAVERSAL_TI ME
PATH_DI SCOVERY_TI ME
RERR RATELIM T

RI NG_TRAVERSAL_TI ME

RREQ RETRI ES
RREQ RATELIM T
TI MEOUT_BUFFER
TTL_START
TTL_| NCREMVENT
TTL_THRESHOLD
TTL_VALUE

Perkins, et. al.

MY_ROUTE_TI MEOUT MUST be at

|l east 2 *

3,000 MI1iseconds

2

RREQ RETRI ES * NET_TRAVERSAL_TI ME
see note bel ow

1,000 MIIiseconds

2

0.3 * NET_DI AMETER

see note bel ow

2 * ACTI VE_ROUTE TI MEQUT

35

2 * NODE _TRAVERSAL TI ME * NET_ DI AMETER
NODE_TRAVERSAL _TI ME + 10

40 milliseconds

2 * NET_TRAVERSAL TI ME

10

2 * NODE_TRAVERSAL_TI ME *
(TTL_VALUE + TI MEQUT_BUFFER)
2

10

2

1

2

7

see note bel ow

Experi ment al

July 2003

A particul ar nobile node

t he node shoul d
by appending a
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The M N_REPAIR TTL should be the |Iast known hop count to the
destination. |If Hello nessages are used, then the

ACTI VE_ROUTE_TI MEQUT par aneter val ue MIST be nore than the val ue
(ALLOWED HELLO LCSS * HELLO I NTERVAL). For a given

ACTI VE_ROUTE_TI MEQUT val ue, this may require sonme adjustnment to the
val ue of the HELLO | NTERVAL, and consequently use of the Hello
Interval Extension in the Hell o nessages.

TTL_VALUE is the value of the TTL field in the | P header while the
expanding ring search is being performed. This is described further
in section 6.4. The TIMEQUT_BUFFER is configurable. |Its purpose is
to provide a buffer for the tinmeout so that if the RREP is del ayed
due to congestion, a tinmeout is less likely to occur while the RREP
is still en route back to the source. To onit this buffer, set

TI MEQUT_BUFFER = 0.

DELETE_PERIOD is intended to provide an upper bound on the tinme for
whi ch an upstream node A can have a nei ghbor B as an active next hop
for destination D, while B has invalidated the route to D. Beyond
this tinme B can delete the (already invalidated) route to D. The
determ nati on of the upper bound depends sonewhat on the
characteristics of the underlying link layer. |If Hello nessages are
used to determ ne the continued availability of links to next hop
nodes, DELETE PERI OD nust be at |east ALLOWED HELLO LOCSS *
HELLO I NTERVAL. |If the link |ayer feedback is used to detect |oss of
| ink, DELETE PERI OD nust be at |east ACTIVE ROUTE TIMEQUT. If hello
nmessages are received froma nei ghbor but data packets to that

nei ghbor are lost (e.g., due to tenmporary link asymmetry), we have to
make nore concrete assunptions about the underlying link | ayer. W
assune that such asymmetry cannot persist beyond a certain tine, say,
a multiple K of HELLO I NTERVAL. 1In other words, a node will
invariably receive at |east one out of K subsequent Hell o nessages
froma neighbor if the link is working and the neighbor is sending no
other traffic. Covering all possibilities,

DELETE_PERI OD = K * max (ACTI VE_ROUTE_TI MEOUT, HELLO | NTERVAL)
(K =5 is recomended).

NET_DI AMETER neasures the naxi mum possi bl e nunber of hops between two
nodes in the network. NODE TRAVERSAL TIME is a conservative estinmate
of the average one hop traversal tine for packets and should include
queui ng del ays, interrupt processing tines and transfer tines.

ACTI VE_ROUTE_TI MEQUT SHOULD be set to a |onger value (at |east 10,000
mlliseconds) if link-layer indications are used to detect |ink
breakages such as in | EEE 802.11 [5] standard. TTL_START shoul d be
set to at least 2 if Hello nessages are used for |ocal connectivity

i nformati on. Performance of the AODV protocol is sensitive to the
chosen val ues of these constants, which often depend on the
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11.

characteristics of the underlying link |ayer protocol, radio
technol ogi es etc. BLACKLI ST _TI MEQUT should be suitably increased if
an expanding ring search is used. |In such cases, it should be

{[ (TTL_THRESHOLD - TTL_START)/TTL_I NCREMENT] + 1 + RREQ RETRI ES} *
NET_TRAVERSAL_TIME. This is to account for possible additional route
di scovery attenpts.

Security Considerations

Currently, AODV does not specify any special security measures. Route
protocol s, however, are prinme targets for inpersonation attacks. In
net wor ks where the node nenbership is not known, it is difficult to
determi ne the occurrence of inpersonation attacks, and security
prevention techniques are difficult at best. However, when the
network menmbership is known and there is a danger of such attacks,
AODV control messages nmust be protected by use of authentication
techni ques, such as those involving generation of unforgeable and
cryptographically strong nessage digests or digital signatures.
Whi | e AODV does not place restrictions on the authentication
mechani sm used for this purpose, IPsec AH is an appropriate choice
for cases where the nodes share an appropriate security association
that enabl es the use of AH

In particular, RREP nessages SHOULD be authenticated to avoid
creation of spurious routes to a desired destination. O herw se, an
attacker could masquerade as the desired destination, and naliciously
deny service to the destination and/or maliciously inspect and
consume traffic intended for delivery to the destination. RERR
messages, while | ess dangerous, SHOULD be authenticated in order to
prevent malicious nodes fromdisrupting valid routes between nodes
that are conmuni cation partners.

AODV does not nake any assunption about the method by which addresses
are assigned to the nobil e nodes, except that they are presuned to
have uni que | P addresses. Therefore, no special consideration, other
than what is natural because of the general protocol specifications,
can be nade about the applicability of |Psec authentication headers
or key exchange mechani sms. However, if the nobile nodes in the ad
hoc network have pre-established security associations, it is
presuned that the purposes for which the security associations are
created include that of authorizing the processing of ACDV control
messages. G ven this understanding, the nobile nodes should be able
to use the sane authentication nmechani sms based on their |P addresses
as they woul d have used ot herwi se.
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12.

13.

14.

| ANA Consi der ati ons

AODV defines a "Type" field for nessages sent to port 654. A new
regi stry has been created for the values for this Type field, and the
foll owi ng val ues have been assi gned:

Message Type Val ue
Rout e Request (RREQ 1
Rout e Reply (RREP) 2
Route Error (RERR) 3
Rout e- Reply Ack ( RREP-ACK) 4

AODV control nessages can have extensions. Currently, only one
extension is defined. A new registry has been created for the Type
field of the extensions:

Ext ensi on Type Val ue

Hel l o I nterval 1

Future values of the Message Type or Extension Type can be all ocated
usi ng standards action [2].

| Pv6 Consi derations

See [6] for detailed operation for IPv6. The only changes to the
protocol are that the address fields are enl arged.
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