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Abst r act

Thi s docunment provides gui dance on when it is advisable to inplenment
sonme form of Label Distribution Protocol (LDP) restart mechani sm and
whi ch approach nmight be nore suitable. The issues and extensions
described in this docunent are equally applicable to RFC 3212,
"Constraint-Based LSP Setup Using LDP"

1. I nt roducti on

Mul tiprotocol Label Switching (MPLS) systens are used in core

net wor ks where system downtine nust be kept to a minimum Sinmilarly,
where MPLS is at the network edges (e.g., in Provider Edge (PE)
routers) [RFC2547], system downtine nust al so be kept to a m ni num
Many MPLS Label Switching Routers (LSRs) may, therefore, exploit
Fault Tolerant (FT) hardware or software to provide high availability
of the core networks.

The details of how FT is achieved for the various conmponents of an FT
LSR, including the switching hardware and the TCP stack, are

i npl ementation specific. How the software nodule itself chooses to

i npl ement FT for the state created by the LDP is also inplenentation
specific. However, there are several issues in the LDP specification
[ RFC3036] that nake it difficult to inplement an FT LSR using the LDP
protocol s without sonme extensions to those protocols.

Proposal s have been made in [ RFC3478] and [ RFC3479] to address these
i ssues.
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2.

Requirenments of an LDP FT System

Many MPLS LSRs may exploit FT hardware or software to provide high
availability (HA) of core networks. |In order to provide HA, an MPLS
system needs to be able to survive a variety of faults with m ninal
di sruption to the Data Plane, including the following fault types:

- failure/hot-swap of the switching fabric in an LSR

failure/ hot-swap of a physical connection between LSRs,
- failure of the TCP or LDP stack in an LSR
- software upgrade to the TCP or LDP stacks in an LSR

The first two exanples of faults listed above may be confined to the
Data Plane. Such faults can be handl ed by providing redundancy in
the Data Plane which is transparent to LDP operating in the Contro
Pl ane. However, the failure of the switching fabric or a physica
link may have repercussions in the Control Plane since signaling nmay
be di srupted.

The third exanple may be caused by a variety of events including
processor or other hardware failure, and software failure.

Any of the last three exanples may inpact the Control Plane and will
require action in the Control Plane to recover. Such action should
be designed to avoid disrupting traffic in the Data Plane. Since
many recent router architectures can separate the Control and Data
Pl anes, it is possible that forwardi ng can continue unaffected by
recovery action in the Control PIane.

In other scenarios, the Data and Control Planes may be inpacted by a
fault, but the needs of HA require the coordi nated recovery of the
Data and Control Planes to a state that existed before the fault.

The provision of protection paths for MPLS LSP and the protection of
links, IP routes or tunnels through the use of protection LSPs is
out side the scope of this docunent. See [RFC3469] for further

i nformation.

General Considerations
In order for the Data and Control Plane states to be successfully

recovered after a fault, procedures are required to ensure that the
state held on a pair of LDP peers (at |east one of which was affected
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directly by the fault) are synchronized. Such procedures nust be
i mpl emented in the Control Plane software nmodul es on the peers using
Control Pl ane protocols.

The required actions may operate fully after the failure (reactive
recovery) or may contain elenents that operate before the fault in
order to mninize the actions taken after the fault (proactive
recovery). It is rare to inplenent actions that operate solely in
advance of the failure and do not require any further processing
after the failure (preventive recovery) - this is because of the
dynami c nature of signaling protocols and the unpredictability of
fault timng

Reactive recovery actions may include full re-signaling of state and
re-synchroni zati on of state between peers and synchronization based
on checkpoi nti ng.

Proactive recovery actions may include hand-shaking state transitions
and checkpoi nti ng.

4. Specific Issues with the LDP Protoco

LDP uses TCP to provide reliable connections between LSRs to exchange
protocol nessages to distribute |labels and to set up LSPs. A pair of
LSRs that have such a connection are referred to as LDP peers.

TCP enabl es LDP to assume reliable transfer of protocol nessages.
This means that sonme of the nessages do not need to be acknow edged
(e.g., Label Release).

LDP is defined such that if the TCP connection fails, the LSR should
i medi ately tear down the LSPs associated with the session between
the LDP peers, and rel ease any | abels and resources assigned to those
LSPs.

It is notoriously difficult to provide a Fault Tol erant

i mpl enentation of TCP. To do so m ght involve nmaki ng copies of all
data sent and received. This is an issue faniliar to inplementers of
other TCP applications, such as BGP

During failover affecting the TCP or LDP stacks, therefore, the TCP
connection may be lost. Recovery fromthis position is nade worse by
the fact that LDP control nessages nay have been | ost during the
connection failure. Since these nessages are unconfirned, it is
possi ble that LSP or | abel state information will be |ost.
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At the very least, the solution to this problem nust include a change
to the basic requirenments of LDP so that the failure of an LDP
session does not require that associated LDP or forwarding state be
torn down.

Any changes nmade to LDP in support of recovery processing nust neet
the foll ow ng requirenents:

- offer backward-conpatibility with LSRs that do not inplenent the
extensions to LDP

- preserve existing protocol rules described in [ RFC3036] for
handl i ng unexpected duplicate nessages and for processing
unexpect ed nessages referring to unknown LSPs/| abel s.

I deally, any solution applicable to LDP should be equally applicable
to CR-LDP

5. Summary of the Features of LDP FT

LDP Fault Tol erance extensions are described in [RFC3479]. This
approach invol ves:

- negotiation between LDP peers of the intent to support extensions
to LDP that facilitate recovery fromfailover wthout |oss of
LSPs,

- selection of FT survival on a per LSP/Ilabel basis or for al
| abel s on a session

- sequence nunbering of LDP nessages to facilitate acknow edgenent
and checkpoi nti ng,

- acknow edgenent of LDP nessages to ensure that a full handshake is
performed on those nessages either frequently (such as per
message) or |less frequently as in checkpointing,

- solicitation of up-to-date acknow edgement (checkpointing) of
previous LDP nmessages to ensure the current state is secured, with
an additional option that allows an LDP partner to request that
state is flushed in both directions if graceful shutdown is
required,

- atimer to control how long LDP and forwardi ng state should be

retained after the LDP session failure, but before being discarded
i f LDP conmuni cations are not re-established,
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- exchange of checkpointing infornmation on LDP session recovery to
establish what state has been retained by recovering LDP peers,

- re-issuing |lost nessages after failover to ensure that LSP/I abe
Sstate is correctly recovered after reconnection of the LDP
sessi on.

The FT procedures in [ RFC3479] concentrate on the preservation of
| abel state for |abels exchanged between a pair of adjacent LSRs when
the TCP connection between those LSRs is lost. There is no intention
wi thin these procedures to support end-to-end protection for LSPs.

6. Summary of the Features of LDP Graceful Restart

LDP graceful restart extensions are defined in [RFC3478]. This
approach invol ves:

- negotiation between LDP peers of the intent to support extensions
to LDP that facilitate recovery fromfailover wthout |oss of
LSPs,

- a mechani sm whereby an LSR that restarts can relearn LDP state by
resynchroni zation with its peers,

- use of the same nechanismto allow LSRs recovering froman LDP
session failure to resynchronize LDP state with their peers
provided that at |east one of the LSRs has retained state across
the failure or has itself resynchronized state with its peers,

- atimer to control how long LDP and forwardi ng state should be
retained after the LDP session failure, but before being discarded
i f LDP comuni cations are not re-established,

- atimer to control the length of the resynchronization period
bet ween adj acent peers should be conpl et ed.

The procedures in [RFC3478] are applicable to all LSRs, both those
with the ability to preserve forwarding state during LDP restart and
those without. LSRs that can not preserve their MPLS forwarding
state across the LDP restart would inmpact MPLS traffic during
restart. However, by inplenenting a subset of the mechanisns in

[ RFC3478] they can nmininize the inpact if their neighbor(s) are
capabl e of preserving their forwarding state across the restart of
their LDP sessions or control planes by inplenenting the nechanismin
[ RFC3478] .
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7.

7.

Applicability Considerations

This section considers the applicability of fault tol erance schenes
wi thin LDP networks and considers issues that might lead to the
choi ce of one nethod or another. Many of the points raised bel ow
shoul d be viewed as inplenentation i ssues rather than specific
drawbacks of either solution.

1. Ceneral Applicability

The procedures described in [RFC3478] and [ RFC3479] are intended to
cover two distinct scenarios. |In Session Failure, the LDP peers at
the ends of a session remain active, but the session fails and is
restarted. Note that session failure does not inply failure of the
dat a channel even when using an in-band control channel. [In Node
Failure, the session fails because one of the peers has been
restarted (or at |east, the LDP conponent of the node has been
restarted). These two scenarios have different inplications for the
ease of retention of LDP state within an individual LSR and are
descri bed in sections bel ow

These techni ques are only applicable in LDP networks where at |east
one LSR has the capability to retain LDP signaling state and the
associ ated forwardi ng state across LDP session failure and recovery.
In [RFC3478], the LSRs retaining state do not need to be adjacent to
the failed LSR or session.

If traffic is not to be inpacted, both LSRs at the ends of an LDP
session nust at |east preserve forwarding state. Preserving LDP
state is not a requirenent to preserve traffic.

[ RFC3479] requires that the LSRs at both ends of the session

i mpl enment the procedures that it describes. Thus, either traffic is
preserved and recovery resynchroni zes state, or no traffic is
preserved and the LSP fails.

Further, to use the procedures of [RFC3479] to recover state on a
session, both LSRs nust have a nechani smfor maintaining sone session
state and a way of auditing the forwarding state and the
resynhcroni zed control state.

[ RFC3478] is scoped to support preservation of traffic if both LSRs

i mpl ement the procedures that it describes. Additionally, it
functions if only one LSR on the failed session supports retention of
forwarding state, and inplenents the nechanisns in the docunent. In
this case, traffic will be inpacted by the session failure, but the
forwarding state will be recovered on session recovery. Further, in
the event of sinultaneous failures, [RFC3478] is capable of
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rel earning and redistributing state across multiple LSRs by conbining
its mechanisns with the usual LDP nessage exchanges of [RFC3036].

7.2. Session Failure

In Session Failure, an LDP session between two peers fails and is
restarted. There is no restart of the LSRs at either end of the
session and LDP continues to function on those nodes.

In these cases, it is sinple for LDP inplenentations to retain the
LDP state associated with the failed session and to associate the
state with the new session when it is established. Housekeeping nay
be applied to deternine that the failed session is not returning and
to release the old LDP state. Both [RFC3478] and [ RFC3479] handl e
thi s case.

Applicability of [RFC3478] and [RFC3479] to the Session Failure
scenari o should be considered with respect to the availability of the
data pl ane.

In some cases the failure of the LDP session may be independent of
any failure of the physical (or virtual) link(s) between adjacent
peers; for exanple, it mght represent a failure of the TCP/IP stack
In these cases, the data plane is not inpacted and both [ RFC3478] and
[ RFC3479] are applicable to preserve or restore LDP state.

LDP signaling may al so operate out of band; that is, it nmay use
different links fromthe data plane. In this case, a failure of the
LDP session nmay be a result of a failure of the control channel, but
there is no inplied failure of the data plane. For this scenario

[ RFC3478] and [ RFC3479] are both applicable to preserve or restore
LDP state.

In the case where the failure of the LDP session also inplies the
failure of the data plane, it may be an inpl enentati on decision

whet her LDP peers retain forwarding state, and for how long. |In such
situations, if forwarding state is retained, and if the LDP session
is re-established, both [RFC3478] and [ RFC3479] are applicable to
preserve or restore LDP state.

When the data plane has been disrupted an objective of a recovery

i npl enentation mght be to restore data traffic as quickly as
possi bl e.
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7.3. Controlled Session Failure

In sone circunstances, the LSRs may know i n advance that an LDP
session is going fail (e.g., perhaps a link is going to be taken out
of service).

[ RFC3036] includes provision for controlled shutdown of a session
[ RFC3478] and [ RFC3479] allow resynchroni zati on of LDP state upon
re-establishnent of the session

[ RFC3479] offers the facility to both checkpoint all LDP states
before the shut-down, and to quiesce the session so that no new state
changes are attenpted between the checkpoint and the shut-down. This
means that on recovery, resynchronization is sinple and fast.

[ RFC3478] resynchronizes all state on recovery regardl ess of the
nature of the shut-down.

7.4. Node Failure

Node Fail ure describes events where a whole node is restarted or
where the conponent responsible for LDP signaling is restarted. Such
an event will be perceived by the LSR s peers as session failure, but
the restarting node sees the restart as full re-initialization

The basic requirenent is that the forwarding state is retained,

ot herwi se the data plane will necessarily be interrupted. |If
forwarding state is not retained, it may be rel earned fromthe saved
control state in [RFC3479]. [RFC3478] does not utilize or expect a
saved control state. |If a node restarts w thout preserved forwarding
state it inforns its neighbors, which imediately delete all | abel-
FEC bi ndi ngs previously received fromthe restarted node.

The ways to retain a forwarding and control state are nunerous and

i npl ementation specific. It is not the purpose of this document to
espouse one nechani smor another, nor even to suggest how this m ght
be done. |If state has been preserved across the restart,
synchroni zati on with peers can be carried out as though recovering
from Session Failure as in the previous section. Both [RFC3478] and
[ RFC3479] support this case.

How nmuch control state is retained is largely an inplenentation
choi ce, but [RFC3479] requires that at |east snall anmount of per-
session control state be retained. [RFC3478] does not require or
expect control state to be retained.

It is also possible that the restarting LSR has not preserved any
state. In this case, [RFC3479] is of no help. [RFC3478] however,
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allows the restarting LSRto relearn state from each adj acent peer

t hrough the processes for resynchronizing after Session Failure.
Further, in the event of simultaneous failure of nultiple adjacent
nodes, the nodes at the edge of the failure zone can recover state
fromtheir active neighbors and distribute it to the other recovering
LSRs wi thout any failed LSR having to have saved state.

7.5. Controlled Node Failure

In sone cases (hardware repair, software upgrade, etc.), node failure

may be predictable. 1In these cases all sessions with peers may be
shut down and existing state retention nay be enhanced by specia
actions.

[ RFC3479] checkpointing and qui esce may be applied to all sessions so
that state is up-to-date.

As above, [RFC3478] does not require that state is retained by the
restarting node, but can utilize it if it is.

7.6. Speed of Recovery
Speed of recovery is inpacted by the anpbunt of signaling required.

If forwarding state is preserved on both LSRs on the failed session
then the recovery tinme is constrained by the tine to resynchronize
the state between the two LSRs.

[ RFC3479] may resynchronize very quickly. In a stable network, this
resol ves to a handshake of a checkpoint. At the nost,

resynchroni zation invol ves this handshake plus an exchange of
messages to handl e state changes since the checkpoint was taken

| mpl enent ati ons that support only the periodic checkpointing subset
of [RFC3479] are nore likely to have additional state to
resynchroni ze

[ RFC3478] nust resynchroni ze state for all |abel nappings that have
been retained. At the same time, resources that have been retained
by a restarting upstream LSR but are not actually required, because

t hey have been rel eased by the downstream LSR (perhaps because it was
in the process of releasing the state), they nust be held for the
full resynchronization tinme to ensure that they are not needed.

The inpact of recovery tine will vary according to the use of the
network. Both [RFC3478] and [ RFC3479] all ow adverti senent of new

| abel s while resynchronization is in progress. |ssues to consider
are re-availability of falsely retained resources and conflict

bet ween retained | abel nappings and newly advertised ones. This may
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cause incorrect forwarding of data (since |abels are advertised from
downstrean), an LSR upstreamof a failure nmay continue to forward
data for one FEC on an old | abel while the recovering downstream LSR
m ght re-assign that |abel to another FEC and advertise it. For this
reason, restarting LSRs may choose to not advertise new | abels unti
resynchroni zation with their peers has conpleted, or nay decide to
use special techniques to cover the short period of overlap between
resynchroni zati on and new LSP set up

7.7. Scalability

Scal ability is largely the sane i ssue as speed of recovery and is
governed by the nunber of LSPs nmanaged through the failed session(s).

Note that there are linmits to how small the resynchronization tine in
[ RFC3478] may be made given the capabilities of the LSRs, the

t hroughput on the link between them and the nunmber of |abels that
nmust be resynchroni zed.

| npact on normal operation should al so be consi dered.

[ RFC3479] requires acknow edgenment of all messages. These

acknow edgenents may be deferred as for checkpointing described in
section 4, or may be frequent. Although acknow edgenents can be

pi ggy- backed on ot her state nessages, an option for frequent

acknow edgenent is to send a nessage solely for the purpose of
acknow edgi ng a state change nmessage. Such an inplenentation would
clearly be unwi se in a busy network

[ RFC3478] has no inpact on nornmal operations.
7.8. Rate of Change of LDP State

Some networks do not show a high degree of change over time, such as
those using targeted LDP sessions; others change the LDP forwarding
state frequently, perhaps reacting to changes in routing information
on LDP di scovery sessions.

Rate of change of LDP state exchanged over an LDP session depends on
the application for which the LDP session is being used. LDP
sessions used for exchangi ng <FEC, | abel > bindings for establishing
hop by hop LSPs will typically exchange state reacting to | GP
changes. Such exchanges could be frequent. On the other hand, LDP
sessions established for exchangi ng MPLS Layer 2 VPN FECs wil |
typically exhibit a smaller rate of state exchange
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In [ RFC3479], two options exist. The first uses a frequent (up to
per - nessage) acknow edgenent systemwhich is nost likely to be
applicable in a nore dynanic systemwhere it is desirable to preserve
t he maxi num amount of state over a failure to reduce the |evel of
resynchroni zation required and to speed the recovery tine.

The second option in [ RFC3479] uses a | ess-frequent acknow edgenent
scheme known as checkpointing. This is particularly suitable to
net wor ks where changes are infrequent or bursty.

[ RFC3478] resynchronizes all state on recovery regardl ess of the rate
of change of the network before the failure. This consideration is
thus not relevant to the choice of [RFC3478].

7.9. Label Distribution Mdes

Both [ RFC3478] and [ RFC3479] are suitable for use w th Downstream
Unsolicited | abel distribution

[ RFC3478] describes Downstream On- Demand as an area for future study
and is therefore not applicable for a network in which this |abel
distribution node is used. It is possible that future exam nation of
this issue will reveal that once a | abel has been distributed in
either distribution node, it can be redistributed by [ RFC3478] upon
sessi on recovery.

[RFC3479] is suitable for use in a network that uses Downstream On-
Demand | abel distribution

In theory, and according to [ RFC3036], even in networks configured to
utilize Downstream Unsolicited | abel distribution, there nay be
occasi ons when the use of Downstream On-Derman distribution is
desirable. The use of the Label Request nessage is not prohibited in
a Downstream Unsolicited | abel distribution LDP network

pinion varies as to whether there is a practical requirenent for the
use of the Label Request nessage in a Downstream Unsolicited | abe
distribution LDP network. Current deploynent experience suggests
that there is no requirenent.

7.10. Inplenentation Conplexity
| mpl enent ati on conpl exity has consequences for the inplenenter and

al so for the deployer since conplex software is nore error prone and
harder to nanage
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[ RFC3479] is a nore conplex solution than [ RFC3478]. In particular
[ RFC3478] does not require any nodification to the nornal signaling
and processing of LDP state changi ng nessages.

[ RFC3479] inplenentations may be sinplified by inplementing only the
checkpoi nting subset of the functionality.

7.11. I nplenmentation Robustness

In addition to the inplication for robustness associated with
complexity of the solutions, consideration should be given to the
effects of state preservation on robustness.

If state has becone incorrect for whatever reason, then state
preservation may retain incorrect state. |In extrene cases, it nmay be
that the incorrect state is the cause of the failure in which case
preserving that state woul d be inappropriate.

When state is preserved, the precise anmount that is retained is an

i mpl enentation issue. The basic requirenent is that forwarding state
is retained (to preserve the data path) and that that state can be
accessed by the LDP software conponent.

In both solutions, if the forwarding state is incorrect and is
retained, it will continue to be incorrect. Both solutions have a
mechani smto housekeep and free the unwanted state after
resynchroni zation is conplete. [RFC3478] nmay be better at
eradicating incorrect forwarding state, because it replays al
message exchanges that caused the state to be popul at ed.

In [ RFC3478], no nore data than the forwarding state needs to have
been saved by the recovering node. All LDP state nmay be rel earned by
nmessage exchanges with peers. Wether those exchanges may cause the
same incorrect state to arise on the recovering node i s an obvi ous
concern

In [ RFC3479], the forwarding state nust be suppl enented by a small
anount of state specific to the protocol extensions. LDP state nmay
be retained directly or reconstructed fromthe forwarding state. The
same i ssues apply when reconstructing state but are mtigated by the
fact that this is likely a different code path. Errors in the
retained state specific to the protocol extensions will persist.

7.12. Interoperability and Backward Conpatibility
It is inmportant that new additions to LDP interoperate with existing

i npl ementations at |least in provision of the existing |evels of
functi on.
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Both [ RFC3478] and [ RFC3479] do this through rules for handling the
absence of the FT optional negotiation object during session
initialization.

Additionally, [RFC3478] is able to performlimted recovery (i.e.
redistribution of state) even when only one of the participating LSRs
supports the procedures. This nmay offer considerable advantages in
interoperation with | egacy inplenentations.

7.13. Interaction Wth O her Label D stribution Mechani sns

Many LDP LSRs al so run other |abel distribution nechanisns. These
i ncl ude managenent interfaces for configuration of static |abe
mappi ngs, other distinct instances of LDP, and other |abe
distribution protocols. The last exanple includes traffic

engi neering | abel distribution protocol that are used to construct
tunnel s through which LDP LSPs are established.

As with re-use of individual labels by LDP within a restarting LDP
system care nust be taken to prevent |abels that need to be retained
by a restarting LDP session or protocol component from being used by
anot her | abel distribution nechanism This might conpronise data
security, anongst other things.

It is a nmatter for inplementations to avoid this issue through the
use of techniques, such as a conmon | abel managenent conponent or
segrment ed | abel spaces

7.14. Applicability to CRLDP

CR-LDP [ RFC3212] utilizes Downstream On-Denand | abel distribution

[ RFC3478] describes Downstream On- Demand as an area for future study
and is therefore not applicable for CR-LDP. [RFC3479] is suitable
for use in a network entirely based on CR-LDP or in one that is mxed
bet ween LDP and CR-LDP

8. Security Considerations

This docunent is informational and introduces no new security
concerns.

The security considerations pertaining to the original LDP protoco
[ RFC3036] renmin rel evant.

[ RFC3478] introduces the possibility of additional denial-of- service
attacks. All of these attacks may be countered by use of an

aut henti cati on schene between LDP peers, such as the MD5-based schene
outlined in [LDP]
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10.

10.

In MPLS, a data nis-delivery security issue can arise if an LSR
continues to use |abels after expiration of the session that first
caused themto be used. Both [RFC3478] and [ RFC3479] are open to
this issue.

Intellectual Property Statenent

The I ETF takes no position regarding the validity or scope of any
intellectual property or other rights that nmight be clained to
pertain to the inplenentation or use of the technol ogy described in
this docunent or the extent to which any |icense under such rights

m ght or might not be available; neither does it represent that it
has made any effort to identify any such rights. Information on the
| ETF's procedures with respect to rights in standards-track and
standards-rel ated docunentati on can be found in BCP-11. Copies of
clains of rights nade avail able for publication and any assurances of
licenses to be nade available, or the result of an attenpt made to
obtain a general |icense or permission for the use of such
proprietary rights by inplenentors or users of this specification can
be obtained fromthe | ETF Secretari at.

The IETF invites any interested party to bring to its attention any
copyrights, patents or patent applications, or other proprietary
rights which may cover technol ogy that nay be required to practice
this standard. Please address the information to the | ETF Executive
Di rector.
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