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1

I ntroduction

An | P network element is conposed of nunerous logically separate
entities that cooperate to provide a given functionality (such as a
routing or I P switching) and yet appear as a normal integrated
network elenent to external entities. Two primary types of network
el ement conponents exist: control-plane conponents and forwardi ng-
pl ane conponents. In general, forwarding-plane conponents are ASIC,
net wor k- processor, or general - purpose processor-based devi ces that
handl e all data path operations. Conversely, control-plane
components are typically based on general - purpose processors that
provide control functionality such as the processing of routing or
signaling protocols. A standard set of nechanisns for connecting

t hese conponents provides increased scalability and all ows the
control and forwardi ng planes to evolve independently, thus pronoting
faster innovation.

For the purpose of illustration, let us consider the architecture of
arouter to illustrate the concept of separate control and forwarding
pl anes. The architecture of a router is conposed of two nain parts.
These conponents, while inter-related, performfunctions that are

| argely i ndependent of each other. At the bottomis the forwarding
path that operates in the data-forwardi ng plane and is responsible
for per-packet processing and forwarding. Above the forwardi ng pl ane
is the network operating systemthat is responsible for operations in
the control plane. |In the case of a router or switch, the network
operating systemruns routing, signaling and control protocols (e.qg.
RI P, OSPF and RSVP) and dictates the forwardi ng behavi or by
mani pul ating forwarding tables, per-flow QoS tables and access
control lists. Typically, the architecture of these devices conbi nes
all of this functionality into a single functional whole with respect
to external entities.

Definitions

Addressable Entity (AE) - A physical device that is directly
addressabl e gi ven sone interconnect technology. For exanple, on IP
networks, it is a device to which we can conmunicate using an IP
address; and on a switch fabric, it is a device to which we can
communi cate using a switch fabric port nunber.

Physi cal Forwardi ng El enent (PFE) - An AE that includes hardware used
to provide per-packet processing and handling. This hardware nay
consist of (but is not linited to) network processors, ASIC s, line
cards with multiple chips or stand al one box with general - purpose
processors.
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Physi cal Control Element (PCE) - An AE that includes hardware used to
provide control functionality. This hardware typically includes a
gener al - pur pose processor.

Forwarding Element (FE) - A logical entity that inplenments the ForCES

protocol. FEs use the underlying hardware to provi de per-packet
processing and handling as directed/controlled by a CE via the ForCES
protocol. FEs nay happen to be a single blade(or PFE), a partition

of a PFE or multiple PFEs.

Control Element (CE) - Alogical entity that inplenments the ForCES
protocol and uses it to instruct one or nore FEs how to process
packets. CEs handle functionality such as the execution of contro
and signaling protocols. CEs may consist of PCE partitions or whole
PCEs.

Pre-associ ati on Phase - The period of time during which a FE Manager
(see below) and a CE Manager (see below) are deternining which FE and
CE should be part of the sane network elenment. Any partitioning of
PFEs and PCEs occurs during this phase.

Post - associ ati on Phase - The period of time during which a FE does
know which CE is to control it and vice versa, including the time
during which the CE and FE are establishing conmunication with one
anot her .

For CES Protocol - Wiile there may be nultiple protocols used within
the overall ForCES architecture, the term "ForCES protocol" refers
only to the For CES post-associ ati on phase protocol (see bel ow).

For CES Post - Associ ati on Phase Protocol - The protocol used for post-
associ ati on phase communi cati on between CEs and FEs. This protoco
does not apply to CE-to-CE comunication, FE-to-FE comunication, or
to comuni cati on between FE and CE managers. The For CES protocol is
a master-slave protocol in which FEs are slaves and CEs are nasters
This protocol includes both the nanagenent of the communi cation
channel (e.g., connection establishnent, heartbeats) and the contro
nessages thensel ves. This protocol could be a single protocol or
coul d consist of multiple protocols working together

FE Model - A nodel that describes the |ogical processing functions of
a FE.

FE Manager - A logical entity that operates in the pre-association
phase and is responsible for determining to which CE(s) a FE should
communi cate. This process is called CE discovery and may involve the
FE manager | earning the capabilities of available CEs. A FE manager
may use anything froma static configuration to a pre-association
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phase protocol (see below) to determ ne which CE to use. However,
this pre-association phase protocol is currently out of scope. Being
a logical entity, a FE manager ni ght be physically conbined with any
of the other logical entities nentioned in this section

CE Manager - A logical entity that operates in the pre-association
phase and is responsible for determ ning to which FE(s) a CE should
communi cate. This process is called FE discovery and nmay invol ve the
CE manager learning the capabilities of available FEs. A CE manager
may use anything froma static configuration to a pre-association
phase protocol (see below) to determine which FE to use. Again, this
pre-associ ati on phase protocol is currently out of scope. Being a

| ogi cal entity, a CE manager m ght be physically conbined with any of
the other logical entities nentioned in this section

Pre-associ ati on Phase Protocol - A protocol between FE nanagers and
CE managers that is used to determ ne which CEs or FEs to use. A
pre-associ ati on phase protocol may include a CE and/or FE capability
di scovery nmechanism Note that this capability discovery process is
whol |y separate from (and does not replace) what is used within the
For CES protocol (see Section 6, requirenment #1). However, the two
capability discovery mechani snms may utilize the same FE nodel (see
Section 5). Pre-association phase protocols are not discussed
further in this docunent.

For CES Network Elenent (NE) - An entity conposed of one or nore CEs
and one or nore FEs. To entities outside a NE, the NE represents a
single point of managenent. Similarly, a NE usually hides its
internal organization fromexternal entities

For CES Protocol Elenent - A FE or CE

Hi gh Touch Capability - This termw |l be used to apply to the
capabilities found in some forwarders to take action on the contents
or headers of a packet based on content other than what is found in
the I P header. Exanples of these capabilities include NAT-PT
firewall, and L7 content recognition.

3. Architecture

The chief components of a NE architecture are the CE, the FE, and the
i nterconnect protocol. The CE is responsible for operations such as
signaling and control protocol processing and the inplenmentation of
management protocols. Based on the information acquired through
control processing, the CE(s) dictates the packet-forwardi ng behavior
of the FE(s) via the interconnect protocol. For exanple, the CE

m ght control a FE by manipulating its forwarding tables, the state
of its interfaces, or by adding or renoving a NAT binding.
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The FE operates in the forwarding plane and is responsible for per-
packet processing and handling. By allow ng the control and
forwardi ng pl anes to evol ve i ndependently, different types of FEs can
be devel oped - sonme general purpose and others nore specialized.

Some functions that FEs could performinclude | ayer 3 forwarding,
nmetering, shaping, firewall, NAT, encapsulation (e.g., tunneling),
decapsul ati on, encryption, accounting, etc. Nearly all conbinations
of these functions may be present in practical FEs.

Below is a diagramillustrating an exanpl e NE conposed of a CE and
two FEs. Both FEs and CE require mnimal configuration as part of
the pre-configuration process and this may be done by FE Manager and
CE Manager respectively. Apart fromthis, there is no defined role
for FE Manager and CE Manager. These conponents are out of scope of
the architecture and requirenments for the ForCES protocol, which only
i nvol ves CEs and FEs.

4. Architectural Requirenents
The following are the architectural requirenments

1) CEs and FEs MUST be able to connect by a variety of interconnect
technol ogi es. Exanpl es of interconnect technol ogies used in current
architectures include Ethernet, bus backpl anes, and ATM (cell)
fabrics. FEs MAY be connected to each other via a different
technol ogy than that used for CE/ FE communi cation
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2) FEs MUST support a mininal set of capabilities necessary for
establishing network connectivity (e.g., interface discovery, port
up/down functions). Beyond this mninmal set, the ForCES architecture
MUST NOT restrict the types or nunbers of capabilities that FEs may
cont ai n.

3) Packets MJUST be able to arrive at the NE by one FE and | eave the
NE via a different FE

4) A NE MUST support the appearance of a single functional device.

For exanple, in a router, the TTL of the packet should be decrenented
only once as it traverses the NE regardl ess of how nmany FEs through
which it passes. However, external entities (e.g., FE managers and
CE managers) MAY have direct access to individual ForCES protoco

el ements for providing information to transition themfromthe pre-
associ ation to post-association phase.

5) The architecture MJST provide a way to prevent unauthorized ForCES
protocol elenents fromjoining a NE. (For nore protocol details,
refer to section 6 requirenent #2)

6) A FE MUST be able to asynchronously informthe CE of a failure or

i ncrease/ decrease in avail able resources or capabilities on the FE
Thus, the FE MJUST support error nonitoring and reporting. (Since
there is not a strict 1-to-1 nmappi ng between FEs and PFEs, it is
possi ble for the relationship between a FE and its physical resources
to change over tine). For exanple, the nunber of physical ports or
the amount of nenory allocated to a FE may vary over tine. The CE
needs to be informed of such changes so that it can control the FE in
an accurate way.

7) The architecture MJST support nechani sns for CE redundancy or CE
failover. This includes the ability for CEs and FEs to deternine
when there is a |l oss of association between them ability to restore
associ ation and efficient state (re)synchroni zati on mechani sns. This
al so includes the ability to preset the actions an FE will take in
reaction to |l oss of association to its CE e.g., whether the FE will
continue to forward packets or whether it will halt operations.

8) FEs MJST be able to redirect control packets (such as RI P, OSPF
messages) addressed to their interfaces to the CE. They MJST al so
redirect other relevant packets (e.g., such as those with Router
Alert Option set) to their CE. The CEs MJST be able to configure the
packet redirection information/filters on the FEs. The CEs MJST al so
be able to create packets and have its FEs deliver them
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9) Any proposed ForCES architectures MJST explain how that
architecture supports all of the router functions as defined in

[ RFC1812]. |1Pv4 Forwarding functions such | P header validation
perform ng | ongest prefix match algorithm TTL decrenment, Checksum
cal cul ation, generation of ICVMP error nessages, etc defined in RFC
1812 shoul d be expl ai ned.

10) In a ForCES NE, the CE(s) MJIST be able to | earn the topol ogy by
which the FEs in the NE are connected.

11) The For CES NE architecture MJIST be capabl e of supporting (i.e.
nmust scale to) at |east hundreds of FEs and tens of thousands of
ports.

12) The ForCES architecture MJST allow FEs AND CEs to join and | eave
NEs dynami cal ly.

13) The ForCES NE architecture MJUST support nultiple CEs and FEs.
However, coordi nation between CEs is out of scope of ForCES.

14) For pre-association phase setup, nonitoring, configuration

i ssues, it MAY be useful to use standard nanagenent nechani sns for
CEs and FEs. The ForCES architecture and requirenments do not
preclude this. In general, for post-association phase, nost
managenent tasks SHOULD be done through interaction with the CE. In
certain conditions (e.g., CE/ FE disconnection), it may be useful to
al | ow managenent tools (e.g., SNW) to be used to diagnose and repair
probl ems. The follow ng guidelines MIST be observed:

1. The ability for a managenent tool (e.g., SNMP) to be used to read
(but not change) the state of FE SHOULD NOT be precl uded.

2. It MJUST NOT be possible for managenent tools (e.g., SNWP, etc) to
change the state of a FE in a nanner that affects overall NE
behavi or without the CE being notified.

5. FE Mbdel Requirenents

The variety of FE functionality that the ForCES architecture allows
poses a potential problemfor CEs. In order for a CE to effectively
control a FE, the CE nust understand how the FE processes packets. W
therefore REQU RE that a FE nodel be created that can express the

| ogi cal packet processing capabilities of a FE. This nodel wll be
used in the ForCES protocol to describe FE capabilities (see Section
6, requirenent #1). The FE nodel MJST define both a capability nodel
and a state nodel, which expresses the current configuration of the
device. The FE nodel MUST al so support nultiple FEsS in the NE
architecture.
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5.1. Types of Logical Functions

The FE nodel MJST express what |ogical functions can be applied to
packets as they pass through a FE. Logical functions are the packet
processing functions that are applied to the packets as they are
forwarded through a FE. Exanples of logical functions are |layer 3
forwarding, firewall, NAT, and shaping. Section 5.5 defines the
nm ni mal set of |ogical functions that the FE Model MJUST support.

5.2. Variations of Logical Functions

The FE nodel MJST be capabl e of supporting/allow ng variations in the
way | ogi cal functions are inplenented on a FE. For exanple, on a
certain FE the forwarding |ogical function m ght have infornation
about both the next hop I P address and the next hop MAC address,
whil e on another FE these m ght be inplenmented as separate | ogica
functions. Another exanple would be NAT functionality that can have
several flavors such as Traditional/Qutbound NAT, Bi-directional NAT
Twi ce NAT, and Multihonmed NAT [ RFC2663]. The nodel nust be flexible
enough to allow such variations in functions.

5.3. Ordering of Logical Functions

The nodel MJST be capabl e of describing the order in which these

| ogi cal functions are applied in a FE. The ordering of |ogica
functions is inportant in many cases. For exanple, a NAT function
may change a packet’s source or destination |IP address. Any nunber
of other logical functions (e.g., layer 3 forwarding, ingress/egress
firewal |, shaping, and accounting) may nmake use of the source or
destination |IP address when naki ng decisions. The CE needs to know
whet her to configure these logical functions with the pre-NAT or
post-NAT | P address. Furthernore, the nodel MJST be capabl e of
expressing multiple instances of the sanme logical function in a FE s
processing path. Using NAT again as an exanple, one NAT function is
typically perforned before the forwardi ng deci sion (packets arriving
externally have their public addresses replaced with private
addresses) and one NAT function is perfornmed after the forwarding
decision (for packets exiting the domain, their private addresses are
repl aced by public ones).

5.4. Flexibility

Finally, the FE nodel SHOULD provide a flexible infrastructure in
whi ch new | ogi cal functions and new cl assification, action, and
paraneterization data can be easily added. 1In addition, the FE node
MUST be capabl e of describing the types of statistics gathered by
each | ogical function.
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5.5. Mninmal Set of Logical Functions

The rest of this section defines a mniml set of |ogical functions
that any FE nodel MJST support. This mininmal set DOES NOT inply that
all FEs nust provide this functionality. |Instead, these requirenents
only specify that the nodel nust be capabl e of expressing the
capabilities that FEs nay choose to provide

1) Port Functions

The FE nodel MJIST be capabl e of expressing the nunber of ports on the
device, the static attributes of each port (e.g., port type, link
speed), and the configurable attributes of each port (e.g., IP
address, administrative status).

2) Forwardi ng Functions

The FE nodel MJST be capable of expressing the data that can be used
by the forwarding function to make a forwardi ng deci sion. Support
for 1Pv4 and | Pv6 unicast and nulticast forwardi ng functions MJUST be
provi ded by the nodel .

3) QoS Functions

The FE nodel MJST allow a FE to express its QoS capabilities in terns
of, e.g., metering, policing, shaping, and queuing functions. The FE
nodel MJST be capabl e of expressing the use of these functions to
provide IntServ or DiffServ functionality as described in [RFC2211],

[ RFC2212], [RFC2215], [RFC2475], and [ RFC3290].

4) Ceneric Filtering Functions

The FE nodel MJST be capabl e of expressing conplex sets of filtering
functions. The nodel MJST be able to express the existence of these
functions at arbitrary points in the sequence of a FE' s packet
processing functions. The FE nodel MJST be capable of expressing a
wi de range of classification abilities fromsingle fields (e.g.
destination address) to arbitrary n-tuples. Simlarly, the FE node
MUST be capabl e of expressing what actions these filtering functions
can perform on packets that the classifier matches.

5) Vendor- Speci fic Functions

The FE nodel SHOULD be extensible so that new, currently unknown FE

functionality can be expressed. The FE Mbdel SHOULD NOT be extended
to express standard/common functions in a proprietary manner. This

woul d NOT be For CES conpli ant.

6) Hi gh-Touch Functions

The FE nodel MJUST be capabl e of expressing the encapsul ati on and
tunneling capabilities of a FE. The FE nodel MJST support functions
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that mark the class of service that a packet should receive (i.e.
| Pv4 header TOS octet or the I1Pv6 Traffic Class octet). The FE node
MAY support other high touch functions (e.g., NAT, ALG.

7) Security Functions
The FE nodel MJST be capabl e of expressing the types of encryption
that may be applied to packets in the forwarding path.

8) O f-loaded Functions

Per - packet processing can | eave state in the FE, so that | ogica
functions executed during packet processing can performin a

consi stent manner (for instance, each packet may update the state of
t he token bucket occupancy of a give policer). 1In addition, the FE
Model MJST all ow | ogical functions to execute asynchronously from
packet processing, according to a certain finite-state machine, in
order to performfunctions that are, for instance, off-loaded from
the CE to the FE. The FE nodel MJST be capabl e of expressing these
asynchronous functions. Exanples of such functions include the
finite-state machi ne execution required by TCP term nation or OSPF
Hel | o processing, triggered not only by packet events, but by tinmer
events as well. This Does NOT nean off-1oading of any piece of code
to an FE, just that the FE Mbdel should be able to express existing
O f-1oaded functions on an FE

9) | PFLOW PSAMP Functi ons

Several applications such as, Usage-based Accounting, Traffic

engi neering, require flowbased IP traffic measurenents from Network
El ements. [I PFLOW defines architecture for IP traffic flow

nmoni toring, neasuring and exporting. The FE nodel SHOULD be able to
express netering functions and flow accounting needed for exporting
IPtraffic flowinformation. Simlarly to support neasurenent-based
applications, [PSAMP] describes a framework to define a standard set
of capabilities for network elements to sanple subsets of packets by
statistical and other nethods. The FE nodel SHOULD be able to
express statistical packet filtering functions and packet information
needed for supporting packet sanpling applications.

6. For CES Protocol Requirenents

This section specifies some of the requirenents that the ForCES
prot ocol MJST neet.

1) Configuration of Mdel ed El enents

The For CES protocol MJST allow the CEs to deternine the capabilities
of each FE. These capabilities SHALL be expressed using the FE node
whose requirenents are defined in Section 5. Furthernore, the

prot ocol MJST provide a nmeans for the CEs to control all the FE
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capabilities that are discovered through the FE nodel. The protoco
MUST be able to add/renove classification/action entries, set/delete
paraneters, query statistics, and register for and receive events.

2) Support for Secure Comuni cation

a) FE configuration will contain information critical to the
functioning of a network (e.g., |P Forwarding Tables). As
such, it MJST be possible to ensure the integrity of all ForCES
prot ocol nmessages and protect against man-in-the-niddle
attacks.

b) FE configuration information nmay al so contain information
derived from busi ness rel ationships (e.g., service |leve
agreenents). Because of the confidential nature of the
information, it MJST be possible to secure (nake private) all
For CES protocol nessages.

c) In order to ensure that authorized CEs and FEs are
participating in a NE and defend agai nst CE or FE inpersonation
attacks, the ForCES architecture MJUST sel ect a neans of
aut hentication for CEs and FEs.

d) In sonme deploynents ForCES is expected to be depl oyed bet ween
CEs and FEs connected to each other inside a box over a
backpl ane, where physical security of the box ensures that
man-in-the-m ddl e, snooping, and inpersonation attacks are not
possible. In such scenarios the ForCES architecture MAY rely
on the physical security of the box to defend agai nst these
attacks and protocol mechanisnms May be turned off.

e) In the case when CEs and FEs are connected over a network,
security nechani sns MJUST be specified or selected that protect
t he For CES protocol against such attacks. Any security
sol ution used for ForCES MUST specify how it deals with such
att acks.

3) Scalability

The For CES protocol MJST be capabl e of supporting (i.e., nust scale
to) at |east hundreds of FEs and tens of thousands of ports. For
exanpl e, the ForCES protocol field sizes corresponding to FE or port
nunbers SHALL be | arge enough to support the mininumrequired
nunmbers. This requirenment does not relate to the perfornmance of a NE
as the nunmber of FEs or ports in the NE grows.

4) Ml tihop

When the CEs and FEs are separated beyond a single L3 routing hop

the ForCES protocol will make use of an existing RFC2914 conpliant L4
protocol with adequate reliability, security and congestion contro
(e.g., TCP, SCTP) for transport purposes.
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5) Message Priority
The For CES protocol MJST provide a neans to express the protoco
nmessage priorities.

6) Reliability

a) The ForCES protocol will be used to transport infornmation that
requires varying levels of reliability. By strict or robust
reliability in this requirenent we nean, no | osses, no
corruption, no re-ordering of information being transported and
delivery in a timely fashion.

b) Some information or payl oads, such as redirected packets or
packet sanpling, may not require robust reliability (can
tolerate sone degree of losses). For information of this sort,
For CES MUST NOT be restricted to strict reliability.

c¢) Payl oads such as configuration information, e.g., ACLs, FIB
entries, or FE capability information (described in section 6,
(1)) are mission critical and nust be delivered in a robust
reliable fashion. Thus, for information of this sort, ForCES
MUST either provide built-in protocol nechanisnms or use a
reliable transport protocol for achieving robust/strict
reliability.

d) Some information or payl oads, such as heartbeat packets that
may be used to detect |oss of association between CE and FEs
(see section 6, (8)), may prefer tineliness over reliable
delivery. For information of this sort, ForCES MJST NOT be
restricted to strict reliability.

e) When ForCES is carried over nmulti-hop IP networks, it is a
requi renent that ForCES MJST use a [ RFC2914]-conpli ant
transport protocol

f) In cases where ForCES is not running over an |IP network such as
an Ethernet or cell fabric between CE and FE, then reliability
still MJST be provided when carrying critical information of
the types specified in (c) above, either by the underlying
i nk/ network/transport |ayers or by built-in protoco
mechani sns.

7) I nterconnect |ndependence
The For CES protocol MJST support a variety of interconnect
technol ogies. (refer to section 4, requirenent #1)

8) CE redundancy or CE fail over

The For CES protocol MJST support nechani sns for CE redundancy or CE
failover. This includes the ability for CEs and FEs to deterni ne
when there is a | oss of association between them ability to restore
associ ation and efficient state (re)synchroni zati on nmechani snms. This
al so includes the ability to preset the actions an FE will take in
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reaction to |l oss of association to its CE, e.g., whether the FE will
continue to forward packets or whether it will halt operations.
(refer to section 4, requirenent #7)

9) Packet Redirection/Mrroring

a) The For CES protocol MJST define a way to redirect packets from
the FE to the CE and vice-versa. Packet redirection termnates
any further processing of the redirected packet at the FE

b) The For CES protocol MJST define a way to mirror packets from
the FE to the CE. Mrroring allows the packet duplicated by
the FE at the mirroring point to be sent to the CE while the
original packet continues to be processed by the FE

Exanpl es of packets that nmay be redirected or mirrored include
control packets (such as RI P, OSPF nessages) addressed to the
interfaces or any other relevant packets (such as those with Router
Alert Option set). The ForCES protocol MJST al so define a way for
the CE to configure the behavior of a) and b) (above), to specify
whi ch packets are affected by each

10) Topol ogy Exchange

The For CES protocol or information carried in the ForCES protoco
MUST al | ow t hose FEs which have inter-FE topology information to
provide that information to the CE(s).

11) Dynani c Associ ation
The For CES protocol MJST allow CEs and FEs to join and | eave a NE
dynamically. (refer to section 4, requirenent #12)

12) Command Bundl i ng

The For CES protocol MJST be able to group an ordered set of comands
to a FE. Each such group of comands SHOULD be sent to the FE in as
few messages as possible. Furthernmore, the protocol MJST support the
ability to specify if a command group MJST have all-or-nothing
semanti cs.

13) Asynchronous Event Notification

The For CES protocol MJST be able to asynchronously notify the CE of
events on the FE such as failures or change in avail abl e resources or
capabilities. (refer to section 4, requirenment #6)

14) Query Statistics

The For CES protocol MJST provide a neans for the CE to be able to
query statistics (nonitor performance) fromthe FE
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15) Protection against Denial of Service Attacks (based on CPU

overl oad or queue overfl ow)

Systens utilizing the ForCES protocol can be attacked using denial of
service attacks based on CPU overload or queue overflow The ForCES
protocol could be exploited by such attacks to cause the CE to becone
unable to control the FE or appropriately conmunicate with other
routers and systens. The ForCES protocol MJST therefore provide
nmechani snms for controlling FE capabilities that can be used to
protect against such attacks. FE capabilities that MJUST be
mani pul ated via ForCES include the ability to install classifiers and
filters to detect and drop attack packets, as well as to be able to
install rate limters that limt the rate of packets which appear to
be valid but may be part of an attack (e.g., bogus BGP packets).
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