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1

2.

1

I ntroduction

In theory, there is no difference between theory and practice.
But in practice, there is.
Jan L. A. van de Snepscheut

Interior Gateway Protocols such as 1S-1S are designed to provide
timely informati on about the best routes in a routing domain. The
original design of IS IS, as described in | SO 10589 [1] has proved to
be quite durable. However, a nunber of original design choices have
been nodified. This docunent addresses differences between the
protocol described in | SO 10589 and the protocol that can be observed
on the wire today. A conpani on docunment di scusses differences

bet ween the protocol described in RFC 1195 [2] for routing IP traffic
and current practice.

The key words "MJST", "MJST NOT", "SHOULD', "SHOULD NOT" and "MAY" in
this docunent are to be interpreted as described in RFC 2119 [3].

Constants That Are Vari abl e

Some paraneters that were defined as constant in | SO 10589 are
nmodi fied in practice. These include the follow ng

(1) MaxAge - the lifetinme of a Link State PDU (LSP)

(2) I1SISHoldingMultiplier - a paraneter used to describe the
generation of hello packets

(3) ReceivelLSPBufferSize - discussed in a later section
MaxAge

Each LSP contains a RemainingLifetime field which is initially set to
t he MaxAge val ue on the generating IS. The value stored in this
field is decrenented to mark the passage of tinme and the nunber of
tinmes it has been forwarded. Wen the value of a foreign LSP becones
0O, an IS initiates a purging process which will flush the LSP from
the network. This ensures that corrupted or otherwi se invalid LSPs
do not remain in the network indefinitely. The rate at which LSPs
are regenerated by the originating IS is determ ned by the val ue of
maxi numLSPCGener at i onl nt er val
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MaxAge is defined in I SO 10589 as an Architectural constant of 20
mnutes, and it is reconended that maxi nunLSPCGenerati onl nterval be
set to 15 minutes. These tines have proven to be too short in some
networks, as they result in a steady flow of LSP updates even when
nothing is changing. To reduce the rate of generation, some

i npl enentations allow these tinmes to be set by the network operator

The rel ati on between MaxAge and naxi munmLSPCGenerationlnterval is

di scussed in section 7.3.21 of 1SO 10589. |If MaxAge is snaller than
maxi munmLSPGener ati onlnterval, then an LSP will expire before it is
repl aced. Further, as RemainingLifetine is decrenented each time it
is forwarded, an LSP far fromits origin appears older and is renoved
sooner. To nake sure that an LSP survives |ong enough to be

repl aced, MaxAge shoul d exceed nmaxi nunLSPGener ati onlnterval by at

| east ZeroAgelifetinme + nmini nunLSPTransmni ssionlnterval. The first
term ZeroAgelLifetine, is an estimate of howlong it takes to fl ood
an LSP t hrough the network. The second term

m ni munLSPTransni ssionlnterval, takes into account how |l ong a router
m ght del ay before sending an LSP. The original recommendati on was
t hat MaxAge be at least 5 nminutes larger than

maxi mrumLSPCener ati onl nterval, and that reconmendation is still valid
t oday.

An i npl enentation MAY use a val ue of MaxAge that is greater than 1200
seconds. MaxAge SHOULD exceed maxi nunLSPGenerationl nterval by at

| east 300 seconds. An inplenentati on SHOULD NOT use its val ue of
MaxAge to discard LSPs from peers, as discussed bel ow

An inmplenentation is not required to coordi nate the Remai ningLifetinme
it assigns to LSPs to the RenainingLifetine values it accepts, and
MUST ignore the foll owi ng sentence fromsection 7.3.16.3. of |1SO
10589.

"I'f the value of Remaining Lifetinme [of the received LSP] is
greater than MaxAge, the LSP shall be processed as if there
were a checksumerror.”

2.2. 1Sl SHoldingMultiplier

An IS sends ISto IS Hello Protocol Data Units (I1Hs) on a periodic
basis over active circuits, allowi ng other attached routers to
nmonitor their aliveness. The IIH includes a two byte field called
the Hol ding Tinme which defines the tine to live of an adjacency. |If
an |S does not receive a hello froman adjacent 1S within this
holding tine, the adjacent IS is assunmed to be no | onger operational
and the adjacency is renpved.
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| SO 10589 defines ISl SHoldingMultiplier to be 10, and states that the
val ue of Hol ding Tine should be I SISHol dingMul tiplier multiplied by

i SI SHel | oTi mer for ordinary systens, and dRI SI SHel | oTiner for a DI S.
This inplies that the nei ghbor nmust |lose 10 Il Hs before an adjacency
times out.

In practice, a value of 10 for the |SISHol dingMiultiplier has proven
to be too large. DECnet PhaseV defined two related values. The

vari abl e holdingMultiplier, with a default value of 3, was used for
point-to-point I1Hs, while the variable |ISISHoldingMultiplier, with a
default value of 10, was used for LAN Il Hs. Mbst inplenmentations
today set the default |SISHoldingMiultiplier to 3 for both circuit

types.

Not e that adjacent systens may use different values for Holding Tine
and will form an adjacency with non-synmetric hold tines.

An i nplenentation MAY allow | SI SHol dingMul tiplier to be configurable.
Val ues | ower than 3 are unstable, and nmay cause adjacencies to flap.

3. Variables That Are Constant

Some val ues that were defined as variables in |1SO 10589 do not vary
in practice. These include

(1) IDLength - the length of the System D
(2) maxi mumAr eaAddr esses
(3) Protocol Version

3.1. IDLength

The ID Length is a field carried in all PDUs. The ID Length defines
the length of the SystemID, and is allowed to take values fromO to
8. Awvalue of O is interpreted to define a length of 6 bytes. As
suggested in B.1.1.3 of [1], it is easy to use an Ethernet MAC
address to generate a unique 6 byte SystemID. Since the System D
only has significance within the | GP Domain, 6 bytes has proved to be
easy to use and anple in practice. There are also new |S-1S Traffic
Engi neering TLVs which assunme a 6 byte SystemID. Choices for the ID
Il ength other than 6 are difficult to support today. |nplenentations
may interoperate without being able to deal with System | Ds of any

| engt h ot her than 6.

An inpl enentati on MIST use an ID Length of 6, and MJST check the ID

Length defined in the 1S-1S PDUs it receives. |If a router encounters
a PDUwith an ID Length different fromO or 6, section 7.3.15.a.2
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dictates that it MJST discard the PDU, and SHOULD generate an
appropriate notification. |SO 10589 defines the notification
i DFi el dLengt hM smatch, while the IS-IS MB [7] defines the
notification isislDLenM smatch

3.2. maxi numAr eaAddr esses

The val ue of maxi munAreaAddresses is defined to be an integer between
1 and 254, and defines the nunmber of synonynmous Area Addresses that
can be in use in an L1 area. This value is advertised in the header
of each 1S-1S PDU.

Most depl oyed networks use one Area Address for an L1 area. Wen
nerging or splitting areas, a second address is required for seanl ess
transition. The third area address was originally required to
support DECnet PhaselV addresses as well as OSI addresses during a
transition.

| SO 10589 requires that all Internediate Systens in an area or donmin
use a consistent val ue for nmaxi numAr eaAddresses. Conmon practice is
for an inplenmentation to use the value 3. Therefore an

i npl ementation that only supports 3 can expect to interoperate
successfully with other confornmant systens.

| SO 10589 specifies that an advertised value of 0 is treated as
equivalent to 3, and that checking the value for consistency may be
omitted if an inplenentation only supports the value 3.

An i nmpl enentati on SHOULD use the value 3, and it SHOULD check the

val ue advertised in IS-1S PDUs it receives. |If a router receives a
PDU wi t h maxi numAr eaAddresses that is not 0 or 3, it MJST discard the
PDU, as described in section 7.3.15.a.3, and it SHOULD generate an
appropriate notification. |SO 10589 defines the notification

maxi mumAr eaAddr essM smat ch, while the IS-IS MB [7] defines the
notification isisMaxAreaAddressesM smatch

3.3. Protocol Version

IS-1S PDUs include two one-byte fields in the headers:
"Ver si on/ Protocol | D Extension" and "Version".

An i npl enentati on SHOULD set both fields to 1, and it SHOULD check
the values of these fields in SIS PDUs it receives. |f a router
receives a PDU with a value other than 1 for either field, it MJST
drop the packet, and SHOULD generate the isisVersi onSkew
notification.
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4.

Alternative Metrics

Section 7.2.2, 1SO 10589 describes four netrics: Default Metric,
Del ay Metric, Expense Metric, and Error Metric. None but the Default
Metric are used in deployed networks, and nost inplenentations only
consider the Default Metric. In |1SO 10589, the nost significant bit
of the 8 bit netrics was the field S (Supported), used to define if
the metric was meani ngf ul

If this IS does not support this nmetric it shall set bit Sto 1
to indicate that the netric is unsupported.

The Supported bit was always O for the Default Metric, which nust

al ways be supported. However, RFC 2966 [5] uses this bit in the
Default Metric to mark L1 routes that have been |l eaked fromL1l to L2
and back down into L1 again.

| mpl enent ati ons MUST generate the Default Metric when using narrow
metrics, and SHOULD i gnore the other three netrics when using narrow
nmetrics. Inplenentations MUST assune that the Default Metric is
supported, even if the S bit is set. RFC 2966 describes restrictions
on | eaki ng such routes learned fromLl into L2.

Recei veLSPBuf f er Si ze

Since IS-1S does not all ow segnentation of protocol PDUs, Link State
PDUs (LSPs) must be propagated wi thout nodification on all I1S-1S
enabl ed |inks throughout the area/domain. Thus it is essential to
configure a maxi mum size that all routers can forward, receive, and
store.

This affects three aspects, which we discuss in turn:
(1) The largest LSP we can receive (ReceivelLSPBufferSize)

(2) The size of the largest LSP we can generate
(originatingL1LSPBufferSize and
ori gi nati ngL2LSPBuf f er Si ze)

(3) Available Link MU for supported Gircuits (MIU). Note
this often differs fromthe MU available to I P clients.

| SO 10589 defines the architectural constant Recei veLSPBufferSize
with value 1492 bytes, and two private nmanagenent paraneters

origi nati ngL1LSPBuf fer Si ze for level 1 PDUs and
originatingL2LSPBufferSi ze for |l evel 2 PDUs. The originating buffer
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size paraneters define the nmaxi num size of an LSP that a router can
generate. |SO 10589 directs the inplenentor to treat a PDU | arger
than Recei veLSPBufferSize as an error.

It is crucial that
ori gi nati ngL1LSPBuf ferSi ze <= Recei veLSPBufferSize
ori gi nati ngL2LSPBuf f er Si ze <= Recei veLSPBuf ferSi ze
and that for all L1 Ilinks in the area
ori gi nati ngL1LSPBuf f er Si ze <= MIU
and for all L2 links in the domain
ori gi nati ngL2LSPBuf f er Si ze <= MIuU

The original thought was that operators coul d decrease the
originating Buffer size when dealing with smaller MIUs, but woul d not
need to increase ReceiveLSPBufferSize beyond 1492.

Wth the definition of new information to be advertised in LSPs, such
as the Traffic Engineering TLVs, the linmted space of the LSP

dat abase which may be generated by each router (256 * 1492 bytes at
each level) has becone an issue. Gven that nodern networks with
MIUs | arger than 1492 on all links are not uncommon, one nethod which
can be used to expand the LSP database size is to all ow val ues of
Recei veLSPBuf f er Si ze greater than 1492

Al'l owi ng Recei veLSPBUf fer Size to becone a confi gurabl e paraneter
rather than an architectural constant nmust be done with care: if any
systemin the network does not support values | arger than 1492 or one
or nmore link MIUs used by IS-1S anywhere in the area/domain is
smal l er than the | argest LSP which nay be generated by any router
then full propagation of all LSPs may not be possible, resulting in
routing | oops and bl ack hol es.

The steps bel ow are recommended when changi ng Recei veLSPBufferSi ze.

(1) Set the ReceivelLSPBufferSize to a consistent val ue throughout
t he network.

(2) The inplementation MUST not enable IS-IS on circuits which do
not support an MIU at |east as large as the originating
Buf ferSize at the appropriate |evel

(3) Include an originatingLSPBufferSize TLV when generating LSPs,
i ntroduced in section 9.8 of |SO 10589: 2002 [1].

(4) Wen receiving LSPs, check for an originatingLSPBufferSize
TLV, and report the receipt of values larger than the |oca
val ue of Recei velLSPBufferSize through the defined
Notifications and Al arms.
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(5) Report the receipt of a PDU | arger than the |oca
Recei veLSPBuf f er Si ze t hrough the defined Notifications and
Al ar ns.

(6) Do not discard |arge PDUs by default. Storing and processing
them as normal PDUs nmay hel p maintain coherence in a
m sconfi gured networKk.

Steps 1 and 2 are enough by thensel ves, but the consequences of
m smat ch are serious enough and difficult enough to detect, that
steps 3-6 are recommended to help track down and correct problens.

6. Padding Hell o PDUs

To prevent the establishment of adjacencies between systens which may
not be able to successfully receive and propagate 1S-1S PDUs due to

i nconsi stent settings for originatingLSPBufferSize and

Recei veLSPBuf f er Si ze, section 8.2.3 of [1] requires paddi ng on

poi nt-to-point |inks.

On point-to-point links, the initial IIHis to be padded to the
maxi mum of

(1) Link MU

(2) originatingLlLSPBufferSize if the link is to be used for L1
traffic

(3) originatingL2LSPBufferSize if the link is to be used for L2
traffic

In section 6.7.2 e) |SO 10589 assunes
Provision that failure to deliver a specific subnetwork SDU
will result in the tinely disconnection of the subnetwork
connection in both directions and that this failure will be
reported to both systens

Wth this service provided by the Iink layer, the requirenent that

only the initial IlH be padded was sufficient to check the
consi stency of the MIU on the two sides. |If the PDU was too big to
be received, the link would be reset. However, link |layer protocols

in use on point-to-point circuits today often lack this service, and
the initial padded PDU might be silently dropped w thout resetting
the circuit. Therefore, the requirement that only the initial IIH be
padded does not provide the guarantees anticipated in | SO 10589.
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If an inplenentation is using padding to detect problens, point-to-
point |IH PDUs SHOULD be padded until the sender declares an

adj acency on the link to be in state Up. |If the inplenentation

i npl ements RFC 3373 [4], "Three-Way Handshake for 1S-1S Point-to-
Poi nt Adj acencies” then this is when the three-way state is Up: if
the inplenentation use the "classic" algorithmdescribed in | SO
10589, this is when adjacencyState is Up. Transm ssion of padded IIH
PDUs SHOULD be resuned whenever the adjacency is torn down, and
SHOULD continue until the sender declares the adjacency to be in
state Up again.

If an inplenmentation is using padding, and originati ngLILSPBUf f er Si ze
or originatingL2LSPBUf ferSize is nodified, adjacencies SHOULD be

br ought down and reestablished so the protection provided by paddi ng
I1H PDUs is performed consistent with the nodified val ues.

Some i npl ement ati ons choose not to pad. Padding does not solve al
probl ens of m sconfigured systens. |In particular, it does not
provide a transitive relation. Assune that A, B, and Call pad IIH
PDUs, that A and B can establish an adjacency, and that B and C can
establish an adjacency. W still cannot conclude that A and C could
establish an adjacency, if they were nei ghbors.

The presence or absence of padding TLVs MUST NOT be one of the
acceptance tests applied to a received Il H regardl ess of the state of
t he adj acency.

7. Zero Checksum

A checksumof 0 is inpossible if the checksumis conputed according
to the rules of SO 8473 [8].

| SO 10589, section 7.3.14.2(i), states:

A Link State PDU received with a zero checksum shall be treated
as if the Remaining Lifetine were zero. The age, if not zero,
shall be overwitten with zero.

That is, |SO 10589 directs the receiver to purge the LSP. This has
proved to be disruptive in practice. An inplenentation SHOULD treat
all LSPs with a zero checksum and a non-zero renmaining lifetine as if
they had as checksumerror. Such packets SHOULD be di scarded.
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8.

Pur gi ng Corrupted PDUs

While |1 SO 10589 requires in section 7.3.14.2 e) that any LSP received
with an invalid PDU checksum shoul d be purged, this has been found to
be disruptive. Most inplenentations today follow the revised
specification, and sinply drop the LSP

In | SO 10589: 2002 [1], Section 7.3.14.2, it states:

(e) An Internmediate systemreceiving a Link State PDU with an
i ncorrect LSP Checksumor with an invalid PDU syntax SHOULD

1) generate a corruptedLSPReceived circuit event,
2) discard the PDU
Checking System I D in Received point-to-point |IlH PDUs

In section 8.2.4.2, |1SO 10589 does not explicitly require conparison
of the source ID of a received IIHwth the nei ghbourSystem D
associ ated with an existing adjacency on a point-to-point |ink.

To address this om ssion, inplenentations receiving an I1H PDU on a
point to point circuit with an established adjacency SHOULD check the
Source ID field and conpare that with the nei ghbour System D of the
adj acency. |If these differ, an inplenentati on SHOULD del ete the

adj acency.

G ven that II1H PDUs as specified in |1 SO 10589 do not include a
check-sum it is possible that a corrupted IIH nay falsely indicate a
change in the neighbor’s System|ID. The required subnetwork
guarantees for point-to-point links, as described in 6.7.2 g) 1)
assume that undetected corrupted PDUs are very rare (one event per
four years). A link with frequent errors that produce corrupted data
could lead to flapping an adjacency. Inclusion of an optiona
checksum TLV as specified in "Optional Checksuns in IS-IS" [6], may
be used to detect such corruption. Hello packets carrying this TLV
that are corrupted PDUs SHOULD be silently dropped, rather than
droppi ng the adjacency.

Some i npl ement ati ons have chosen to discard received |1Hs where the
source ID differs fromthe nei ghbourSystem D. This nmay prevent

needl ess fl appi ng caused by undetected PDU corruption. |f an actua
adm ni strative change to the neighbor’s system|D has occurred, using
this strategy may require the existing adjacency to tinmeout before an
adj acency with the new nei ghbor can be established. This is
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10.

11.

expedited if the neighbor resets the circuit as anticipated in 10589
after a System | D change, or resets the 3-way adjacency state, as
anticipated in RFC 3373.

Doppel ganger LSPs

When an Internedi ate System shuts down, it nay |leave old LSPs in the
network. In the normal course of events, a rebooting systemflushes
out these old LSPs by reissuing those fragnents with a higher
sequence number, or by purging fragnents that it is not currently
gener ati ng.

In the case where a received LSP or SNP entry and an LSP in the | oca
dat abase have the sane LSP I D, sane sequence nunber, non-zero
remaining lifetimes, but different non-zero checksuns, the rules

defined in [1] cannot determ ne which of the two is "newer". 1In this
case, an inplenentation may opt to performan additional test as a
tie breaker by conparing the checksuns. |nplenentations that el ect

to use this nmethod MUST consider the LSP/SNP entry with the higher
checksum as newer. Wen conparing the checksuns the checksumfield
is treated as a 16 bit unsigned integer in network byte order (i.e.
nmost significant byte first).

The choi ce of higher checksum rather than lower, while arbitrary,
aligns with existing inplenentations and ensures conpatibility.

Note that a purged LSP (i.e., an LSP with remaining lifetinme set to
0) is always considered newer than a non-purged copy of the sane LSP

Cenerating a Conplete Set of CSNPs

There are a nunber of cases in which a conplete set of CSNPs nust be
generated. The DIS on a LAN, two | S's peering over a P2P |ink, and
an | S hel ping another IS performgraceful restart nust generate a
compl ete set of CSNPs to assure consistent LSP Dat abases throughout.
Section 7.3.15.3 of [1] defines a conplete set of CSNPs to be:

"A conplete set of CSNPs is a set whose Start LSPID and End
LSPI D ranges cover the conpl ete possible range of LSPI Ds.
(i.e., there is no possible LSPID val ue whi ch does not appear
within the range of one of the CSNPs in the set). "

Strict adherence to this definition is required to ensure the
reliability of the update process. Deviation can |lead to subtle and
hard to detect defects. It is not sufficient to send a set of CSNPs
whi ch merely cover the range of LSPIDs which are in the |oca

dat abase. The set of CSNPs nust cover the conplete possible range of
LSPI Ds.
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12.

Consi der the follow ng exanpl e:

If the current Level 1 LSP database on a router consists of the
foll owi ng non pseudo- node LSPs:

From system 1111.1111.1111 LSPs nunbered 0-89(59H)
From system 2222, 2222. 2222 LSPs nunbered 0-89(59H)

If the maxi mum size of a CSNP is 1492 bytes, then 90 CSNP entries can
fit into a single CSNP PDU. The follow ng set of CSNP start/end
LSPIDs constitute a correctly formatted conpl ete set:

Start LSPID End LSPI D
0000. 0000. 0000. 00- 00 1111.1111.1111. 00-59
1111.1111. 1111. 00- 5A FFFF. FFFF. FFFF. FF- FF

The followi ng are exanpl es of inconplete sets of CSNPS:

Start LSPID End LSPI D
0000. 0000. 0000. 00- 00 1111.1111.1111. 00-59
1111.1111. 1111. 00- 5A 2222.2222.2222. 00-59

The sequence above has a gap after the second entry.

Start LSPID End LSPI D
0000. 0000. 0000. 00- 00 1111.1111.1111. 00-59
2222.2222.2222.00-00 FFFF. FFFF. FFFF. FF- FF

The sequence above has a gap between the first and second entry.

Al'though it is legal to send a CSNP whi ch contains no actual LSP
entry TLVs, it should never be necessary to do so in order to conform
to the specification.

Overl oad Bit

To deal with transient problens that prevent an IS fromstoring al
the LSPs it receives, |1SO 10589 defines an LSP Database Overl oad
condition in section 7.3.19. Wen an IS is in Database Overl oad
condition, it sets a flag called the Overload Bit in the non-
pseudonode LSP number Zero that it generates. Section 7.2.8.1 of 1SO
10589 instructs other systens not to use the overloaded IS as a
transit router. Since the overloaded IS does not have conpl ete
information, it may not be able to conpute the right routes, and
routing | oops could devel op
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13.

14.

14.

14.

An overl oaded router might beconme the DIS. An inplenentation SHOULD
not set the Overload bit in PseudoNode LSPs that it generates, and
Overload bits seen in PseudoNode LSPs SHOULD be i gnored.

Security Considerations

The clarifications in this document do not raise any new security
concerns, as there is no change in the underlying protocol described
in SO 10589 [1].

Ref er ences
1. Nornmtive References

[1] 1SO "Intermediate systemto Internedi ate system routeing
i nformati on exchange protocol for use in conjunction with the
Protocol for providing the Connectionl ess-node Network Service
(1SO 8473)," 1SO | EC 10589: 2002.

[2] cCallon, R, "OSI IS-1S for IP and Dual Environnent", RFC 1195,
Decenber 1990.

[3] Bradner, S., "Key words for use in RFCs to |Indicate Requirenent
Level s", BCP 14, RFC 2119, March 1997.

[4] Katz, D. and Saluja, R, " Three-Way Handshake for Internediate
Systemto Internediate System (1S-1S) Point -t o-Poi nt
Adj acenci es", RFC 3373, Septenber 2002.

[5] Li, T., Przygienda, T. and H Snit, "Donain-wi de Prefix
Distribution with Two-Level 1S 1S", RFC 2966, Cctober 2000.

[6] Koodli, R and R Ravikanth, "Optional Checksuns in Internediate
Systemto Internmediate System (1SIS)", RFC 3358, August 2002.

2. Informative References

[7] Parker, J., "Managenent Information Base for 1S-1S", Wrk in
Progress, January 2004.

[8 ITU, "Information technology - Protocol for providing the

connecti onl ess-node network service", |SO|EC 8473-1, 1998.

Par ker I nf or mat i onal [ Page 13]



RFC 3719 I nt eroperabl e Networks using 1S 1S February 2004

15. Acknow edgnents

This docunent is the work of nany people, and is the distillation of
over a thousand mail nessages. Thanks to Vishwas Manral, who pushed
to create such a docunent. Thanks to Danny MPherson, the origina
editor, for kicking things off. Thanks to M ke Shand, for his work
in creating the protocol, and his uncanny ability to renmenber what
everything is for. Thanks to Mcah Bartell and Philip Christian, who
showed us how to docunment difference without displaying discord.
Thanks to Les G nsberg, Neal Castagnoli, Jeff Learnan, and Dave Katz
who spent many hours educating the editor. Thanks to Radia Perl man,
who is always ready to explain anything. Thanks to Satish Dattatri
who was tenacious in seeing things witten up correctly. Thanks to
Russ Wite, whose witing inproved the treatnent of every topic he
touched. Thanks to Shankar Vemul apalli, who read several drafts with
close attention. Thanks to Don Goodspeed, for his close reading of
the text. Thanks to Aravind Ravi kumar, who pointed out that we
shoul d check Source ID on point-to-point IlIH packets. Thanks to

M chael Coyle for identifying the quotation fromJan L. A van de
Snepscheut. Thanks for Alex Zinin' s mnistrations behind the scenes.
Thanks to Tony Li and Tony Przygi enda, who kept us on track as the

di scussions veered into the weeds. And thanks to all those who have
contributed, but whose nanmes | have carelessly left fromthis list.

16. Author’s Address
Jeff Par ker
Axi owave Net wor ks
200 Ni ckerson Road
Mar | bor ough, Mass 01752
USA

EMai | : j par ker @xi owave. com

Par ker I nf or mat i onal [ Page 14]



RFC 3719 I nt eroperabl e Networks using 1S 1S February 2004

17. Full Copyright Statenent

Copyright (C) The Internet Society (2004). This docunent is subject
to the rights, licenses and restrictions contained in BCP 78 and
except as set forth therein, the authors retain all their rights.

Thi s docunent and the infornmation contained herein are provided on an
"AS | S" basis and THE CONTRI BUTOR, THE ORGANI ZATlI ON HE/ SHE
REPRESENTS COR | S SPONSORED BY (I F ANY), THE I NTERNET SOCI ETY AND THE
| NTERNET ENG NEERI NG TASK FORCE DI SCLAI M ALL WARRANTI ES, EXPRESS OR

| MPLI ED, | NCLUDI NG BUT NOT LI M TED TO ANY WARRANTY THAT THE USE OF
THE | NFORMATI ON HEREI N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED
WARRANTI ES OF MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE.

Intellectual Property

The |1 ETF takes no position regarding the validity or scope of any
Intellectual Property Rights or other rights that mght be clai ned
to pertain to the inplenentation or use of the technol ogy
described in this docunent or the extent to which any |icense
under such rights might or mght not be avail able; nor does it
represent that it has made any independent effort to identify any
such rights. Information on the procedures with respect to

rights in RFC docunents can be found in BCP 78 and BCP 79.

Copi es of | PR disclosures nade to the | ETF Secretariat and any
assurances of licenses to be made available, or the result of an
attenpt nmade to obtain a general |icense or permission for the use
of such proprietary rights by inplenenters or users of this
specification can be obtained fromthe IETF on-line IPR repository
at http://ww.ietf.org/ipr.

The IETF invites any interested party to bring to its attention
any copyrights, patents or patent applications, or other
proprietary rights that may cover technol ogy that may be required
to inplenent this standard. Please address the infornation to the
| ETF at ietf-ipr@etf.org.

Acknowl edgenent

Funding for the RFC Editor function is currently provided by the
I nternet Society.

Par ker I nf or mat i onal [ Page 15]



