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Abst r act

Thi s docunent defines the common architecture for Milticast Security
(MSEC) key managenent protocols to support a variety of application,
transport, and network layer security protocols. It also defines the
group security association (GSA), and describes the key nmanagenent
protocol s that help establish a GSA. The framework and gui delines
described in this docunent pernmt a nodular and flexible design of
group key management protocols for a variety of different settings
that are specialized to applications needs. MSEC key managenent
protocols nay be used to facilitate secure one-to-nmany, many-to-nmany,
or one-to-one conmuni cation
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1. Introduction: Purpose of this Docunent

Thi s docunent defines a comon architecture for Multicast Security
(MSEC) key managenent protocols to support a variety of application-,
transport-, and network-layer security protocols. It also defines
the group security association (GSA) and describes the key managenent
protocols that help establish a GSA. The franmework and gui delines
described in this docunent permt a nodular and flexible design of
group key managenment protocols for a variety of different settings
that are specialized to applications needs. MSEC key managenent
protocols may be used to facilitate secure one-to-many, many-to-many,
or one-to-one comuni cation
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Group and nulticast applications in |IP networks have diverse security
requi renents [ TAXONOW]. Their key nanagenent requirenents, briefly
reviewed in Section 2.0, include support for internetwork-,

transport- and application-layer security protocols. Some
applications achieve sinpler operation by running key nmanagenent
messagi ng over a pre-established secure channel (e.g., TLS or |Psec).
O her security protocols benefit froma key nmanagenent protocol that
can run over an al ready-depl oyed session initiation or nmanagenent
protocol (e.g., SIP or RTSP). Finally, sonme benefit froma

I i ght wei ght key managenment protocol that requires few round trips.

For all these reasons, application-, transport-, and |IP-layer data
security protocols (e.g., SRTP [RFC3711] and | Psec [ RFC2401]) benefit
fromdifferent group key managenment systens. This docunent defines a
common architecture and design for all group key managenent (GKM
protocol s.

This common architecture for group key managenent is called the MSEC
group key managenent architecture. It is based on the group contro
or key server nodel devel oped in GKMP [ RFC2094] and assuned by group
key managenent al gorithns such as LKH [ RFC2627], OFT [OFT], and MARKS
[ MARKS]. There are other approaches that are not considered in this
architecture, such as the highly distributed diques group key
managenent protocol [CLIQUES] or broadcast key managenent schenes

[ FN93, Wol]. MSEC key nanagenent may in fact be conplenentary to

ot her group key managenent designs, but the integration of MSEC group
key managenent with diques, broadcast key managenent, or other group
key systems is not considered in this docunent.

Key managenent protocols are difficult to design and validate. The
common architecture described in this docunent eases this burden by
defining comon abstractions and an overall design that can be
specialized for different uses.

Thi s docunent buil ds on and extends the G oup Key Managenent Buil ding
Bl ock docunent of the I RTF SMuG research group [ GKMBB] and is part of
t he MSEC docunent roadmap. The MSEC architecture [ MSEC- Arch] defi nes
a conplete nmulticast or group security architecture, of which key
management i s a conponent.

The rest of this docunent is organized as follows. Section 2

di scusses the security, performance and architectural requirenents
for a group key managenent protocol. Section 3 presents the overal
architectural design principles. Section 4 describes the
registration protocol in detail, and Section 5 does the sane for
rekey protocol. Section 6 considers the interface to the Goup
Security Association (GSA). Section 7 reviews the scalability issues
for group key management protocols and Section 8 discusses security
consi derati ons.
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2.

Requi renments of a G oup Key Managenent Protoco

A group key managerment (GKM protocol supports protected

communi cati on between nenbers of a secure group. A secure group is a
collection of principals, called nmenbers, who may be senders,
receivers, or both receivers and senders to other nenbers of the
group. Goup nenbership nay vary over tinme. A group key nmanagenent
protocol helps to ensure that only nenbers of a secure group can gain
access to group data (by gaining access to group keys) and can

aut henticate group data. The goal of a group key managenent protocol
is to provide legitimte group nenbers with the up-to-date
cryptographic state they need for secrecy and authentication

Mul ticast applications, such as video broadcast and nulticast file

transfer, typically have the followi ng key nmanagenent requirenents

(see also [ TAXONOW]). Note that the list is neither applicable to
all applications nor exhaustive.

1. Group nenbers receive security associations that include
encryption keys, authentication/integrity keys, cryptographic
policy that describes the keys, and attributes such as an index
for referencing the security association (SA) or particul ar
obj ects contained in the SA.

2. In addition to the policy associated with group keys, the group
owner or the Group Controller and Key Server (GCKS) may define and
enforce group nenbershi p, key nanagenment, data security, and other
policies that may or may not be communicated to the entire
menber shi p.

3. Keys will have a pre-determined |ifetime and nay be periodically
refreshed

4. Key material should be delivered securely to nenbers of the group
so that they are secret, integrity-protected and verifiably
obt ai ned from an authori zed source.

5. The key managenent protocol should be secure agai nst replay
attacks and Deni al of Service(DoS) attacks (see the Security
Consi derati ons section of this meno).

6. The protocol should facilitate addition and renoval of group
menbers. Menbers who are added nmay optionally be denied access to
the key material used before they joined the group, and renoved
nmenbers shoul d | ose access to the key material follow ng their
departure
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7. The protocol should support a scal able group rekey operation
wi t hout uni cast exchanges between nenbers and a Group Controller
and Key Server (GCKS), to avoid overwhel ming a GCKS managi ng a
| ar ge group.

8. The protocol should be conpatible with the infrastructure and
performance needs of the data security application, such as the
| Psec security protocols AH and ESP, and/or application |ayer
security protocols such as SRTP [ RFC3711].

9. The key managenent protocol should offer a framework for replacing
or renewing transforns, authorization infrastructure, and
aut henti cati on systens.

10. The key managenent protocol should be secure against coll usion
anong excl uded nmenbers and non-nenbers. Specifically, collusion
must not result in attackers gaining any additional group secrets
than each of themindividually are privy to. |In other words,
conbi ni ng the knowl edge of the colluding entities nust not result
in revealing additional group secrets.

11. The key managenent protocol should provide a nechanismto
securely recover froma conprom se of some or all of the key
mat eri al

12. The key managenent protocol may need to address real -world
depl oynent issues such as NAT-traversal and interfacing with
| egacy aut henticati on mechani sns.

In contrast to typical unicast key and SA negotiation protocols such
as TLS and IKE, multicast group key managenent protocols provide SA
and key downl oad capability. This feature nay be useful for point-
to-point as well as multicast comunication, so that a group key
managenent protocol may be useful for unicast applications. Goup
key managenent protocols may be used for protecting nulticast or

uni cast conmuni cati ons between nenbers of a secure group. Secure
sub-group conmunication is also plausible using the group SA

There are other requirements for small group operation with many al
menbers as potential senders. 1In this case, the group setup time may
need to be optim zed to support a small, highly interactive group
envi ronnent [ RFC2627].

The current key managenent architecture covers secure comuni cation
in large single-sender groups, such as source-specific nulticast
groups. Scal abl e operation to a range of group sizes is also a
desirable feature, and a better group key managenent protocol wll
support large, single-sender groups as well as groups that have nany
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senders. It nmay be that no single key nmanagenent protocol can
satisfy the scalability requirenments of all group-security
applications.

It is useful to enphasize two non-requirenments: technical protection
measures (TPM [TPM and broadcast key managenent. TPM are used for
such things as copy protection by preventing the device user from
getting easy access to the group keys. There is no reason why a
group key managenent protocol cannot be used in an environment where
the keys are kept in a tanmper-resistant store, using various types of
hardware or software to inplement TPM For sinplicity, however, the
MBEC key nmanagenent architecture described in this docunent does not
consi der design for technical protection

The second non-requirenent is broadcast key managenent when there is
no back channel [FN93, JKKV94] or for a non-networked device such as a
digital videodisc player. W assune I[P network operation with two-
way conmuni cation, however asymmetric, and authenticated key-exchange
procedures that can be used for nenber registration. Broadcast
applications nmay use a one-way |nternet group key managenent protocol
nmessage and a one-way rekey nessage, as described bel ow

3. Overall Design of Goup Key Managenent Architecture

The overall group key nmanagenent architecture is based upon a group

controll er nodel [RFC2093, RFC2094, RFC2627, OFT, GSAKMP, RFC3547] with a
single group owner as the root-of-trust. The group owner designates
a group controller for menber registration and GSA rekeyi ng.

3.1. Overview

The main goal of a group key nanagenent protocol is to securely
provi de group nmenbers with an up-to-date security association (SA)
whi ch contains the needed information for securing group

communi cation (i.e., the group data). W call this SA the Data SA.
In order to obtain this goal, the group key managenent architecture
defines the followi ng protocols.

(1) Registration Protoco

This is a unicast protocol between the G oup Controller and Key
Server (GCKS) and a joining group nenber. In this protocol, the
GCKS and joi ni ng nenber nutual |y authenticate each other. If the
aut henti cation succeeds and the GCKS finds that the joining nmenber
is authorized, then the GCKS supplies the joining menber with the
followi ng information:
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(a) Sufficient information to initialize the Data SA within the
joining member. This information is given only if the group
security policy calls for initializing the Data SA at
registration, instead of, or in addition to, as part of the
rekey protocol

(b) Sufficient information to initialize a Rekey SA within the
j oi ning menber (see nore details about this SA below). This
information is given if the group security policy calls for a
rekey protocol

The registration protocol nust ensure that the transfer of
information from GCKS to nmenber is done in an authenticated and
confidential manner over a security association. W call this SA
the Registration SA. A conplenentary de-registration protoco
serves to explicitly renmove Registration SA state. Menbers may
choose to delete Registration SA state.

(2) Rekey Protocol

A CCKS may periodically update or change the Data SA, by sending
rekey information to the group nenbers. Rekey nmessages may result
from group nenbershi p changes, from changes in group security
policy, fromthe creation of new traffic-protection keys (TPKs,
see next section) for the particular group, or from key
expiration. Rekey nessages are protected by the Rekey SA, which
isinitialized in the registration protocol. They contain

i nformati on for updating the Rekey SA and/or the Data SA and can
be sent via nulticast to group nenbers or via unicast fromthe
GCKS to a particular group nenber.

Note that there are other nmeans for nanaging (e.g., expiring or
refreshing) the Data SA without interaction between the GCKS and
the menbers. For exanple in MARKS [ MARKS], the GCKS pre-

determ nes TPKs for different periods in the lifetine of the
secure group and distributes keys to nenbers based on their
menbership periods. Alternative schenes such as the GCKS

di sbandi ng the secure group and starting a new group with a new
Data SA are al so possible, although this is typically limted to
smal | groups.

Rekey messages are authenticated using one of the two foll ow ng
options:

(1) Using source authentication [ TAXONOMY], that is, enabling each

group nenber to verify that a rekey nessage originates with
t he GCKS and none ot her.
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(2) Using only group-based authentication with a symetric key.
Menmbers can only be assured that the rekey nessages origi nated
within the group. Therefore, this is applicable only when al
menbers of the group are trusted not to inpersonate the GCKS.
G oup authentication for rekey nmessages is typically used when
public-key cryptography is not suitable for the particul ar

group.

The rekey protocol ensures that all menbers receive the rekey
information in a tinmely manner. In addition, the rekey protoco
speci fies mechani snms for the parties to contact the GCKS and re-
synch if their keys expired and an updated key has not been
received. The rekey protocol for |arge-scale groups offers
mechani sms to avoid i npl osion problens and to ensure reliability
inits delivery of keying materi al

Al t hough the Rekey SA is established by the registration protocol
it is updated using a rekey protocol. Wen a nenber |eaves the
group, it destroys its local copy of the GSA. Using a de-

regi stration nmessage may be an efficient way for a nmenber to
informthe GCKS that it has destroyed, or is about to destroy, the
SAs. Such a nessage may pronpt the GCKS to cryptographically
renove the nmenber fromthe group (i.e., to prevent the menber from
havi ng access to future group communication). |In large-scale

mul ticast applications, however, de-registration can potentially
cause inplosion at the GCKS.

Det ai |l ed Description of the GKM Architecture

Figure 1 depicts the overall design of a GKM protocol. Each group
menber, sender or receiver, uses the registration protocol to get

aut hori zed and aut henticated access to a particular Group, its
policies, and its keys. The two types of group keys are the key
encryption keys (KEKs) and the traffic encryption keys (TEKs). For
group authentication of rekey nessages or data, key integrity or
traffic integrity keys may be used, as well. W use the term
protection keys to refer to both integrity and encryption keys. For
exanple, the termtraffic protection key (TPK) is used to denote the
conbination of a TEK and a traffic integrity key, or the key material
used to generate them

The KEK may be a single key that protects the rekey nessage,
typically containing a new Rekey SA (containing a KEK) and/or Data SA
(containing a TPK/ TEK). A Rekey SA nmay al so contain a vector of keys
that are part of a group key nenbership al gorithm

[ RFC2627, OFT, TAXONOWY, SD1, SD?2]. The data security protocol uses TPKs
to protect streans, files, or other data sent and received by
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the data security protocol. Thus the registration protocol and/or
the rekey protocol establish the KEK(s) and/or the TPKs.
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Figure 1: Goup Security Association Mde

There are a few distinct outcomes to a successful registration
Prot ocol exchange

o |If the GCKS uses rekey nessages, then the admtted nenber
recei ves the Rekey SA. The Rekey SA contains the group’s rekey
policy (note that not all of the policy need to be revealed to
menbers), and at least a group KEK. In addition, the GCKS
sends a group key integrity key for integrity protection of
rekey nmessages. |If a group key managenent algorithmis used
for efficient rekeying, the GCKS al so sends one or nmore KEKs as
specified by the key distribution policy of the group key
managenent al gorithm
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o |If rekey nessages are not used for the Group, then the adnitted
nmenber receives TPKs (as part of the Data Security SAs) that
are passed to the nmenber’s Data Security Protocol (as |KE does
for 1Psec).

0 The GCKS nay pass one or nore TPKs to the nmenber even if rekey
messages are used, for efficiency reasons and according to

group policy.

The GCKS creates the KEK and TPKs and downl oads themto each nenber,
as the KEK and TPKs are common to the entire group. The GCKS is a
separate logical entity that perforns nenber authentication and

aut hori zation according to the group policy that is set by the group
owner. The GCKS nay present a credential signed by the group owner
to the group nenber, so that nenber can check the GCKS s

aut hori zation. The GCKS, which may be co-located with a nmenber or be
physically separate, runs the rekey protocol to push rekey nessages
contai ning refreshed KEKs, new TPKs, and/or refreshed TPKs to
menbers. Note that some group key managenent al gorithns refresh any
of the KEKs (potentially), whereas others only refresh the group KEK

Alternatively, the sender may forward rekey nessages on behal f of the
CGCKS when it uses a credential mechanismthat supports del egation.
Thus, it is possible for the sender, or other nenbers, to source
keying material (TPKs encrypted in the Group KEK) as it sources

mul ticast or unicast data. As nentioned above, the rekey nessage can
be sent using unicast or nulticast delivery. Upon receipt of a TPK
(as part of a Data SA) via a rekey nmessage or a registration protoco
exchange, the nenber’s group key managenent functional block will
provi de the new or updated security association (SA) to the data
security protocol. This protects the data sent from sender to
receiver.

The Data SA protects the data sent on the arc | abel ed DATA SECURI TY
PROTOCOL shown in Figure 1. A second SA, the Rekey SA, is optionally
establ i shed by the key managenent protocol for rekey nessages as
shown in Figure 1 by the arc | abel ed REKEY PROTOCOL. The rekey
message i s optional because all keys, KEKs and TPKs, can be delivered
by the registration protocol exchanges shown in Figure 1, and those
keys may not need to be updated. The registration protocol is
protected by a third, unicast, SA between the GCKS and each nenber
This is called the Registration SA. There may be no need for the
Regi stration SAto renain in place after the conpletion of the

regi stration protocol exchanges. The de-registration protocol may be
used when explicit teardown of the SA is desirable (such as when a
phone call or conference term nates). The three SAs conpose the GSA
The only optional SA is the Rekey SA

Baugher, et al. I nf or mat i onal [ Page 10]



RFC 4046 MSEC G oup Key Managenent Architecture April 2005

Figure 1 shows two bl ocks that are external to the group key
management protocol: The policy and authorization infrastructures
are discussed in Section 6.1. The Milticast Security Architecture
docunent further clarifies the SAs and their use as part of the
complete architecture of a nulticast security solution [ MBEC Arch].

3.3. Properties of the Design

The design of Section 3.2 achieves scal abl e operation by (1) allow ng
the de-coupling of authenticated key exchange in a registration
protocol froma rekey protocol, (2) allow ng the rekey protocol to
use uni cast push or nulticast distribution of group and data keys as
an option, (3) allowing all keys to be obtained by the unicast

regi stration protocol, and (4) delegating the functionality of the
CCKS anong multiple entities, i.e., to permt distributed operation
of the GCKS.

H gh-capacity operation is obtained by (1) anortizing

conput ational | y- expensi ve asymetric cryptography over multiple data
keys used by data security protocols, (2) supporting multicast
distribution of symetric group and data keys, and (3) supporting key
revocation algorithnms such as LKH [ RFC2627, OFT, SD1, SD2] that all ow
menbers to be added or renoved at | ogarithmc rather than |inear
space/tinme conplexity. The registration protocol may use asymetric
cryptography to authenticate joining nmenbers and optionally establish
the group KEK. Asynmetric cryptography such as Diffie-Hell man key
agreenment and/or digital signatures are anortized over the life of
the group KEK. A Data SA can be established wi thout the use of
asymmetric cryptography; the TPKs are sinply encrypted in the
symretric KEK and sent unicast or nulticast in the rekey protocol

The design of the registration and rekey protocols is flexible. The
registration protocol establishes a Rekey SA or one or nore Data SAs
or both types of SAs. At least one of the SAs is present (otherw se,
there is no purpose to the Registration SA). The Rekey SA may update
the Rekey SA, or establish or update one or nore Data SAs.

I ndi vi dual protocols or configurations nay use this flexibility to
obtain efficient operation

3.4. Goup Key Managenent Bl ock Di agram

In the block diagramof Figure 2, group key managenent protocols run
bet ween a GCKS and nenber principal to establish a Goup Security
Association (GSA). The GSA consists of a Data SA, an optional Rekey
SA, and a Registration SA. The GCKS may use a del egated princi pal
such as the sender, which has a del egation credential signed by the
GCKS. The Menber of Figure 2 may be a sender or receiver of
mul ti cast or unicast data. There are two functional blocks in Figure
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2 | abeled GKM and there are two arcs between them depicting the
group key-managenent registration (reg) and rekey (rek) protocols.
The nmessage exchanges are in the GSA establishment protocols, which
are the registration protocol and the rekey protocol described above.

Fi gure 2 shows that a conpl ete group-key managenent functiona
specification includes nmuch nore than the nessage exchange. Sone of
t hese functional blocks and the arcs between them are peculiar to an
operating system (QS) or vendor product, such as vendor
specifications for products that support updates to the | Psec

Security Associ ation Database (SAD) and Security Policy Database
(SPD) [RFC2367]. Various vendors al so define the functions and
interface of credential stores, CRED in Figure 2.

o o o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e oo +
| |
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Figure 2: Goup Key Managenent Bl ock in a Host

The CONTROL function directs the GCKS to establish a group, admit a
nmenber, or renove a nmenber, or it directs a nmenber to join or |eave a
group. CONTRCL includes authorization that is subject to group
policy [GSPT] but its inplenentation is specific to the GCKS. For

| arge scale nulticast sessions, CONTROL could perform session
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announcenent functions to informa potential group nenber that it may
join a group or receive group data (e.g., a streamof file transfer
protected by a data security protocol). Announcenents notify group
menbers to establish multicast SAs in advance of secure nulticast
data transm ssion. Session Description Protocol (SDP) is one form
that the announcenments m ght take [ RFC2327]. The announcenent
function nmay be inplenented in a session directory tool, an

el ectroni c program guide (EPG, or by other nmeans. The Data Security
or the announcenent function directs group key managenment using an
application programming interface (APl), which is peculiar to the
host OSin its specifics. A generic APl for group key managenent is
for further study, but this function is necessary to allow G oup
(KEK) and Data (TPKs) key establishnment to be scalable to the
particul ar application. A GCKS application programw |l use the API
to initiate the procedures for establishing SAs on behalf of a
Security Protocol in which nenbers join secure groups and receive
keys for streans, files, or other data.

The goal of the exchanges is to establish a GSA through updates to
the SAD of a key managenent inplenentation and particular Security
Protocol. The Data Security Protocol ("SECURI TY PROTOCOL") of Figure
2 may span internetwork and application |ayers or operate at the

i nternetwork | ayer, such as AH and ESP

4. Registration Protoco

The design of the registration protocol is flexible and can support
di fferent application scenarios. The chosen registration protoco
solution reflects the specific requirenents of specific scenarios.
In principle, it is possible to base a registration protocol on any
secur e-channel protocol, such as IPsec and TLS, which is the case in
tunnel ed GSAKMP [t GSAKMP]. CGDA [ RFC3547] reuses |KE Phase 1 as the
secure channel to downl oad Rekey and/or Data SAs. Oher protocols,
such as M KEY and GSAKMP, use authenticated D ffie-Hell man exchanges
simlar to | KE Phase 1, but they are specifically tailored for key
downl oad to achi eve efficient operation. W discuss the design of a
registration protocol in detail in the rest of this section

4.1. Registration Protocol via Piggybacking or Protocol Reuse

Some registration protocols need to tunnel through a data-signaling
protocol to take advantage of already existing security
functionality, and/or to optim ze the total session setup tinme. For
exanpl e, a telephone call has strict bounds for delay in setup tine.
It is not feasible to run security exchanges in parallel with cal
setup, since the latter often resolves the address. Call setup nust
compl ete before the caller knows the callee’ s address. In this case,
it may be advantageous to tunnel the key exchange procedures inside
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call establishnent [H 235 MKEY], so that both can conplete (or fail
see below) at the sane tine.

The registration protocol has different requirenments dependi ng on the
particul ar integration/tunneling approach. These requirenents are
not necessarily security requirenents, but will have an inpact on the
chosen security solution. For exanple, the security association wll
certainly fail if the call setup fails in the case of |P tel ephony.

Conversely, the registration protocol inposes requirenents on the

protocol that tunnels it. |In the case of |IP tel ephony, the cal
setup usually will fail when the security association is not
successfully established. In the case of video-on-denmand, protocols

such as RTSP that convey key managenent data will fail when a needed
security association cannot be established.

Both GDAO and M KEY use this approach, but in different ways. M KEY
can be tunneled in SIP and RTSP. |t takes advantage of the session

i nformati on contained in these protocols and the possibility to
optinmize the setup tine for the registration procedure. SIP requires
that a tunnel ed protocol mnust use at nobst one roundtrip (i.e., two
messages). This is also a desirable requirenent from RTSP

The GO approach takes advantage of the already defined | SAKMP phase
1 exchange [ RFC2409], and extends the phase 2 exchange for the
registration. The advantage here is the reuse of a successfully

depl oyed protocol and the code base, where the defined phase 2
exchange is protected by the SA created by phase 1. GbA also
inherits other functionality of the | SAKMP, and thus it is readily
suitable for running | Psec protocols over |P nulticast services.

4.2. Properties of Alternative Registration Exchange Types

The required design properties of a registration protocol have
different trade-offs. A protocol that provides perfect forward
secrecy and identity protection trades performance or efficiency for
better security, while a protocol that conpletes in one or two
messages may trade security functionality (e.g., identity protection)
for efficiency.

Replay protection generally uses either a tinmestanp or a sequence
nunber. The first requires synchronized cl ocks, while the latter
requires retention of state. |In a tinmestanp-based protocol, a replay
cache is needed to store the authenticated nessages (or the hashes of
the messages) received within the allowable clock skew The size of
the replay cache depends on the nunber of authenticated nessages
recei ved during the allowable clock skew During a DoS attack, the
repl ay cache m ght becone overl oaded. One solution is to over-
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provision the replay cache, but this may lead to a |large replay
cache. Another solutionis to let the allowable clock skew be
changed dynamically during runtime. During a suspected DoS attack
the all owabl e cl ock skew i s decreased so that the replay cache
becones manageabl e.

A chal | enge-response nechani sm (usi ng Nonces) obvi ates the need for
synchroni zed cl ocks for replay protection when the exchange uses
three or nore nessages [ MV].

Addi tional security functions becone possible as the nunber of

al | owabl e nmessages in the registration protocol increase. | SAKMW
offers identity protection, for exanple, as part of a six-nessage
exchange. Wth additional security features, however, comes added
complexity: ldentity protection, for exanple, not only requires
addi ti onal messages, but may result in DoS vulnerabilities since
aut hentication is performed in a |late stage of the exchange after
resources already have been devot ed.

In all cases, there are tradeoffs with the nunmber of nessage
exchanged, the desired security services, and the anount of
infrastructure that is needed to support the group key managenent
service. Wereas protocols that use two or even one-nessage setup
have | ow | atency and conputation requirenents, they nmay require nore
infrastructure such as secure tine or offer less security such as the
absence of identity protection. Wat tradeoffs are acceptable and
what are not is very nuch dictated by the application and application
envi ronnent .

4.3. Infrastructure for Alternative Registrati on Exchange Types

The registration protocol may need external infrastructures to handle
aut henti cation and authorization, replay protection, protocol-run
integrity, and possibly other security services such as secure
synchroni zed cl ocks. For exanple, authentication and authorization
may need a PKI deploynent (with either authorization-based
certificates or a separate nanagenent) or may be handl ed usi ng AAA
infrastructure. Replay protection using tinmestanps requires an
external infrastructure or protocol for clock synchronization

However, external infrastructures may not always be needed; for
exanpl e pre-shared keys are used for authentication and

aut horization. This nmay be the case if the subscription base is
relatively small. |n a conversational nultinedia scenario (e.g., a
Vol P call between two or nore people), it may be the end user who
handl es the authorization by manual |y accepting/rejecting the
incomng calls. In that case, infrastructure support may not be
required.
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4.4, De-registration Exchange

The session-establishnent protocol (e.g., SIP, RTSP) that conveys a
regi stration exchange often has a session-di sestablishnent protoco
such as RTSP TEARDOMN [ RFC2326] or SIP BYE [ RFC3261]. The session-
di sest abl i shnent exchange between endpoints offers an opportunity to
signal the end of the GSA state at the endpoints. This exchange need
only be a unidirectional notification by one side that the GSAis to
be destroyed. For authentication of this notification, we my use a
pr oof - of - possessi on of the group key(s) by one side to the other.
Some applications benefit from acknow edgenent in a nutual, two-
message exchange signaling disestablishment of the GSA concomitant
with disestablishnment of the session, e.g., RTSP or SIP session. In
this case, a two-way proof-of-possession night serve for nutual
acknow edgenment of the GSA disestablishment.

5. Rekey Protoco

The group rekey protocol is for transport of keys and SAs between a
CGCKS and the nmenbers of a secure conmmuni cations group. The GCKS
sends rekey nessages to update a Rekey SA, or initialize/update a
Data SA or both. Rekey nessages are protected by a Rekey SA. The
CCKS may update the Rekey SA when group nenbershi p changes or when
KEKs or TPKs expire. Recall that KEKs correspond to a Rekey SA and
TPKs correspond to a Data SA

The followi ng are sonme desirable properties of the rekey protocol

o The rekey protocol ensures that all menbers receive the rekey
information in a tinely nmanner

0 The rekey protocol specifies mechanisns allowi ng the parties to
contact the GCKS and re-sync when their keys expire and no
updat es have been received.

o The rekey protocol avoids inplosion problens and ensures
reliability in delivering Rekey information.

We further note that the rekey protocol is primarily responsible for
scalability of the group key managenent architecture. Hence, it is
i nperative that we provide the above listed properties in a scal able
manner. Note that solutions exist in the literature (both | ETF
standards and research articles) for parts of the problem For

i nstance, the rekey protocol may use a scal able group key managenent
al gorithm (GKMA) to reduce the nunber of keys sent in a rekey
message. Exanples of a GKMA include LKH, OFT, Subset difference
based schenes etc.
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5.1. Goals of the Rekey Protoco
The goals of the rekey protocol are:
0 to synchronize a GSA

0 to provide privacy and (symetric or asymretric)
aut hentication, replay protection and DoS protection,

o efficient rekeying after changes in group nenbership or when
keys (KEKs) expire,

o reliable delivery of rekey nessages,
o nenber recovery froman out-of-sync GSA,
o high throughput and | ow | atency, and
0 support IP Milticast or nulti-unicast.
We identify several mmjor issues in the design of a rekey protocol
1. rekey nessage format,
2. reliable transport of rekey nessages,
3. inplosion,
4. recovery from out-of-sync GSA
5. incorporating GKMAs in rekey nessages, and
6. interoperability of GKMAs.

Note that interoperation of rekey protocol inplementations is
insufficient for a GCKS to successfully rekey a group. The GKMA nust

al so interoperate, i.e., standard versions of the group key
management al gorithns such as LKH, OFT, or Subset Difference nust be
used.

The rest of this section discusses these topics in detail.

5.2. Rekey Message Transport and Protection
Rekey messages contain Rekey and/or Data SAs along with KEKs and
TPKs. These nmessages need to be confidential, authenticated, and

protected agai nst replay and DoS attacks. They are sent via
mul ticast or nmulti-unicast fromthe GCKS to the nenbers.
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Rekey messages are encrypted with the Group KEK for confidentiality.
When used in conjunction with a GKMA, portions of the rekey nessage
are first encrypted with the appropriate KEKs as specified by the
GKMA.  The GCKS aut henticates rekey nmessages using either a MAC,
comput ed using the group Authentication key, or a digital signature.
In both cases, a sequence nunber is included in conputation of the
MAC or the signature to protect against replay attacks.

When group authentication is provided with a symetric key, rekey
messages are vulnerable to attacks by other nenbers of the group
Rekey messages are digitally signed when group nenbers do not trust
each other. Wen asymmetric authentication is used, nenbers

recei ving rekey nessages are vul nerable to DoS attacks. An externa
adversary may send a bogus rekey nessage, which a nmenber cannot
identify until after it performs an expensive digital signature
operation. To protect against such an attack, a MAC may be sent as
part of the rekey nmessage. Menbers verify the signature only upon
successful verification of the MAC

Rekey messages contain group key updates corresponding to a single
[ RFC2627, OFT] or multiple nmenbership changes [SD1, SD2, Bat chRekey] and
may contain group key initialization nmessages [ OFT].

5.3. Reliable Transport of Rekey Messages

The GCKS nust ensure that all nenbers have the current Data Security
and Rekey SAs. Oherw se, authorized nenbers nay be inadvertently
excl uded fromreceiving group communi cations. Thus, the GCKS needs
to use a rekey algorithmthat is inherently reliable or enploy a
reliable transport nechanismto send rekey nessages.

There are two dinensions to the problem Messages that update group
keys may be lost in transit or nmay be m ssed by a host when it is
offline. LKH and OFT group key managenent algorithns rely on past

hi story of updates being received by the host. |[If the host goes
offline, it will need to resynchronize its group-key state when it
conmes online; this may require a unicast exchange with the GCKS. The
Subset Difference algorithm however, conveys all the necessary state
in its rekey nmessages and does not need nmenbers to be always online
or keeping state. The Subset Difference algorithmdoes not require a
back channel and can operate on a broadcast network. |If a rekey
message is lost in transmi ssion, the Subset Difference al gorithm
cannot decrypt nessages encrypted with the TPK sent via the | ost
rekey message. There are self-healing GKMAs proposed in the
literature that allow a nmenber to recover |ost rekey nmessages, as

| ong as rekey nessages before and after the | ost rekey nessage are
recei ved.
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Rekey messages are typically short (for single nenbership change as
well as for small groups), which nakes it easy to design a reliable
delivery protocol. On the other hand, the security requirenents may
add an additional dinension to address. There are sone special cases
i n which menbershi p changes are processed as a batch, reducing the
frequency of rekey nessages but increasing their size. Furthernore,
anong all the KEKs sent in a rekey nessage, as many as half the
menbers need only a single KEK. W nay take advantage of these
properties in designing a rekey nessage(s) and a protocol for their
reliable delivery.

Three categories of solutions have been proposed:

1. Repeatedly transnmt the rekey nessage. |In nmany cases rekey
nmessages translate to only one or two | P packets.

2. Use an existing reliable nmulticast protocol/infrastructure.

3. Use FEC for encoding rekey packets (with NACKs as feedback)
[ Bat chRekey] .

Note that for small nmessages, category 3 is essentially the same as
category 1.

The group nmenber might be out of synchrony with the GCKS if it
receives a rekey nessage having a sequence nunber that is nore than
one greater than the |last sequence nunmber processed. This is one
means by whi ch the GCKS menber detects that it has missed a rekey
message. Alternatively, the data-security application, upon
detecting that it is using an out-of-date key, may notify the group
key managenent nodule. The action taken by the GCKS nmenber is a
matter of group policy. The GCKS nmenber should |l og the condition and
may contact the GCKS to rerun the re-registration protocol to obtain
a fresh group key. The group policy needs to take into account
boundary conditions, such as reordered rekey nessages when rekeyi ng
is so frequent that two nessages mght get reordered in an I P
network. The group key policy also needs to take into account the
potential for denial of service attacks where an attacker del ays or
del etes a rekey nmessage in order to force a subnetwork or subset of
the menbers to simnultaneously contact the GCKS.

If a group nenber becones out-of-synch with the GSA then it should
re-register with the GCKS. However, in nmany cases there are other
sinpl er methods for re-synching with the group

o The nenber can open a sinple unprotected connection (e.g., TCP)

with the GCKS and obtain the current (or several recent) rekey
messages. Note that there is no need for authentication or
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encryption here, since the rekey nessage is already signed and
is nulticast in the clear. One may think that this opens the
CCKS to DoS attacks by many bogus such requests. This,
however, does not seemto worsen the situation; in fact,
bonbardi ng the GCKS wi th bogus resynch requests woul d be nuch
nore problematic.

0 The GCKS can post the rekey nmessages on sonme public site (e.g.
a web site) and the out-of-synch nenber can obtain the rekey
messages fromthat site.

The GCKS may al ways provide all three ways of resynching (i.e., re-
registration, sinple TCP, and public posting). This way, the nenber
may choose how to resynch; it also avoids adding yet another field to
the policy token [GSPT]. Alternatively, a policy token may contain a
field specifying one or nore nethods supported for resynchronization
of a GSA

5.4, State-of-the-art on Reliable Multicast Infrastructure

The rekey nessage may be sent using reliable nulticast. There are
several types of reliable multicast protocols with different
properties. However, there are no standards track reliable nulticast
protocol s published at this tine, although | ETF consensus has been
reached on two protocols that are intended to go into the standards
track [ NORM RFC3450]. Thus, this docunment does not recomend a
particular reliable nulticast protocol or set of protocols for the
pur pose of reliable group rekeying. The suitability of NAK-based,
ACK-based or other reliable multicast nmethods is determ ned by the
application needs and operational environnent. |In the future, group
key managenent protocols may choose to use particul ar standards-based
approaches that neet the needs of the particular application. A
secure announcenent facility may be needed to signal the use of a
reliable multicast protocol, which could be specified as part of
group policy. The reliable multicast announcenment and policy

speci fication, however, can only follow the establishnent of reliable
nmul ti cast standards and are not considered further in this docunent.

Today, the several NMSEC group key nmanagenent protocols support
sequenci ng of the rekey messages through a sequence nunber, which is
aut henticated along with the rekey nessage. A sender of rekey
messages may re-transmt nultiple copies of the nessage provided that
they have the sane sequence nunber. Thus, re-sending the nessage is
a rudi nentary neans of overcoming |oss along the network path. A
menber who receives the rekey nessage will check the sequence nunber
to detect duplicate and m ssing rekey nmessages. The nenber receiver
wi |l discard duplicate nessages that it receives. Large rekey
nmessages, such as those that contain LKH or OFT tree structures,
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m ght benefit fromtransport-layer FEC in the future, when

st andar ds- based net hods becone available. It is unlikely that
forward error correction (FEC) methods will benefit short rekey
messages that fit within a single nmessage. 1In this case, FEC

degenerates to sinple retransm ssion of the message.
5.5. I nplosion

I mpl osi on may occur due to one of two reasons. First, recall that
one of the goals of the rekey protocol is to synchronize a GSA. Wen
a rekey or Data SA expires, nmenbers may contact the GCKS for an
update. If all, or even many, nenbers contact the GCKS at about the
same tinme, the GCKS nmight not be able to handle all those nessages

W refer to this as an out-of-sync inplosion

The second case is in the reliable delivery of rekey nessages.
Reliabl e multicast protocols use feedback (NACK or ACK) to determ ne
whi ch packets nust be retransnmtted. Packet |osses nay result in
many nenbers sending NACKs to the GCKS. W refer to this as feedback
i mpl osi on.

The i npl osi on probl em has been studied extensively in the context of
reliable multicasting. The proposed feedback suppression and
aggregation solutions mght be useful in the GKMcontext as well.
Menbers nay wait a randomtine before sending an out-of-sync or
feedback nmessage. Meanwhile, menbers night receive the necessary key
updates and therefore not send a feedback nmessage. An alternative
solution is to have the nenbers contact one of several registration
servers when they are out-of-sync. This requires GSA synchroni zation
between the nultiple registration servers.

Feedback aggregation and | ocal recovery enpl oyed by sone reliable
mul ticast protocols are not easily adaptable to transport of rekey
messages. Aggregation raises authentication issues. Local recovery
is more conpl ex because nmenbers need to establish SAs with the |oca
repair server. Any nenber of the group or a subordi nate GCKS may
serve as a repair server, which can be responsible for resending
rekey messages.

Menmbers may use the group SA, nore specifically the Rekey SA, to

aut henticate requests sent to the repair server. However, replay
protection requires maintaining state at nenbers as well as repair
servers. Authentication of repair requests is neant to protect

agai nst DoS attacks. Note also that an out-of-sync nenber nay use an
expired Rekey SA to authenticate repair requests, which requires
repair servers to accept nessages protected by old SAs.
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Alternatively, a sinple nechanism may be enpl oyed to achieve |oca
repair efficiently. Each nmenber receives a set of local repair
server addresses as part of group operation policy information. Wen
a nmenber does not receive a rekey nessage, it can send a "Retransnmit
repl ay nessage(s) w th sequence nunber n and hi gher” nmessage to one
of the local repair servers. The repair server can either ignore the
request if it is busy or retransnit the requested rekey nessages as
received fromthe GCKS. The repair server, which is also another
menber may choose to serve only mrequests in a given tinme period
(i.e., rate limts responses) or per a given rekey nmessage. Rate
limting the requests and responses protects the repair servers as
wel | as other nenbers of the group from DoS attacks.

5.6. Incorporating Goup Key Managenent Al gorithns

G oup key managenent al gorithnms make rekeying scal able. Large group
rekeyi ng without enploying GKMAs is prohibitively expensive.

Fol | owi ng are sone considerations in selecting a GKMA:
o Protection against collusion.
Menbers (or non-nenbers) should not be able to collaborate to
deduce keys for which they are not privileged (follow ng the
CGKMA key distribution rules).

o Forward access contro

The GKMA shoul d ensure that departing menbers cannot get access
to future group data.

o Backward access contro

The GKMA shoul d ensure that joining nmenbers cannot decrypt past
dat a.

5.7. Stateless, Stateful, and Sel f-healing Rekeying Al gorithns

We classify group key nmanagenent algorithms into three categories:
stateful, stateless, and sel f-healing.

Stateful algorithns [ RFC2627, OFT] use KEKs from past rekeying

i nstances to encrypt (protect) KEKs corresponding to the current and
future rekeying instances. The main disadvantage in these schemes is
that if a nmenber were offline or otherwise failed to recei ve KEKs
froma past rekeying instance, it may no |longer be able to
synchroni ze its GSA even though it can receive KEKs fromall future
rekeyi ng instances. The only solution is to contact the GCKS
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explicitly for resynchronization. Note that the KEKs for the first
rekeying instance are protected by the Registration SA. Recall that
communi cation in that phase is one to one, and therefore it is easy
to ensure reliable delivery.

Statel ess GKMAs [ SD1, SD2] encrypt rekey nessages with KEKs sent
during the registration protocol. Since rekey nessages are

i ndependent of any past rekey nessages (i.e., that are not protected
by KEKs therein), a nenber may go offline but continue to decipher
future comuni cations. However, stateless GKMAs of fer no nechani sns
to recover past rekeying nmessages. Stateless rekeying may be
relatively inefficient, particularly for inmediate (not batch)
rekeying in highly dynanic groups.

In self-healing schemes [Self-Healing], a nenber can reconstruct a
| ost rekey nessage as long as it receives sone past and sone future
rekey nessages.

5.8. Interoperability of a GKMVA

Most GKMA specifications do not specify packet formats, although nmany
group key managenent al gorithnms need format specification for
interoperability. There are several alternative ways to manage key
trees and to nunber nodes within key trees. The follow ng
information is needed during initialization of a Rekey SA or included
with each GKMA packet.

o0 GKMA name (e.g., LKH, OFT, Subset Difference)

0 GCKMA version nunber (inplenmentation specific). Version nmay
i mply several things such as the degree of a key tree,
proprietary enhancenents, and qualify another field such as a
key ID.

0 Nunber of keys or largest ID

o Version-specific data

o Per-key information
- key ID
- key lifetine (creation/expiration data) ,

- encrypted key, and
- encryption key's I D (optional).
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6. 1.

Bau

Key | Ds nay change in sone inplenentations in which case one needs to
send:

o List of <old id, newid> pairs.
Group Security Association

The GKM architecture defines the interfaces between the registration
rekey, and data security protocols in terns of the Security

Associ ations (SAs) of those protocols. By isolating these protocols
behind a uniforminterface, the architecture all ows inplenentations
to use protocols best suited to their needs. For exanple, a rekey
protocol for a small group could use nultiple unicast transm ssions
with symretric authentication, while a rekey protocol for a |large
group could use IP Milticast with packet-level Forward Error
Correction and source authentication

The group key nanagenent architecture provides an interface between

the security protocols and the group SA (GSA). The GSA consists of

three SAs: Registration SA, Rekey SA, and Data SA. The Rekey SAis

optional. There are two cases in defining the relationships between
the three SAs. In both cases, the Registration SA protects the

regi stration protocol

Case 1: Group key managenment is done W THOUT using a Rekey SA. The
registration protocol initializes and updates one or nore Data SAs
(having TPKs to protect files or streans). Each Data SA
corresponds to a single group, which may have nore than one Data
SA.

Case 2: Group key managenent is done WTH a Rekey SA to protect the
rekey protocol. The registration protocol initializes the one or
nore Rekey SAs as well as zero or nore Data SAs, upon successfu
completion. Wen a Data SAis not initialized in the registration
protocol, initialization is done in the rekey protocol. The rekey
prot ocol updates Rekey SA(s) AND establishes Data SA(s).

Group Policy

Group policy is described in detail in the Goup Security Policy
Token docunent [GSPT]. G oup policy can be distributed through group
announcenents, key managenent protocols, and ot her out-of-band nmeans
(e.g., via a web page). The group key nmanagenent protocol carries
cryptographic policies of the SAs and the keys it establishes, as
well as additional policies for the secure operation of the group
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The acceptabl e cryptographic policies for the registration protocol
whi ch may run over TLS [TLS], |Psec, or |KE, are not conveyed in the
group key management protocol since they precede any of the key
managenent exchanges. Thus, a security policy repository having sone
access protocol may need to be queried prior to establishing the
key- managenent session, to deternine the initial cryptographic
policies for that establishnment. This docunent assunes the existence
of such a repository and protocol for GCKS and menber policy queries.
Thus group security policy will be represented in a policy repository
and accessible using a policy protocol. Policy distribution my be a
push or a pull operation

The group key nanagenent architecture assunes that the follow ng
group policy information nay be externally nanaged, e.g., by the
content owner, group conference administrator or group owner

o the identity of the G oup owner, the authentication nethod, and
the del egation nethod for identifying a GCKS for the group

0o the group CGCKS, authentication nethod, and del egati on met hod
for any subordinate GCKSs for the group;

o the group nmenbership rules or list and authentication nethod.

There are two additional policy-related requirenents external to
group key managenent.

0 There is an authentication and authorization infrastructure
such as X. 509 [ RFC3280], SPKI [RFC2693], or a pre-shared key
schene, in accordance with the group policy for a particul ar
gr oup.

o There is an announcenent nechani smfor secure groups and
events, which operates according to group policy for a
particul ar group.

Group policy determines how the registration and rekey protocols
initialize or update Rekey and Data SAs. The follow ng sections
descri be potential information sent by the GCKS for the Rekey and
Data SAs. A nenber needs the information specified in the next
sections to establish Rekey and Data SAs.

6.2. Contents of the Rekey SA
The Rekey SA protects the rekey protocol. It contains cryptographic
policy, Goup ldentity, and Security Paraneter |Index (SPl) [RFC2401]

to uniquely identify an SA, replay protection information, and key
protection keys.
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6.2.1. Rekey SA Policy
0 GROUP KEY MANAGEMENT ALGORI THM

This represents the group key revocation al gorithmthat
enforces forward and backward access control. Exanples of key
revocation algorithns include LKH, LKH+, OFT, OFC, and Subset
D fference [ RFC2627, OFT, TAXONOWY, SD1, SD2]. If the key
revocation algorithmis NULL, the Rekey SA contains only one
KEK, which serves as the group KEK. The rekey nessages
initialize or update Data SAs as usual. However, the Rekey SA
itself can be updated (the group KEK can be rekeyed) when
menbers join or the KEK is about to expire. Leave rekeying is
done by re-initializing the Rekey SA through the rekey

pr ot ocol

o KEK ENCRYPTI ON ALGCRI THM

This specifies a standard encryption al gorithm such as 3DES or
AES, and al so the KEK KEY LENGTH

0 AUTHENTI CATI ON ALGCRI THM

This algorithmuses digital signatures for GCKS aut hentication
(since all shared secrets are known to sone or all nenbers of
the group), or some synmmetric secret in conputing MACs for
group authentication. Synmetric authentication provides weaker
aut hentication in that any group nenber can inpersonate a
particul ar source. The AUTHENTI CATI ON KEY LENGTH is al so to be
speci fi ed.

o CONTROL GROUP ADDRESS

This address is used for multicast transn ssion of rekey
messages. This information is sent over the control channe
such as in an ANNOUNCEMENT protocol or call setup nessage. The
degree to which the control group address is protected is a
matter of group policy.

0 REKEY SERVER ADDRESS

This address allows the registration server to be a different
entity fromthe server used for rekeying, such as for future
i nvocations of the registration and rekey protocols. |If the
regi stration server and the rekey server are two different
entities, the registration server sends the rekey server’s
address as part of the Rekey SA

Baugher, et al. I nf or mat i onal [ Page 26]



RFC 4046 MSEC G oup Key Managenent Architecture April 2005

6.2.2. Goup ldentity

The group identity acconpanies the SA (payload) information as an
identifier if the specific group key managenent protocol allows
multiple groups to be initialized in a single invocation of the
registration protocol, or nultiple groups to be updated in a single
rekey nessage. It is often sinpler to restrict each registration

i nvocation to a single group, but such a restriction is unnecessary.
It is always necessary to identify the group when establishing a
Rekey SA, either inplicitly through an SPI or explicitly as an SA
par anet er .

6.2.3. KEKs

Correspondi ng to the key nanagenment algorithm the Rekey SA contains
one or nore KEKs. The GCKS hol ds the key encrypting keys of the
group, while the nenbers receive keys followi ng the specification of
the key managenent algorithm \Wien there are nultiple KEKs for a
group (as in an LKH tree), each KEK needs to be associated with a Key
ID, which is used to identify the key needed to decrypt it. Each KEK
has a LI FETI ME associated with it, after which the KEK expires.

6.2.4. Authentication Key

The GCKS provides a symmetric or public key for authentication of its
rekey messages. Symmetric key authentication is appropriate only
when all group nmenbers can be trusted not to inpersonate the GCKS.
The architecture does not rule out nethods for deriving symretric

aut henti cation keys at the nenber [RFC2409] rather than pushing them
fromthe GCKS.

6.2.5. Replay Protection
Rekey messages need to be protected fromreplay/reflection attacks.
Sequence nunbers are used for this purpose, and the Rekey SA (or
protocol) contains this information

6.2.6. Security Paraneter |ndex (SPI)

The tuple <Goup identity, SPI> uniquely identifies a Rekey SA. The
SPI changes each tinme the KEKs change.

6.3. Contents of the Data SA
The GCKS specifies the data security protocol used for secure
transm ssion of data from sender(s) to receiving nmenbers. Exanples

of data security protocols include | Psec ESP [ RFC2401] and SRTP
[RFC3711]. While the contents of each of these protocols are out of
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the scope of this docunent, we list the information sent by the
regi stration protocol (or the rekey protocol) to initialize or update
the Data SA.

6.3.1. Goup ldentity
The Group identity acconpanies SA information when Data SAs are
initialized or rekeyed for multiple groups in a single invocation of
the registration protocol or in a single Rekey nessage.

6.3.2. Source ldentity
The SA includes source identity information when the group owner
chooses to reveal source identity to authorized nmenbers only. A
public channel such as the announcenment protocol is only appropriate
when there is no need to protect source or group identities.

6.3.3. Traffic Protection Keys

Regardl ess of the data security protocol used, the GCKS supplies the
TPKs, or information to derive TPKs for traffic protection

6.3.4. Data Authentication Keys
Dependi ng on the data authentication nethod used by the data security
protocol, group key nanagenent nay pass one or nore keys, functions
(e.g., TESLA [TESLA-|NFO, TESLA-SPEC]), or other paraneters used for
aut henticating streans or files.

6.3.5. Sequence Nunbers

The GCKS passes sequence nunbers when needed by the data security
protocol, for SA synchronization and replay protection

6.3.6. Security Paraneter Index (SPI)
The GCKS nmay provide an identifier as part of the Data SA contents
for data security protocols that use an SPI or sinilar nechanismto
identify an SA or keys within an SA.

6.3.7. Data SA policy
The Data SA paraneters are specific to the data security protocol but
general ly include encryption algorithm and paraneters, the source

aut hentication algorithmand paraneters, the group authentication
al gorithm and paraneters, and/or replay protection infornmation
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7.

Scal abil ity Considerations

The area of group communications is quite diverse. In

tel econferencing, a multipoint control unit (MCU nay be used to
aggregate a nunber of tel econferencing nmenbers into a single session;
MCUs may be hierarchically organi zed as well. A |oosely coupled

tel econf erenci ng session [ RFC3550] has no central controller but is
fully distributed and end-to-end. Tel econferencing sessions tend to
have at npost dozens of participants. However, video broadcast that
uses nul ti cast comruni cati ons and nedi a- on-dermand t hat uses uni cast
are | arge-scal e groups nunbering hundreds to mllions of

partici pants.

As described in the Requirements section, Section 2, the group key
managenent architecture supports nulticast applications with a single
sender. The architecture described in this paper supports |arge-
scal e operation through the follow ng features.

1. There is no need for a unicast exchange to provide data keys to a
security protocol for nenbers who have previously registered in
the particul ar group; data keys can be pushed in the rekey
pr ot ocol

2. The registration and rekey protocols are separable to all ow
flexibility in how nenbers receive group secrets. A group nay use
a smart-card based systemin place of the registration protocol
for exanple, to allow the rekey protocol to be used with no back
channel for broadcast applications such as television conditiona
access systens.

3. The registration and rekey protocols support new keys, algorithns,
aut henti cati on mechani snms and authori zation infrastructures in the
architecture. Wen the authorization infrastructure supports
del egation, as in X. 509 and SPKI, the GCKS function can be
di stributed as shown in Figure 3 bel ow.

The first feature in the list allows fast keying of data security
protocol s when the nenber already belongs to the group. Wile this
is realistic for subscriber groups and custoners of service providers
who of fer content events, it may be too restrictive for applications
that allow nenber enrollnent at the time of the event. The MSEC
group key managenent architecture suggests hierarchically organized
key distribution to handle potential nass sinultaneous registration
requests. The Figure 3 configuration my be needed when conventiona
clustering and | oad bal ancing solutions of a central GCKS site cannot
nmeet custoner requirenments. Unlike conventional caching and content
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di stribution networks, however, the configuration shown in Figure 3
has additional security ramfications for physical security of a
GCKS.

oo e e e e e e e e e e e oo +
| oo + |
| | GCKS | |
| oo * |
| |7 |
| | | |
| | e + |
| | " " |
| | | | |
| | temmmmm + H-e------ +

| | | MEMBER | | MEMBER |

| | [ + - --a- - + |
| v |
| S + |
| | | |
| % . % |
| E - + E - +

| | CCKS | | CCKS | |
| [ S + [ S + |
| |~ |
| | | |
| | + |
| | " " |
| | | o | |
| | [ S + - ---- - + |
| | | MEMBER | | MEMBER |

| | Fommemm e + eemeaa-- +

| v |
| |
o m e e e e e e e e e e e e e e e e +

Figure 3: Hi erarchically Organized Key Distribution

More anal ysis and work i s needed on the protocol instantiations of
the group key nmanagenent architecture, to determ ne how effectively
and securely the architecture can support |arge-scale nulticast
applications. 1In addition to being as secure as pairw se key
managenent agai nst nman-in-the-mddle, replay, and reflection attacks,
group key managenment protocols have additional security needs.

Unl i ke pairw se key managenent, group key nanagenment needs to be
secure agai nst attacks by group nenbers who attenpt to inpersonate a
CGCKS or disrupt the operation of a GCKS, as well as by non-nenbers.
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Thus, secure groups need to converge to a comopn group key when
nmenbers are attacking the group, joining and | eaving the group, or
being evicted fromthe group. G oup key managenent protocols also
need to be robust when DoS attacks or network partition leads to

| arge numbers of synchroni zed requests. An instantiation of group
key managenent, therefore, needs to consider how GCKS operation m ght
be distributed across multiple GCKSs designated by the group owner to
serve keys on behal f of a designated GCKS. GSAKMP [ GSAKMP] protoco
uses the policy token and all ows designating sone of the nenbers as
subordi nate GCKSs to address this scalability issue.

8. Security Considerations

This meno descri bes MSEC key managenent architecture. This
architecture will be instantiated in one or nore group key managenent
protocol s, which nust be protected agai nst man-in-the-m ddl e,
connection hijacking, replay, or reflection of past messages, and
deni al of service attacks.

Aut hent i cat ed key exchange [ STS, SKEVE, RFC2408, RFC2412, RFC2409]
techniques limt the effects of nman-in-the-mddle and connection

hi j acking attacks. Sequence nunbers and | ow conput ati on nessage

aut henti cati on techni ques can be effective against replay and
reflection attacks. Cookies [RFC2522], when properly inplenented,
provide an efficient nmeans to reduce the effects of denial of service
att acks.

This meno does not address attacks agai nst key managenent or security
protocol inplenmentations such as so-called type attacks that aimto
di srupt an inplenentation by such neans as buffer overflow. The
focus of this neno is on securing the protocol, not on inplenmenting

t he protocol

Whi |l e cl assical techniques of authenticated key exchange can be
applied to group key managenent, new problens arise with the sharing
of secrets anong a group of nmenbers: group secrets nmay be discl osed
by a nenber of the group, and group senders nay be inpersonated by
ot her nenbers of the group. Key nanagenent nessages fromthe GCKS
shoul d not be authenticated using shared synmetric secrets unless al
menbers of the group can be trusted not to inpersonate the GCKS or
each other. Simlarly, nmenbers who discl ose group secrets underm ne
the security of the entire group. G oup owners and GCKS

adm ni strators nust be aware of these inherent linitations of group
key managenent.

Another limtation of group key nmanagenment is policy conplexity.

Whi | e peer-to-peer security policy is an intersection of the policy
of the individual peers, a group owner sets group security policy
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externally in secure groups. This docunent assunes there is no
negoti ati on of cryptographic or other security parameters in group
key managenent. G oup security policy, therefore, poses new risks to
menbers who send and receive data from secure groups. Security

adm ni strators, GCKS operators, and users need to determ ne mninal
acceptable levels of security (e.g., authentication and adm ssion
policy of the group, key lengths, cryptographic algorithms and
protocol s used) when joining secure groups.

Gven the lintations and risks of group security, the security of
the group key managenent registration protocol should be as good as
the base protocols on which it is devel oped, such as IKE, |Psec, TLS,
or SSL. The particular instantiations of this group key nmanagenent
architecture nust ensure that the high standards for authenticated
key exchange are preserved in their protocol specifications, which
will be Internet standards-track docunents that are subject to
review, analysis, and testing.

The second protocol, the group key nanagenent rekey protocol, is new
and has unknown risks. The source-authentication risks described
above are obviated by the use of public-key cryptography. The use of
mul ticast delivery nmay raise additional security issues such as
reliability, inplosion, and denial -of-service attacks based upon the
use of nulticast. The rekey protocol specification needs to offer
secure solutions to these problens. Each instantiation of the rekey
protocol, such as the GSAKMP Rekey or the GDO G oupkey-push
operations, need to validate the security of their rekey

speci fications.

Novel ty and conplexity are the biggest risks to group key nanagenent
protocols. Mich nore anal ysis and experience are needed to ensure

that the architecture described in this docunent can provide a well -
articulated standard for security and risks of group key managenent.
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